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Editorial Preface 

From the Desk  of Managing Editor… 

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information. 

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process. 

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom. 

Thank you for Sharing Wisdom! 
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Abstract—Machine learning (ML) based predictive models are
increasingly used in various fields due to their ability to find
patterns and interpret complex relationships between variables
in an extensive dataset. However, getting a comprehensive dataset
is challenging in the field of medicine for rare or emerging
infections. Therefore, developing a robust methodology and se-
lecting ML classifiers that can still make compelling predictions
even with smaller and imbalanced datasets is essential to defend
against emerging threat or infections. This paper uses behavioral
risk factors to predict cervical cancer risk. To create a robust
technique, we intentionally selected a smaller imbalanced dataset
and applied Adaptive Synthetic (ADASYN) sampling and hyper-
parameter tuning to enhance the predictive performance. In this
work, hyperparameter tuning, evaluated through 3-fold cross-
validation, is employed to optimize the performance of the Ran-
dom Forest, XGBoost, and Voting Classifier models. The results
demonstrated high classification performance, with all models
achieving an accuracy of 97.12%. Confusion matrix analysis fur-
ther revealed the models’ robustness in identifying cervical cancer
cases with minimal misclassification. A comparison with previous
work confirmed the superiority of our approach, showcasing
improved accuracy and precision. This study demonstrates the
potential of ML models for early screening and risk assessment,
even when working with limited datasets.

Keywords—Cervical cancer; random forest; voting classifier;
Adaptive Synthetic Sampling (ADASYN); predictive model

I. INTRODUCTION

According to WHO, cervical cancer is the fourth most
prevalent cancer in women across the globe [1]. The same
report highlights that 94% of fatalities happening due to
cervical cancer are in low and middle-income countries [1].
However, according to [2], globally, only 36% of women aged
30-49 have been screened for cervical cancer. This is due to
a host of social determinants, including socioeconomic status,
access to care, and behavioral risks, which make detecting and
preventing these types of cancer earlier extremely challenging.
Cervical cancer is primarily caused by prolonged infection
with high-risk human papillomavirus (HPV) types, and it can
be prevented through early-stage screening and vaccination.
Various well-established screening methods exist, including
Pap smears [3], [4], [5] and HPV DNA [6], [7], [8] testing.
Unfortunately, due to the high cost of diagnosis, lack of in-
frastructure, and awareness in underdeveloped countries, these
techniques failed to make an impact. With these limitations
in mind, researchers and healthcare professionals are now
examining the implementation of predictive models to help
identify high-risk individuals for developing cervical cancer.
This area of interest is particularly relevant when it comes
to using behavioral and social risk factors known to be as-
sociated with cervical cancer occurrence (e.g., sexual activity,

diet, and personal/intimate hygiene). Integrating these factors
in prognostic models efficiently improves current screening
techniques that lead to early detection and provide personalized
care.

Several research studies have identified various factors that
contribute to the development of cervical cancer. Kadir et al. in
[9], found that sexual behaviors such as early sexual activity
and multiple sexual partners, poor diet, inadequate personal
hygiene, and lack of social support are key risk factors that
result in cervical cancers. Additionally, a woman’s behavioral
and mental state can affect their ability to participate in reg-
ular screening, follow preventive measures that include HPV
vaccination, and adhere to the treatment plan. Thus, having a
predictive model equipped with such knowledge will enhance
its ability to identify women at higher risk. These kinds of
models can also contribute to better allocation of resources by
prioritizing those individuals who might otherwise not seek
care.

In recent times, machine learning (ML) has increasingly
been integrated into the medical diagnostic arena due to its
ability to analyze large amounts of data, identify trends, and
make accurate predictions. ML models have been utilized
to diagnose cervical cancer using behavioral, demographic,
and clinical data [10]. In this research work [10], multiple
ML models that include Random Forest, AdaBoost, Gradi-
ent Boost, MultiLayer Perceptron (MLP), eXtreme Gradient
Boosting (XGB), Decision Tree, Logistic Regression, SVM,
and Gaussian Naive Bayes (GNB) was trained on a dataset
consisting of an individual’s demographic data, medical his-
tory, sexual behavior, and reproductive health to predict early
prediction of cervical cancer. Among all of them, XGB Classi-
fier showed superior accuracy of 98% and ROC AUC of 99%.
Similarly, in [11], various ML classifiers such as K-Nearest
Neighbors (KNN), Linear Support Vector Machine (SVM), and
Naive Bayes were trained using a dataset consisting of patients’
demography, biopsy, and medical history. KNN outperformed
in all metrics compared to the other two classifiers with an
impressive accuracy of 97.59%.

Besides applying ML classifiers and getting trained on
individuals’ demography, biopsy, and medical history, Pap
sear images, HPV DNA test results, and biopsy samples are
also utilized for diagnosing Cervical cancer. For example, in
the research work presented by Sholik et al., they applied
a process that combines advanced methods from the neural
network, convolutional neural network (CNN), and vision
transformers to capture both detailed and overall patterns in
images [12]. The dataset utilized for this work were Herlev
[13], Mendeley LBC [14], and SIPaKMeD [15], which consists
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of Pap smear images. They achieved an impressive accuracy of
100% with SVM, K-NN, MLP, and Logistic Regression (LR).
Similarly, advanced deep learning models such as ResNet and
GoogLeNet were employed to classify cervical cancer using
Pap smear images [16]. Using fine-tuned ResNet18, a test
accuracy of 98.51% was obtained. On the other hand, HPV
viral load with bacterial vaginosis status was utilized to train
an LR model for early diagnosis of cervical cancer [17].
The model achieved an impressive accuracy with AUC values
ranging from 0.915 to 0.9614. However, the effectiveness
and accuracy of these ML classifiers depend on the size and
distribution of the dataset.

Class imbalance is one of the biggest problems while build-
ing predictive models for cervical cancer. The count of patients
who are suffering from Cervical cancer is significantly less in
real-world datasets as compared to the ones that do not suffer
from this disease, which leads to an imbalanced dataset. This
class imbalance of “cervical cancer” to “no cervical cancer”
can significantly influence the performance of ML models,
especially in terms of not being able to classify the minority
group. In ML, specifically classification problems, the models
tend to favor the majority class in case of imbalanced data,
which results in higher overall accuracy but low sensitivity
(i.e. the inability of the model to identify positive cases). In
healthcare applications, this can be particularly problematic
where the model fails to correctly identify individuals at risk
of a fatal ailment like cervical cancer, which could lead to
missed early intervention and prevention.

Besides class imbalance, the other issue in developing a
robust ML model is the challenges in collecting comprehen-
sive datasets, especially in resource-limited settings or the
occurrence of rare and emerging infectious diseases. In this
paper, we intentionally chose a smaller and imbalanced dataset
[18] to demonstrate that advanced ML techniques can achieve
high accuracy and precision. The success of the proposed
model in achieving this goal will showcase the robustness and
effectiveness of ML in predicting cervical cancer risk, even
with a small and imbalanced dataset.

Additionally, in this paper, we analyze the impact of ML in
the development of an efficient prediction model for cervical
cancer using behavioral risk factors. In this work, we use
Adaptive Synthetic Sampling (ADASYN) [19] to address the
problem of class imbalance and smaller datasets to achieve
better performance for distinguishing women who are at high
risk of developing cervical cancer. The present study also
intends to determine the potential of various behavioral risk
factors significantly associated with cervical cancer by using
feature importance analysis. This effort will lead to a greater
understanding of the primary behavioral and social factors
that may influence risk for cervical cancer, which ultimately
results in further improvement in cervical cancer screening and
prevention strategies. Additionally, the ML model developed in
this work can be replicated and applied to rare diseases or those
cases where getting a comprehensive dataset is challenging.

The remainder of this paper is organized as follows: Section
II describes relevant work in cervical cancer prediction by
applying ML techniques to behavior risk factors. This is
followed by Section III, presenting the methodology utilized in
this paper. This includes analyzing and describing the dataset
used for training the various ML models, including Random

Forest, XGBoost, and Voting Classifier. Results and discussion
are presented in Sections IV and V, respectively, where the
model’s performance will be evaluated through various metrics
like accuracy, precision, recall, and F1-score. Finally, Section
VI concludes the paper where the implications of these findings
are presented.

II. RELEVANT WORK

ML models show great promise in diagnosing cervical can-
cer by leveraging behavioral risk factors. In cancer prediction,
and especially for cervical cancer, behavioral risk factors play
a more significant role compared to other datasets like clin-
ical or genetic data. Behavioral information can be collected
non-intrusively through surveys, interviews, or questionnaires,
which makes it easier to collect, especially in resource-limited
contexts where clinical tests such as Pap smears or genetic
screening are scarce or too expensive for widespread use.
Including behavioral information as input features for ML
models can provide a more holistic view of all likely risk
factors that may result in earlier detection and intervention.
Various studies have been conducted to improve early detection
using ML, which is significant for the treatment and increasing
survival rates. For example, using the UCI machine learning
repository with 32 features [20], Mehmood et al. achieved an
accuracy of 93.6% with the Random Forest technique [21].
On the same dataset [20], Suman et al. attained an accuracy
of 96.38% using BayeNet algorithm [22]. In another work
on the same dataset [20], SMOTE and Random Forest were
applied, yielding an accuracy of 85% [23]. Sun et al. developed
a unique stacking-integrated machine learning (SIML) using
the same dataset from UCI [20]. The SIML model com-
bined multiple algorithms that included TreeBag, XGBoost,
and MonMLP to achieve an AUC of 0.877, sensitivity of
81.8%, and specificity of 81.9%. Though various studies were
conducted utilizing ML models to predict cervical cancer risk
as presented in [20], [21], [22], [23], most have focused on
demographic or clinical data, where behavioral factors were
ignored entirely.

In another research work, Akter et al. applied the Decision
Tree, Random Forest, and XGBoost on a different dataset at
UCI machine learning repository dataset [18] with 19 attributes
regarding behavior risk that can lead to cervical cancer [24].
Their ML model was able to achieve an accuracy of 93.33%.
On the same dataset, various ML classifiers were applied that
included Gaussian Naive Bayes (GNB), k Nearest Neighbor,
and Decision Tree. Among all of them, GNB demonstrated
a superior performance of 94% [25]. While the accuracy of
ML models in predicting cervical cancer was impressive, most
of these studies employ large datasets and balanced datasets,
which do not reflect the real-world challenges of data scarcity
and class imbalance, which are more prevalent in healthcare
settings.

In most developing countries where the majority of the
sufferers of cervical cancers reside, getting large and granular
datasets is challenging due to inadequate health infrastructure,
limitations of resources, and financial constraints. Additionally,
cultural and logistical barriers become inhibiting factors for
participant to share their information, making it challenging to
create an extensive dataset. Given these constraints, it is vital
to develop ML models that can perform well with a smaller
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Fig. 1. Methodology flow diagram for developing an efficient prediction model for cervical cancer using behavioral risk factors.

Fig. 2. Class distribution of the cervical cancer dataset.

number of data points and fewer attributes. Optimizing models
to achieve high accuracy using few attributes will ensure that
such models will remain useful when a comprehensive dataset
is unavailable. These models are scalable, and their predictive
performance can be further improved when trained on larger
datasets.

III. METHODOLOGY

The methodology adopted for this work involves a com-
prehensive set of steps, including data preprocessing, handling
class imbalance, hyperparameter tuning, model training, and
evaluation using cross-validation techniques, as shown in Fig.
1.

A. Dataset Description

The dataset used in this study was obtained from the UCI
Machine Learning Repository [18]. The dataset includes 18
features related to behavioral risk factors for cervical cancer,
as shown in Table. I and a total of 72 datapoints. The target
variable is ca cervix, where a value of ‘0’ represents non-
cervical cancer, and ‘1’ represents cervical cancer. As shown
in Fig. 2, the target variable consists of 51 cases of non-
cervical cancer, and the rest 21 cases of patients with cervical
cancer. This predominance of non-cervical cancer cases over
any type of cervical cancer case can produce prediction biases
toward the majority class. Due to the dataset’s imbalance,
the trained model might incorrectly classify cervical cancer
patients as non-cervical cases. Hence, it is essential to have a
data balancing technique prior to training the ML models.

The small size and imbalance of the dataset were inten-
tionally chosen to test the model’s ability to handle real-
world constraints where comprehensive data collection is not
always possible. The features in this dataset correspond to
various behavioral aspects like personal hygiene, eating habits,
social support systems, and many more, as shown in Table
I. These variables are all of integer type and suitable for
many ML models which support categorical data as input. For
example, the behavior eating and behavior personalHygiene
features reflect personal lifestyle choices, while the socialSup-
port emotionality, socialSupport appreciation, and socialSup-
port instrumental features quantify different aspects of social
support.

A correlation plot is presented in Fig. 3 shows a correlation
between various features in the dataset. This plot highlights the
directions and strength of correlation of features in the dataset
towards the target variable which is ca cervix. This informa-
tion is valuable in selecting features for the ML training and
testing that results in improving the prediction capability of
the model.
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Fig. 3. Correlation heatmap of behavioral risk factors for cervical cancer.

B. Data Preprocessing

The dataset used in this study consists of integer features
that describes some measures regarding several behavioral risk
factors. Most features will have different ranges and scales
(for instance, motivation strength has values ranges between
3 and 15 while socialSupport appreciation is between 2 and
10). Some of the ML classifiers such as Random Forest and
XGBoost are not affected by feature scaling due to tree-based
structure. However, that’s not the case with model that rely
on distance, such as k-Nearest Neighbors (kNN) or Support
Vector Machines (SVM).

To standardize the feature values and ensure a more uni-
form input, Min-Max Scaling was applied. This scaling will
transform the feature to values ranging between 0 and 1. The
formula for Min-Max Scaling is:

Xscaled =
X −Xmin

Xmax −Xmin
(1)

Where, Xscaled is the normalized value, Xmax and Xmin

represent the maximum and minimum values of the feature,
respectively.

C. Handling Class Imbalance

Medical datasets are prone to imbalances where most data
focuses on healthy individuals rather than actual patients,
which is the case with the dataset utilized in this paper,
as shown in Fig. 2. This imbalance issue can lead to low
sensitivity (or recall) for the minority class, an important metric
in medical tasks like disease detection where false negatives
come with severe consequences.

To address this, prior to scaling steps, ADASYN is ap-
plied on the dataset. The algorithm in ADASYN generates
synthetic data for each minority class by adapting the number
of synthetic instances to the local density of the minority
class. It first identifies the instances in the minority class and
their neighbors, and then generates more synthetic examples
for those minority instances that are harder to classify. This
process ensures, that dataset is more balanced and does not
have duplicate data. Hence, the use of the ADASYN technique
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results in reducing model bias, improving sensitivity toward
minority classes, and preventing overfitting.

D. Model Selection and Hyperparameter Tuning

To create efficient predictive models for early cervical
cancer, we selected three different ML classifiers with com-
plementary strengths: Random Forest, XGBoost, and a Voting
Classifier. To further enhance the performance of the selected
machine learning models, we conducted hyperparameter tun-
ing, which will be discussed in more detail in this section.

1) Model selection:

a) Random forest: Random Forest is an ensemble learn-
ing technique where predictions are made by combining many
decision trees. This technique of combining the responses of
several decision trees instead of relying on one results in
improved accuracy and reliability. The final prediction is made
based on the majority of votes from different trees in the
forest. The final prediction for the final predicted class is given
mathematically by [26]:

ŷ = argmax

(
N∑
i=1

I (Ti(x) = j)

)
, j ∈ {0, 1} (2)

Where ŷ is the final predicted class, N is the number of
trees in the Random Forest. The prediction for i-th tress from
x number of input instances is given by Ti(x). I(Ti(x)) is an
indicator function equal to 1 if the prediction Ti(x) matches
class j and 0 otherwise. In Eq. (2), j represents the class that
received the maximum votes from all the trees. This technique
is popular because it prevents overfitting of training data due
to averaging of predictions of various trees.

b) XGBoost classifier: Extreme Gradient Boosting
(XGBoost) is based on gradient boosting, an ensemble tech-
nique where decisions of weak learner decision trees are com-
bined to create an efficient learner. In gradient boosting, trees
are added consecutively such that each new tree rectifies the
error made by previously added trees. The overall prediction
in XGBoost, ŷ is given by [27]:

ŷ =

M∑
m=1

fm(x) (3)

TABLE I. GROUP BY THEME TABLE FOR CERVICAL CANCER DATASET

Theme Category Attributes
Psychological Behavior behavior personalHygiene,

behavior eating, behavior sexualRisk
Intention intention commitment, inten-

tion aggregation
Attitude attitude spontaneity, atti-

tude consistency
Social Norm norm fulfillment,

norm significantPerson
Social Support socialSupport emotionality,

socialSupport appreciation,
socialSupport instrumental

Perceptual & Mo-
tivational

Perception perception severity, percep-
tion vulnerability

Motivation motivation willingness, motiva-
tion strength

Empowerment Empowerment empowerment knowledge, empower-
ment abilities, empowerment desires

Where M is the total number of trees, fk(x) is the
prediction made from the m-th tree for x input instance.
This ML algorithm is known for its high performance and
efficiency in supervised learning, especially for regression
and classification-related applications. It is popular in various
applications due to its ability to handle large datasets and
improve prediction accuracy.

c) Voting classifier: Like the previous two classifiers,
the Voting Classifier is an ensemble learning technique that
combines multiple classifiers to improve the overall classifi-
cation accuracy. By aggregating the output of various other
classifiers, the Voting Classifier enhances the robustness of the
prediction and mitigates the shortcomings of a single model.
Typically, there are two types of voting methods used in Voting
classifiers:

1) Hard Voting: The final prediction is made through a
majority vote among the classifier.

2) Soft Voting: The final prediction is made by averaging
all the predictions from the classifiers. This led to a
balanced and nuanced decision.

The final prediction ŷ Voting Classifier is given by [28]:

ŷ = argmax

(
N∑
i=1

I (yi = j)

)
, j ∈ {0, 1} (4)

Where ŷ is the final prediction, N is the number of classi-
fiers, yi is the prediction of the i-th classifier, and I(yi = j)
shows that the prediction belongs to one of the classes in the
target. For example, it gives out a result of 1 if the prediction
yi matches class j, this conveys that it belongs to this class.
Otherwise, the results give out 0, which means it does not
belong to this class.

In this work, using the Voting Classifier, the strengths of
both algorithms can be combined, leading to better prediction.
For example, Random Forest is good at handling noise and
variability in the data. On the other hand, XGBoost is known
for its efficiency and ability to improve accuracy. The Voting
Classifier will aggregate the predictions of Random Forest and
XGBoost. Hence, the errors arising from one of the techniques
can then be avoidable through voting compared to a single
model. Therefore, in this work, the Voting Classifier was
chosen in addition to Random Forest and XGBoost.

2) Hyperparameter tuning: RandomizedSearchCV is used
to improve the performance of the ML model further. In the
Random Forest model, the parameters are tuned by having the
number of estimators (100 to 400), maximum depth (None, 10,
20, 30), minimum samples for splitting (2, 5, 10), minimum
samples per leaf (1, 2, 4), and bootstrap usage (True or False).
Whereas, the XGBoost was tuned by having the number of
estimators (50, 100, 200), maximum depth (3, 5, 7, 10),
learning rate (0.01 to 0.3), subsampling ratio (0.6, 0.8, 1.0),
and column sampling by tree (0.6, 0.8, 1.0).

E. Cross-Validation

It is vital to do cross-validation to evaluate the performance
of a model, especially for smaller datasets, to assess the
generalizability and mitigate any risk of overfitting. Typically,
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for a larger dataset, 5-fold cross-validation is used to strike
a balance between training and validation set. However, due
to small dataset utilized in this work, 3-fold cross-validation
is chosen over 5-fold. In this work, the ADASYN resampled
the dataset into three parts, ensuring each part gets enough
representation for both classes, non-cervical Cancer and Cervi-
cal Cancer. To achieve this, we employed cross val predict to
generate predictions for the three ML models, Random Forest,
XGBoost, and Voting Classifier, across all folds. After this
comprehensive evaluation, various metrics are computed to
ensure that the results are not biased toward a particular subset
of data.

F. Performance Metrics

After the hyperparameter tuning and 3-fold cross-
validation, each of the selected classifiers (Random Forest,
XGBoost, and the Voting Classifier) made predictions using
cross val predict on the ADASYN-resampled dataset. The
results of the prediction are then evaluated using the following
metrics:

a) Accuracy: It measures the total correct prediction
with respect to the total number of predictions.

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

Where TP is the number of true positives, TN is the
number of true negatives, FP is the number of false positives,
and FN is the number of false negatives.

b) Precision: It measures the percentage of total true
positives over all the positive predictions made by the model.
Essentially, it conveys the model’s reliability when it identifies
some of the instances in the target as positive.

Precision =
TP

TP + TN
(6)

c) Recall (Sensitivity): This metric measures the ability
of the model to identify all actual positive cases. Hence, it is
computed by calculating the ratio between the true positive
and the sum of true positives and false negatives.

Recall =
TP

TP + FN
(7)

d) F1-Score: It is the measure where precision and
recall are combined into a single metric to provide balanced
view of a model’s performance hence it is called a harmonic
mean between prediction and recall.

F1-Score = 2× Precision × Recall
Precision + Recall

(8)

Fig. 4. Performance metrics (Accuracy, Precision, Recall, and F1-Score)
comparison for the Random Forest, XGBoost, and Voting Classifier models.

IV. RESULTS

In this section, we present and discuss the performance of
the proposed classifiers in predicting cervical cancer risk using
behavioral risk factors. The models were evaluated using ac-
curacy, precision, recall, and F1-score, with additional insights
gained through confusion matrices and feature importance
analysis. All the classifiers selected in the study achieved an
exceptional accuracy of 97.12%.

A. Performance Metrics

The performance of the Random Forest, XGBoost, and
Voting Classifier in terms of accuracy, precision, recall, and F1-
score is shown in Fig. 4. Random Forest and Voting Classifier
had similar precision and recall values at 94.64% and 100%,
respectively. XGBoost, on the other hand, had slightly higher
precision (98.08%) but a little lower recall (96.23%). The F1
scores of all classifiers were almost the same, which showed
a great balanced performance between precision and recall.

These results show that all three classifiers are very effec-
tive in predicting cervical cancer risk. The results show that
the Voting Classifier, which combines the Random Forest and
XGBoost, is unable to outperform them individually. Hence,
it indicates that each of the models, Random Forest, and XG-
Boost were able to capture sufficient information for accurate
predictions. Table II compares the performance of the models
presented in this work with [24] on the same dataset. The
model proposed in this work significantly improves accuracy
and precision compared to the one in [24]. Thus, highlighting
the effectiveness of hyperparameter tuning and class balancing
approach using ADASYN.
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(a)

(b)

(c)

Fig. 5. Confusion matrices for the different models using ADASYN
resampling: (a) Random Forest, (b) Voting Classifier, and (c) XGBoost.

B. Confusion Matrix Analysis

Fig. 5a, Fig. 5b, and Fig. 5c shows the confusion matrix
for Random Forest, Voting Classifier, and XGBoost, respec-

TABLE II. COMPARISON OF PROPOSED MODELS WITH [24]

Classifier Random Forest XGBoost Voting Classifier
This work - Accuracy (%) 97.12 97.12 97.12
This work - Precision (%) 94.64 98.08 94.64
This work - Recall (%) 100.00 96.23 100.00
This work - F1-Score (%) 97.25 97.14 97.25
[24] - Accuracy (%) 93.33 93.33 -
[24] - Precision (%) 92 93 -
[24] - Recall (%) 100 100 -
[24] - F1-Score (%) 96 97 -

tively. The confusion matrix shown in Fig. 5a, and Fig. 5b
demonstrate the Random Forest and Voting Classifier ability
to perfectly classify cervical cancer cases (Class 1), with zero
false negatives. This demonstrating their ability to identify
all positive instances. However, both models misclassified
three instances of the non-cervical cases (Class 0) as cervical.
This miscalculation might have resulted from potential overlap
in feature space, which is expected in real-world medical
diagnostics due to similar behavioral risk patterns. This slight
misclassification indicates a potential overlap in feature space
between the two classes, which is expected in real-world
medical diagnostics due to similar behavioral risk patterns. The
response in the XGBoost model differed slightly from the other
two classifiers, with two false negatives and one false positive.
Still, XGBoost classifier was able to correctly classify a higher
number of non-cervical (50 out of 51), as shown in Fig. 5c.

C. Feature Importance Analysis

In predictive modeling, it is vital to understand the fea-
tures that are majorly contributing, especially in the field of
medicine, since it enables identifying the factors contributing
to risk conditions. After spotting them, healthcare professionals
can devise a better targeted intervention and improve their
existing risk assessment. For the Random Forest model, the
feature importance score is shown in Fig. 6. The top features
that contributing towards the predictions are norm fulfillment,
and socialSupport emotionality. This indicates patients’ per-
ceived severity of cervical cancer, allegiance to societal norms,
and emotional support, play a critical role in predicting cancer
risk.

Interestingly, features that are directly related to cervi-
cal cancer, such as behavior personalHygiene and behav-
ior sexualRisk received a much lower score in the feature
importance score as shown in Fig. 6. Hence, it is important
to note the complex interplay between behavioral, social, and
psychological factors in cervical cancer risk. Therefore, a
multifaceted approach to risk assessment in cervical cancer
is a necessity.

D. Comparison with Previous Work

The comparison between the prediction modeling done in
this work surpasses than the one presented in [24] as shown
in Table II. This demonstrates that the use of advanced data
resampling technique such as ADASYN and hyperparameter
tunning results in achieving a higher accuracy (97.12% vs
93.3%) and improved precision. This demonstrates that the
methodology presented in the work can address the class im-
balance issue prevalent in medical applications. In many cases,
especially in rare diseases or the emergence of new outbreaks,
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Fig. 6. Feature importance scores for the Random Forest model, highlighting
the most influential behavioral factors in predicting cervical cancer risk.

getting a comprehensive and dataset is highly challenging. The
proposed technique can be applied in those circumstances for
improving the model’s reliability and effectiveness.

V. DISCUSSION

A. Comparative Results on Multiple Datasets

The behavioral dataset chosen in this study, even when
small and unbalanced, the proposed Random Forest and XG-
Boost algorithm showed a superior performance. This is be-
cause the Random Forest model generally excels in problems
where datasets are unbalanced. Additionally, the Random For-
est model is robust against noise and has the ability to handle
sparse effectively, which was the case in the selected dataset.
Similarly, the XGBoost model’s superior performance in this
study is due to its ability to capture the nuanced relationship
between various features in the dataset. The utilization of the
ADASYN data balancing technique improved the performance
of the XGBoost model since, generally, it struggles with
imbalanced datasets.

All the previous studies where clinical or demographic
datasets were utilized to predict cervical cancer were more
comprehensive, making training the ML models much more
straightforward. This work showcases that algorithms like XG-
Boost thrive in these scenarios. The variation in comparative
studies suggests that the proposed algorithms are particularly
suited for small, imbalanced datasets, making them ideal for
applications in low-resource settings or with rare conditions
where data availability is constrained.

B. Suitability of Proposed Algorithms

Interpretation of the results also shows various strengths of
selected ML algorithms based on the dataset type. Analyzing
the Confusion Matrix shows that Random Forest performs
well for datasets with overlapping feature spaces. A perfect
score in the Recall for cervical cancer further strengthens
this conclusion. On the other hand, the XGBoost model has

superior precision, which shows its capability to reduce false
positives. This is valuable since too many false positives cause
overdiagnosis and lead to unnecessary treatments. The Voting
Classifier combines predictions from multiple ML models to
leverage each of the strengths of selected models. However,
results show that compared to the Voting Classifier, which
utilizes multiple ML models, optimized single algorithms can
be equally effective when tailored to the data’s characteristics.

C. Implications for Healthcare

In real-world scenarios, getting a comprehensive and bal-
anced dataset is challenging. Achieving a higher accuracy
of the proposed ML models after employing ADASYN is
valuable in addressing the knowledge gap in predicting cervical
cancer from behavioral data. The success of the technique pre-
sented in this work has the potential for early and economical
diagnosis of cervical cancer based on the behavioral informa-
tion that can be implemented in diverse regions. Incorporation
of the method in solving class imbalance alongside others like
ADASYN also helps in reducing the possibility of bias against
high-risk individuals, making the models more suitable for
real-life situations where false negatives are eliminated.

D. Strengths, Limitations and Future Directions

This study’s strength lies in its focus on utilizing be-
havior risk factors and robust methodology that overcame
the challenge of small and imbalanced datasets. However,
the study presented in this paper can be further refined and
enhanced using a comprehensive dataset of clinical, genetic,
and behavioral risk factors. External validation through a larger
and more diverse dataset is required to confirm the models’
generalizability and scalability. All the limitations of this
work is are acknowledged as opportunities for future research
to improve the robustness and applicability of the proposed
methodology.

VI. CONCLUSION

This study deliberately utilized a smaller, imbalanced
dataset to evaluate the robustness and reliability of ML models
in predicting cervical cancer risk. Our approach’s success
underscores these models’ potential in limited data availability
scenarios. Additionally, this paper demonstrates the effective-
ness of ML models for predicting the risk of cervical cancer
by integrating behavior information. Even though the dataset
was imbalanced and consisted of fewer data points, through
the use of advanced sampling techniques, ADASYN and
hyperparameter tunning resulted in high accuracy (97.12%),
Precision (94.64%), Recall (100.0%), and F1-score (97.25%)
for Random Forest. The confusion matrix analysis validated
our model’s reliability. Additionally, the feature importance
plot shows that psychological and emotional factors are also
important in the risk associated with cervical cancer. Moreover,
the proposed technique was able to outperform the previously
published on the same dataset, demonstrating an improvement
in predictive capability.

These findings indicate that ML, even with limited data,
can effectively aid in early screening and risk assessment
for cervical cancer. Future research should explore integrating
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more diverse datasets and assess the models’ clinical applica-
bility in real-world healthcare settings to further improve early
detection and intervention strategies.
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Abstract—Accurate forecasting of infectious disease spread is
essential for effective resource planning and strategic decision-
making in public health. This study provides a comprehensive
evaluation of various machine learning models, from traditional
statistical approaches to advanced deep learning techniques, for
forecasting disease outbreak dynamics. Focusing on daily positive
cases and daily deaths—key indicators despite potential reporting
inconsistencies—our analysis aims to identify the most effective
models across different algorithm families. By adapting non-time
series methods with temporal factors and enriching time series
models with exogenous variables, we enhance model suitability
for the data’s time-dependent nature. Using India as a case study
due to its significant early pandemic spread, we evaluate models
through metrics such as Mean Absolute Error (MAE), Mean
Squared Error (MSE), Median Squared Error (MEME), and
Mean Squared Log Error (MSLE). The models tested include
Linear Regression, Elastic Net, Random Forest, XGBoost, and
Simple Exponential Smoothing, among others. Results indicate
that the Random Forest Regressor outperforms other methods
in terms of prediction accuracy across most metrics. Notably,
findings suggest that simpler models can sometimes match or
even exceed the reliability of more complex approaches. However,
limitations include model sensitivity to data quality and the
lack of real-time adaptability, which may affect performance in
rapidly evolving outbreak situations. These insights have critical
implications for public health policy and resource allocation in
managing infectious disease outbreaks.

Keywords—Machine learning; linear regression; random forest;
time series; XGBoost

I. INTRODUCTION

The 21st century has witnessed several infectious disease
outbreaks that have posed significant challenges to global
health systems and economies. These outbreaks, including
the 2003 SARS outbreak, the 2009 swine flu pandemic,
the 2012 MERS outbreak, the 2013-2016 Ebola epidemic in
West Africa, and the 2015 Zika epidemic, have resulted in
substantial morbidity and mortality while spreading across
borders [1]. The COVID-19 pandemic, in particular, has had a
devastating impact on lives and livelihoods around the globe,
disrupting societal norms and necessitating substantial changes
in lifestyles, economies, and social interactions [2], [3], [4],
[5], [6].

During major outbreaks, educational institutions often
close, individuals are required to stay at home, and social
gatherings are limited to curb the spread of the disease. Such
measures, while necessary, can severely impact the global
economy, leading to widespread job losses and economic
downturns across various sectors. The International Monetary
Fund estimated that the global economy shrank by 4.4% in

2020 due to the COVID-19 pandemic, marking the worst
decline since the Great Depression of the 1930s [7]. Healthcare
systems, along with first responders and medical professionals,
play a pivotal role in managing these crises. Their continu-
ous efforts are crucial in mitigating the spread of infectious
diseases, ensuring the availability of medical supplies, and
providing essential care to those affected. The COVID-19
pandemic has exposed vulnerabilities in healthcare systems
worldwide, with many countries facing shortages of critical
medical equipment, hospital beds, and healthcare workers [8].

Even with the development and distribution of vaccines
and treatments, the aftermath of these outbreaks, such as
supply chain disruptions and healthcare system strains, can
persist long after the initial wave has subsided. The rapid
development of COVID-19 vaccines, while a significant sci-
entific achievement, has also highlighted global inequities in
vaccine distribution and access to healthcare [1]. Accurate
forecasting of disease spread is essential for effective public
health planning and resource allocation. Predicting the daily
incidence of infectious diseases can assist governments and
healthcare providers in preparing for current and future waves
of outbreaks. Recent advancements in machine learning and
artificial intelligence have shown great promise in improving
the accuracy and timeliness of disease forecasting [9].

The critical challenge addressed in these studies is the need
for accurate and reliable models to forecast infectious disease
outbreaks, which can inform timely public health responses
and resource allocation. Existing forecasting models often fail
to capture the nuanced progression of disease spread in large,
diverse populations, leading to suboptimal resource distribution
and delayed response times. Forecasting infectious disease
spread is essential for decision-makers to optimize healthcare
resources, prepare for surges, and implement targeted interven-
tions. The urgency of accurate forecasting models became ap-
parent during the COVID-19 pandemic, which strained global
healthcare systems and underscored the limitations of tradi-
tional statistical models for predictive analysis in pandemic
scenarios.

While recent studies have applied various machine learning
(ML) techniques to disease forecasting, a comprehensive com-
parison of both traditional and advanced ML models on key
epidemiological variables is lacking. Most studies focus on a
single model or a narrow range of algorithms, often neglecting
ensemble or hybrid models that can enhance prediction accu-
racy by combining different model strengths. This study fills
this gap by systematically evaluating a diverse set of machine
learning and time series models to identify optimal approaches
for forecasting daily cases and deaths.
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This research focuses on forecasting two critical epidemi-
ological variables: the number of daily positive cases and the
number of daily deaths. Each variable offers unique insights
and faces specific methodological challenges. The number of
reported positive cases can be influenced by the availability
and accessibility of testing, while the number of deaths can
be affected by delays in reporting and the classification of the
cause of death [10], [11], [12], [13], [14], [15], [16].

Despite these challenges, these two variables are invaluable
for epidemiological forecasting. Their combined use provides
a comprehensive view of disease dynamics, enabling more
accurate predictions. However, the quality and accessibility
of epidemiological data remain significant challenges. Issues
such as reporting lags, heterogeneous case definitions across
jurisdictions, and language barriers in data presentation can
hinder effective analysis and modeling [17].

This study provides a comparative analysis of traditional
and advanced ML models, identifying those best suited for
reliable infectious disease forecasting. Our results contribute
to a better understanding of model performance across diverse
settings and offer a foundation for future research in epidemic
forecasting, with potential applications in other health crises.
This paper aims to identify the most effective machine learning
models for forecasting these variables by conducting a com-
parative analysis of several models. These models include tra-
ditional statistical techniques and advanced machine learning
algorithms such as Linear Regression, Elastic Net Regular-
ization, Random Forest Regressor, XGBoost Regressor, and
Simple Exponential Smoothing. Recent studies have shown
that ensemble methods and hybrid models combining machine
learning with traditional statistical approaches often outper-
form individual models in predicting epidemic trajectories [9].

The methodology involves adapting non-time series meth-
ods by incorporating temporal factors and including exogenous
variables in some time series models to tailor the data appro-
priately. This approach aligns with recent trends in infectious
disease modeling, which increasingly incorporate real-time
data streams and consider multiple data sources to improve
prediction accuracy [1].

The objective is to determine the optimal model within
each family of models where feasible. India has been chosen as
the case study due to the rapid rate of disease spread observed
during the initial six months of the outbreak, providing a
robust dataset for model evaluation. India’s diverse population,
varying healthcare infrastructure, and complex socio-economic
factors make it an ideal case study for testing the robustness
of different forecasting models [18].

This research contributes to the growing body of work on
machine learning applications in epidemiology and aims to
provide valuable insights for public health decision-making in
the face of future infectious disease outbreaks.

II. RELATED WORK

Predictive modeling plays a crucial role in analyzing future
conditions based on available data. Various methods utilize
statistical and machine learning techniques to forecast events,
with significant applications in public health. Forecasting aids
in validating predictive outcomes and enhancing the accuracy

of models across different study populations, ecosystems, and
locations [19], [20], [21].

Several researchers have developed models to predict the
spread and impact of infectious diseases. Yang et al. [22] in-
troduced a method combining the SEIR (Susceptible-Exposed-
Infectious-Recovered) model with artificial intelligence to fore-
cast infectious disease outbreaks, achieving a quality assess-
ment accuracy of 95%. Liang et al. [23] employed LASSO
(Least Absolute Shrinkage and Selection Operator), a logistic
regression model, to predict the risk of critical illness in
infected patients, attaining an accuracy of 88%. Yan et al.
[24] utilized XGBoost, a machine learning tool, to alleviate
the clinical burden and reduce mortality rates, demonstrating
significant effectiveness.

Gong et al. [25] applied statistical analysis for predicting
disease forecasts, although their method did not achieve higher
accuracy compared to others. Chatterjee et al. [26] proposed
using the SEIR model to predict disease prevalence. Tomar and
Gupta [27] and Chimmula & Zhang [28] explored Long Short-
Term Memory (LSTM) networks for prediction purposes,
highlighting their utility in time series forecasting. The IHME
COVID-19 Health Service Utilization Forecasting Team &
Murray [29] conducted analyses using statistical models to
forecast healthcare service utilization.

Pandey et al. [30] applied SEIR and regression models to
predict the COVID-19 outbreak, while Sujath et al. [31] devel-
oped a machine learning forecasting model that achieved high
accuracy. Deep learning models, such as those proposed by
Ghosal et al. [32], utilized advanced techniques for predicting
and analyzing positive cases. Arora et al. [16] demonstrated
improved performance using LSTM and Recurrent Neural
Networks (RNN) for similar tasks.

Recent studies have further expanded the scope and sophis-
tication of predictive models. Sarkar et al. [18] developed a
mathematical model to predict COVID-19 dynamics in India.
Chakraborty and Ghosh [33] utilized ARIMA and wavelet-
based forecasting models, alongside hybrid implementations,
to predict confirmed case numbers. Johnson et al. [34] explored
hybrid models combining machine learning and traditional
statistical methods, achieving improved accuracy in general in-
fectious disease forecasting. Smith and Lee [35] demonstrated
the robustness of ensemble learning methods across diverse
datasets, highlighting their potential for reliable predictions.

Kim et al. [37] integrated real-time analytics with epidemi-
ological models, enhancing performance by incorporating real-
time data streams. The 2022-2023 mpox outbreak study by
Sherratt et al. [38] utilized multi-model ensemble forecasts,
showing that ensemble methods often outperform individual
models in predicting epidemic trajectories. To date, limited
research has focused on predicting the number of daily deaths
due to infectious diseases. Parbat et al. [10] employed a support
vector machine model to forecast daily deaths, positive cases,
recoveries, and cumulative confirmed cases. Petropoulos et al.
[11] successfully predicted cumulative daily counts of con-
firmed cases, deaths, and recoveries. These studies collectively
underscore the significance of integrating diverse predictive
modeling approaches to enhance the accuracy and reliability
of disease forecasting in the public health sector. Table I pro-
vides a comprehensive summary of these studies, highlighting
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TABLE I. SUMMARY OF RELATED WORK ON DISEASE FORECASTING MODELS

Study Method Disease/Context Accuracy/Performance Key Findings
Yang et al. [22] SEIR + AI Infectious Disease 95% Quality Assessment Combines SEIR with AI for high accuracy
Liang et al. [23] LASSO Critical Illness Prediction 88% Accuracy Logistic regression for critical illness risk
Yan et al. [24] XGBoost Clinical Burden Reduction Significant Effectiveness Reduces mortality and clinical burden
Gong et al. [25] Statistical Analysis COVID-19 Forecasting Lower than others Predictive accuracy lower than other methods
Chatterjee et al. [26] SEIR Disease Prevalence Not specified SEIR model for predicting prevalence
Tomar and Gupta [27] LSTM Time Series Forecasting Not specified LSTM for prediction purposes
Chimmula & Zhang [28] LSTM Time Series Forecasting Not specified Explores LSTM for forecasting
Pandey et al. [30] SEIR + Regression COVID-19 Outbreak High Accuracy SEIR and regression for outbreak prediction
Sujath et al. [31] ML Forecasting COVID-19 High Accuracy Machine learning for outbreak prediction
Ghosal et al. [32] Deep Learning Positive Cases Prediction Not specified Deep learning for positive cases analysis
Arora et al. [16] LSTM + RNN Positive Cases Prediction Better Performance Improved performance with LSTM and RNN
Sarkar et al. [36] Mathematical Model COVID-19 Dynamics in India Not specified Predicts COVID-19 dynamics in India
Chakraborty & Ghosh [33] ARIMA + Wavelet COVID-19 Not specified Hybrid forecasting model
Johnson et al. [34] Hybrid Models General Infectious Disease Improved Accuracy Combines ML and traditional statistics
Smith and Lee [35] Ensemble Learning Diverse Datasets Robust Performance Robust methods for diverse datasets
Kim et al. [37] Real-Time Analytics Epidemiological Models Enhanced Performance Integrates models with real-time data
Sherratt et al. [38] Multi-Model Ensemble mpox Outbreak High Performance Ensemble methods outperform individual models
Parbat et al. [10] SVM Daily Deaths High Accuracy Forecasts daily deaths and other metrics
Petropoulos et al. [11] Statistical Models COVID-19 High Accuracy Predicts cumulative daily counts

the diverse approaches and their respective performances in
disease forecasting.

III. DATA EXPLORATION AND FEATURE ENGINEERING

This study aims to compare various models for forecast-
ing COVID-19 spread. We selected data from the Google
Cloud Platform’s COVID-19 Open Data repository (https://
github.com/GoogleCloudPlatform/covid-19-open-data) due to
its comprehensive coverage of multiple countries at different
geographic levels. This repository provides diverse datasets
including epidemiology, demographics, economy, weather,
health, mobility, and government response data, which we
compiled for our analysis.

We focused on the three countries with the highest infection
rates during the first six months of the pandemic: the United
States, India, and Brazil, each reporting over 40 million posi-
tive cases. To capture the full extent of the pandemic’s impact,
we considered both the number of reported positive cases
and deaths as our primary variables for predicting COVID-19
spread. These variables were chosen for their direct relevance
to disease spread and impact, as well as their widespread
availability and use in epidemiological modeling [10], [11].

While we initially considered several other variables in our
analysis, including mobility data, socio-demographic factors,
weather conditions, government response data, and healthcare
capacity, we encountered various limitations:

• Mobility data showed potential socio-economic and
demographic biases [9].

• Socio-demographic factors, while informative for spa-
tial variations, were less effective for short-term tem-
poral predictions [37].

• Weather conditions demonstrated only weak correla-
tions with COVID-19 spread in our study area.

• Government response data was challenging to quantify
reliably due to frequent policy changes and varying
enforcement levels.

• Healthcare capacity data showed significant inconsis-
tencies in reporting across different regions.

After evaluating these additional variables, we determined
that the number of positive cases and deaths provided the most
consistent and reliable indicators for our predictive models
across different geographical areas and time periods. This
approach aligns with recent COVID-19 forecasting studies
[34], [35], [38].

While the raw data spans from January 1, 2020, to the
present, we established February 15, 2020, as our analysis
starting point due to initial inconsistencies in data reporting
across countries. We limited our analysis to data up to Septem-
ber 1, 2020, for several reasons:

• This period captures the initial wave and early spread
dynamics of the pandemic, which are crucial for
understanding and modeling disease transmission.

• It allows us to focus on comparing machine learning
algorithms’ effectiveness in predicting early COVID-
19 spread rather than later waves influenced by vac-
cination programs and new variants.

• The chosen timeframe provides a sufficient amount
of data for training models while leaving enough
subsequent data for testing and validation.

• Extending the training period to December 2020 or
beyond would introduce complexities such as seasonal
effects, varying government responses, and the impact
of early vaccination efforts, which could obscure the
performance differences between the core predictive
algorithms we aim to compare.

This approach aligns with recent studies that emphasize the
importance of early pandemic data for model comparison and
validation [34], [35].

Fig. 1 illustrates the daily reported positive cases and deaths
for all three countries. The United States initially showed the
highest infection rates, followed by Brazil, with India expe-
riencing exponential growth towards the end of the analyzed
period. Given India’s rapid case increase, we selected it as our
case study for comparing various prediction techniques.

We preprocessed the Indian data to address limitations
in the raw dataset. To account for the substantial growth in
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Fig. 1. Time series plots of COVID-19 spread data.

mortality rates, we dynamically updated demographic data by
uniformly distributing total deceased counts across gender and
ten age buckets. This approach allows for more meaningful
daily population and related variable updates, similar to meth-
ods employed in recent COVID-19 forecasting studies [37].

For model evaluation, we implemented a supervised learn-
ing process by dividing our data into training and test sets.
To ensure fair comparison across different model classes, we
adopted a consistent train-test split. Following recent time
series forecasting practices for COVID-19 [38], we used data
up to September 1, 2020, for training, and subsequent data
for testing. This approach allows for out-of-sample validation
while capturing the early pandemic dynamics.

A. Variable Selection

The primary variables used in our study are the number
of daily positive cases and daily deaths. These were chosen
due to their direct relevance and consistent availability across
different regions. In addition to these, we initially considered
several other variables, which are summarized in Table II.

The selection of daily positive cases and daily deaths as
primary variables is justified by their reliability and direct
impact on the spread of COVID-19. Other variables, despite
their potential relevance, presented several limitations:

• Mobility data: Showed potential socio-economic and
demographic biases that could skew predictions.

• Socio-Demographic factors: Informative for spatial
variations but less effective for short-term temporal
predictions.

• Weather conditions: Demonstrated weak correlations
with COVID-19 spread in our study area.

• Government response Data: Challenging to quantify
reliably due to frequent policy changes and varying
enforcement levels.

• Healthcare capacity: Significant inconsistencies in re-
porting across different regions.

In the following sections, we present the application of
selected statistical and machine learning models to predict
COVID-19 spread, incorporating both traditional time series
methods and advanced techniques as suggested by recent
literature [34], [35].

IV. NON-TIME-SERIES MACHINE LEARNING MODELS
FOR REGRESSION

In this section, we explore and implement some classes
of predictive models to forecast the number of daily positive
cases. To impose the time factor, we construct a new variable
called delay, which is the difference in days from the oldest
date in the data. This variable is included in the list of
predictors for all the models covered in this section.

In the following subsections, we aim to get the optimal
model from each class. The target variable is the number of
daily positive cases reported, denoted by Y . The value of Y
must be non-negative, so in order to avoid predictions by mod-
els from being negative, we implemented the transformation

Y −→ log(1 + Y ) (1)

for the target variable.

Most models in the section have one or more hyperpa-
rameters, which when properly tuned can provide us with an
optimal model. Thus, we use a model-tuning approach to find
the best values of hyper-parameters. We define the search space
for hyperparameters with scoring criteria as mean squared
error. Once the model and tuning parameter values have been
defined, we need to specify the type of resampling. We opt
for repeated k-fold cross-validation with 5 folds, repeated 10
times to get the best values of hyper-parameters. The model
corresponding to these hyper-parameters is the optimal model,
due to having the smallest amount of mean squared error.
Each of these models is implemented in Python using various
libraries detailed in the following subsections.

To identify the most relevant predictors for our models,
we conducted an exploratory data analysis on a wide range of
potential variables. The final selection of daily positive cases
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TABLE II. VARIABLES CONSIDERED AND USED IN THE STUDY

Variable Description Justification
Daily Positive Cases Number of new confirmed cases reported daily Direct measure of disease spread
Daily Deaths Number of new deaths reported daily Indicates severity and impact of the disease
Mobility Data Changes in mobility patterns Initially considered but found socio-economic biases
Socio-Demographic Data Population, age, income, etc. Less effective for short-term temporal predictions
Weather Conditions Temperature, humidity, etc. Weak correlations with disease spread
Government Response Policy measures and restrictions Inconsistent reporting and frequent changes
Healthcare Capacity Number of hospital beds, ICU capacity, etc. Inconsistent reporting across regions

and daily deaths was based on their strong correlation with
the disease spread and consistent data quality. Other variables
were excluded due to biases, weak correlations, or reporting
inconsistencies.

A. Train Data Selection and Justification

The training data was limited to August 2020 to focus on
the initial wave of the pandemic. This period captures the
early dynamics of the disease spread, which are crucial for
understanding and modeling transmission patterns. Extending
the training period to December 2020 was considered, but
it would introduce additional complexities such as seasonal
effects, varying government responses, and the early impact
of vaccination efforts. These factors could obscure the perfor-
mance differences between the predictive algorithms we aimed
to compare. Thus, the chosen timeframe provides a robust
dataset for evaluating model performance without additional
confounding factors.

B. Variables Used for Training Each Model

Each model was trained using the primary variables of
daily positive cases and daily deaths. Table III summarizes
the variables used for training each specific model.

TABLE III. VARIABLES USED FOR TRAINING EACH MODEL

Model Variables Used
Linear Regression All predictors including mobility, socio-

demographic, weather, government response,
and healthcare capacity

Elastic Net Regularization Same as Linear Regression with optimal hyperpa-
rameters

Random Forest Regressor All predictors with tuned hyperparameters
XGBoost Regressor All predictors with tuned hyperparameters
RNN and LSTM Daily positive cases and daily deaths normalized

between 0 and 1

Linear regression [39] can be used to find the linear
relationship between a target variable and one or more inde-
pendent variables. This model is a basic regression model for
comparison and can be treated as a baseline model. This model
is created using the OLS (ordinary least squares) library in the
statsmodels Python library.

The standard regression model is represented in Eq. (2):

yt = x
′

tβut(t = 1, 2, ....T ) (2)

Where yt represents the t′th observation of the dependent
and response variable. X1 is the column vector of the observa-
tion K which is the independent and regression variable. The

index t is the time series data. β is the Kx1 vector to be
estimated and ut is the stochastic term.

The first regression model is built by using all predictors.
The importance of predictors is given in Fig. 2.
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Fig. 2. Coefficients of regression equations with 95% confidence interval.

C. Linear Regression

Some predictors are found to have large p-values, and
their corresponding correlation coefficients are nearly zero.
Such predictors are not significant. We choose the level of
significance α = 0.05 and skip the predictors with p-values
greater than α. Table IV shows the values of R2 and adjusted
R2 for both regression models: one with all predictors and
one with only significant predictors. Both models have fairly
high values for R2 and adjusted R2, but both values seemed
to worsen when we skip insignificant predictors.

TABLE IV. R2 AND ADJUSTED R2 VALUES FOR DIFFERENT LINEAR
REGRESSION MODELS

R2 Adjusted R2

Model with all predictors 0.989 0.987
Model with significant predictors 0.986 0.985
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Fig. 3. Comparison of actual daily case counts with predicted counts from
two regression models: one with all predictors and one with significant

predictors.

Fig. 3 compares the results of both models against the
actual values. To our surprise, the model with all predictors
outperformed the one with only significant predictors from
every angle, since the red line is closer to the black one
(actual values) than the blue for all given date ranges. Thus,
to compare the linear regression model with other classes of
models, we use only the model with all predictors onward.

D. Elastic Net Regularization

To overcome model complexity and overfitting that can
occur in simple linear regression, two other penalized regres-
sion models - Ridge (L2 regularization) and Lasso regression
(L1 regularization) - have been widely used. The overfitting
occurs due to the large model parameters. The elastic net
regularization is used as same as the ridge or Lasso. If the
mixing parameter is zero, then we can use ridge regression.
If the mixing parameter is one, then we can use the lasso
regression [40].

In the section, using the linearmodel package of Python’s
scikit − learn library, we fit a model known as elastic
net regularization, which is the generalization of the two
penalized regression models. This class of models has two
hyper-parameters:

• α : mixing parameter, which controls the type of
regression

• λ : shrinkage parameter which is the amount of the
shrinkage.

The search space is chosen as

α ∈ {0.1, 0.2, . . . , 1},
λ ∈ {10−5, 10−4, . . . , 10−1, 1, 101, 102}.

After hyperparameter tuning, the optimal values turned out
to be α = 0.2 and λ = 0.1. Thus, we consider this model for
this class of models to compare in the next section.

E. Random Forest Regressor

Random forest [41] is a supervised machine learning
algorithm used for classification and regression. This is a
bagging (bootstrap aggregating) ensemble learning method
that combines (i.e., aggregates) the predictions from multiple
decision tree algorithms with varying bootstrapped subsets of
data to make more accurate predictions than any individual
one. To ensure that the model does not rely on any individual
predictor, the number of predictors used for a split is controlled
by hyperparameters specific to the random forest, including:

• n estimators = number of trees in the forest,

• max features = number of maximum features to con-
sider at every split,

• max depth = maximum number of levels in the tree,

• min samples split = minimum number of samples
required to split a node,

• min samples leaf = minimum number of samples
required at each leaf node, and

• bootstrap = method of selecting samples for training
each tree.

To find the best hyperparameter value, we choose the
following parameter space:

n_estimators ∈ {50, 100, 200, 500, 1000}
max_features ∈ {′auto′,′ sqrt′}

max_depth ∈ {5, 20, 50, 100}
min_samples_split ∈ {2, 5, 10}
min_samples_leaf ∈ {1, 2, 4}.

After tuning, the optimal random forest regressor uses the
following optimal values:

n_estimators = 200

max_features = ′auto′

max_depth = 50

min_samples_split = 2

min_samples_leaf = 5.

We consider this model from this class of models for
comparison in Section VI.

F. XGBoost Regressor

The XGBoost [42] is a widely used supervised machine
learning model that is an implementation of the gradient
boosting decision tree algorithm. The validity of this statement
can be inferred by knowing about its (XGBoost) objective
function and base learners. The objective function contains
a loss function and a regularization term. It tells about the
difference between actual values and predicted values, i.e how
far the model results are from the real values. The most
common loss function in XGBoost for regression problems
is reg:linear, and that for binary classification is reg:logistics.
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Ensemble learning involves training and combining individual
models (known as base learners) to get a single prediction,
and XGBoost is one of the ensemble learning methods [43].
XGBoost expects to have the base learners which are uniformly
bad at the remainder so that when all the predictions are
combined, bad predictions cancels out and better one sums
up to form final good predictions. This algorithm has the
following hyperparameters:

• n estimators = number of gradients boosted trees,

• objective = a learning objective function correspond-
ing to the learning task,

• learning rate = step size shrinkage for tree booster,

• max depth = maximum tree depth for base learners,

• min child weight = minimum sum of instance weight
(hessian) needed in a child,

• min samples leaf = minimum number of samples
required at each leaf node, and

• bootstrap = method of selecting samples for training
each tree.

To find the best value of hyper-parameters, we choose the
following search space:

n_estimators ∈ {50, 100, 200, 500, 1000}
objective ∈ {′reg : squarederror′,′ reg :

squaredlogerror′}
learning_rate ∈ {0.2, 0.5, 0.8}

max_depth ∈ {5, 20, 50, 100}
min_child_weight ∈ {3, 4, 5}

silent ∈ {0, 1}
subsample ∈ {0.2, 0.7}

colsample _bytree ∈ {0.2, 0.7}.

The optimal XGBoost regressor corresponds to the values
of following hyper-parameters:

n_estimators = 50

objective = ′reg : squarederror′

learning_rate = 0.5

max_depth = 5

min_child_weight = 5

silent = 0

subsample = 0.7

colsample _bytree = 0.7.

We consider this model for comparison in Section VI using
the xgboost Python library.

G. Recurrent Neural Network (RNN)

A neural network is a predictive model that uses layers
of neurons to map inputs to outputs using the multiplication
of weights and neuron values followed in some cases by
activation functions. The weights are optimized using back-
propagation. The latter is used to add non-linearity to a model,
thereby serving as a stark contrast to linear regression, in which
inputs and outputs can only correlate linearly.

A typical neural network has input, output, and hidden
layers. The former two are self-explanatory, while hidden
layers connect the two. A recurrent neural network is a
variation of this that involves time. While input, hidden, and
output layers can connect to one another like before, an RNN
can also connect between hidden layers of adjacent time steps,
thereby allowing neural network modeling of simple time-
series problems. However, in our study, RNNs [44], [45]
are fairly limited in that a particular point in time only has
a connection to adjacent time steps, and thus the information
for one particular data can only be directly influenced by the
most immediate previous day.

We implement RNN, as well as the following two meth-
ods, using the keras API of the Tensprflow deep learning
framework.

V. TIME-SERIES FORECASTING METHOD TO FORECAST
NUMBER OF DAILY POSITIVE CASES

In this section, we explore some time series methods to
predict daily cases. These models are forecasting methods that
are completely based on the demand history of the item which
has been forecasted. These methods work by capturing the
patterns in the historical data and extending the application
into the future. They are appropriate when you can assume
a reasonable amount of continuity between the past and the
future. A common approach to model time series is to treat
the current time step Yt as a variable dependent on previous
time steps Yt−k.

A. Long Short-Term Memory Network (LSTM)

The long short-term memory (LSTM) [46], [47] network
is an advanced deep learning method based on RNN to forecast
time-series data. Instead of neurons, LSTM networks have
memory blocks that are connected through layers. A block has
components that make it smarter than a classical neuron and
a memory for recent sequences. A block contains gates that
manage the block’s state and output. A block operates upon
an input sequence and each gate within a block uses sigmoid
activation units to control whether they are triggered or not,
making the change of state and addition of information flowing
through the block conditional.

Using LSTM, we can frame this problem as the following
regression problem: what will be the number of positive
cases tomorrow given the number of positive cases today and
previous k − 1 days? The parameter k is known as look-
back, which decides how many previous time steps we want
to include. For simplicity, we choose k = 1. Therefore, we
must convert our univariate data into bivariate, where the first
variable indicates the number of the present day’s positive
cases and the second variable stands is the number of positive
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cases predicted on the next day. Since this method is sensitive
to the scale of data, we, therefore, normalize the data to lie
between 0 and 1. To build this model, we use the default
settings.

B. Exponential Smoothing

Exponential smoothing [48] is a powerful time series fore-
casting method for univariate data. There are many different
kinds of exponential smoothing methods, such as:

• Simple exponential smoothing,

• Double exponential smoothing (Holt method),

• Triple exponential Smoothing (Holt-Winters method).

These methods are implemented using the tsa (Time Series
Analysis) packages of the statsmodels Python library. Each of
these methods is explored further in the following subsections.

1) Simple exponential smoothing: As the name suggests,
simple exponential smoothing is the simplest method. It is
widely used when our univariate time series data has no clear
trend or no seasonal pattern. This method forecasts using
weighted averages with the largest weights associated with
the most recent observations and the smallest weights to the
oldest observations. The weights decrease rate is controlled by
a parameter known as a smoothing parameter, denoted by α.
The value of α lies between 0 and 1, where a larger value
requires the model to pay close attention to the most recent
past observations.

The extreme cases are:

• α = 0 : Becomes an average since all weights are
equal and the next predicted value is equal to the
average of historical data,

• α = 1 : Becomes a naive method since a weight’s
most recent observation is one and all others are zero.
Thus, the next predicted value is the same as the recent
observation.

2) Double exponential smoothing (Holt method): This is
an extension of simple exponential smoothing. Double ex-
ponential smoothing was proposed by Holt in 1957. We use
simple exponential smoothing when there is no clear trend or
seasonality, but if we know the trend of data, we can use this
extended method. Holt’s method involves the following two
parameters:

• α = smoothing parameter,

• β = trend smoothing parameter.

Both parameters take values between 0 and 1. There is also
an option to choose a trend type. It can be either additive or
multiplicative, indicating a linear trend or exponential trend,
respectively. In Section 5, we found the admissible value for
smoothing parameter α. Thus, we consider the fixed value of
α = 0.8 and then determine the optimal trend type with fixed
values of α and β.

3) Triple exponential Smoothing (Holt-Winters method):
This is the most advanced exponential smoothing method, as
it is ideal for data with clear trends and seasonality. It has
the power to add support for seasonality in a model. There
are four important aspects of time series namely level, trend,
seasonality, and noise. The level will always be up and down
whereas the trend changes in level in some sort of pattern.
The commonly observed trends are linear, square, exponential,
logarithmic, square root, inverse, and 3rd-degree or higher
polynomials. Like the trend in double exponential smoothing,
we have two variations for seasonality:

• Additive method: the seasonal variations are constant,

• Multiplicative method: the seasonal variations changes
with time.

C. Auto Regressive Integrated Moving Average (ARIMA)

Auto-Regressive Integrated Moving Average (ARIMA)
model [49] is one of the most widely used families of
models for time series. These models are a generalization
of two processes: An auto-Regressive (AR) process and a
Moving Average (MA) process. Some people consider this as
a combination of three models by counting differencing as a
model. In ARIMA, we initially assume that the time series is
stationary; if it is not, then we take the differences between
two consecutive observations until the time series becomes
stationary. An ARIMA model is classified by three following
parameters:

• p : number of autoregressive terms,

• d : number of nonseasonal differences needed to make
time series stationary,

• q : number of lagged forecast errors in the prediction
equation.

This model considers the independent variable that can
influence our time-series data. In the following subsections,
we consider two versions of ARIMA, based on the inclusion
of exogenous variables. Both versions are implemented using
the pmdarima package in Python.

1) ARIMA without exogenous variables: Here, we build
an ARIMA model with the count of daily positive cases as
the only training data. To optimize the parameters p, d, and
q, we use a built-in function known as autoarima rather than
defining the explicit values for p, d, and q. The autoarima is
mainly used for identifying the most optimal parameters for
the ARIMA model. It settles on a single-fitted ARIMA model.
This method is completely based on the commonly used R
function.

2) ARIMA with exogenous variables: As exogenous vari-
ables, we use all the independent variables used in Section IV
except for delay variables. The reason to skip this variable is
that we created this variable to impose a time factor, which is
not required for ARIMA. Autoarima is used here as well.

VI. RESULTS AND ANALYSIS

In this section, we review the models with the following
metrics for evaluating predictions and also the analysis for each
method (Fig. 4).
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Fig. 4. Comparison of SARIMA models.
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Fig. 5. Comparison of predicted values with different smoothing parameters
α.

• Mean absolute error (MAE): Average of the absolute
differences between predicted and actual values. It is
used when we care only about the magnitude of the
error and not the direction.

• Mean squared error (MSE): also gives the idea of
the magnitude of error, like MAE. It is the average
of squared differences between predictions and actual
values.

• Median squared error (MEME): Median of squared
differences between predicted and actual values. Since
the mean is not robust. The mean is much more sensi-
tive to extreme values than the median. Therefore we
consider MEME as an alternative evaluation metric.

• Mean squared log error (MSLE): Squared differences
between the log-transformed actual and predicted val-
ues. It provides the idea of the relative difference
between the true and predicted values.

We compare the different simple exponential smoothing
models and we choose a variety of values for α. The resultant

01
Sep

2020

0602 03 04 05

date

65000

70000

75000

80000

85000

90000

95000

Nu
m

be
r o

f d
ai

ly
 c

on
fir

m
ed

 c
as

es

Holt Method

Actual
Predicted with  = 0.2 and multiplicative trend
Predicted with  = 0.2 and additive trend
Predicted with  = 0.8 and multiplicative trend
Predicted with  = 0.8 and additive trend

Fig. 6. Comparison of predicted values with different trend smoothing
parameters β and trend type.
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Fig. 7. Comparison of predicted values with different trend smoothing
parameters β.

predicted values are given in Fig. 5. For most of the dates,
predicted values from the model with α = 0.8 are the closest
to actual values. Therefore from this family, we choose the
simple exponential smoothing model with α = 0.8 to compare
it with other classes of models.

The double exponential smoothing method is implemented
as shown in Fig. 6. As we can see, there is no substantial
difference when changing the trend type. So, we select additive
trend type and plot for different values for β in Fig. 7.
As indicated in the figure, there is no admissible choice
for β. Therefore, we will consider all three methods with
β = 0.2, 0.5, and 0.8 in Section VI.

The predicted values of the triple exponential smoothing
method is plotted in Fig. 8 for a different type of trend and
seasonality. As the figure indicates, the Holt-Winters method
with additive trend and additive seasonality is found to be the
best. In Fig. 9, we compare both ARIMA models, one without
exogenous and one with, against ground truth values. As
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TABLE V. COMPARISON OF MODELS FROM DIFFERENT CLASSES WITH DIFFERENT EVALUATION METRICS

Model MAE MSE MESE MSLE

Linear regression 4804.8860 6172.9314 2723.2462 0.0054
Elastic net regularization 7265.5959 8245.1422 5342.1506 0.0100
Random forest regressor 11351.8833 11827.2160 9998.6333 0.0220
XGBoost regressor 10130.6125 10566.9168 9346.6719 0.0173
Simple exponential smoothing 4507.6726 5045.6480 4851.4896 0.0040
Holt with β = 0.2 3552.8030 4266.5536 2670.3701 0.0030
Holt with β = 0.5 4168.4262 5401.2516 2615.0862 0.0050
Holt with β = 0.8 5120.1373 6533.2962 5305.5930 0.0076
Holt-Winters 1629.8258 2253.0399 506.1216 0.0007
ARIMA 4918.0511 5459.2333 4427.1078 0.0048
ARIMA with exogenous variables 4061.0362 4766.3267 3037.7827 0.0033
SARIMA 4918.0511 5459.2333 4427.1078 0.0048
RNN 7604.9391 7895.1482 8395.9531 0.0098
GRU 4490.1203 5020.4703 5372.7188 0.0039
LSTM 6238.7969 6588.8430 7022.9141 0.0067

Fig. 8. Comparison of predicted values with a different type of trend and
seasonality.
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Fig. 9. Comparison of ARIMA models.

indicated in the figure, there is no admissible choice between
these two ARIMAs. For some dates, ARIMA without exoge-
nous variables outperforms the one with exogenous variables.
Therefore we will consider both models for comparison in
Section VI.

Unlike traditional models used in epidemiological forecast-
ing, such as simple statistical or SEIR models, the machine
learning approaches we implement provide enhanced flexibility
in adapting to non-linear patterns and integrating exogenous
variables. By including Random Forest and XGBoost models
alongside time series methods, our approach captures both
the temporal trends and external factors influencing disease
spread. This combination offers a broader range of insights
that outperform single-method approaches in accuracy and
adaptability.

The comparative analysis presented notable advantages in
balancing accuracy and computational efficiency, especially in
short-term forecasting scenarios. By adapting machine learning
models with temporal and exogenous factors, this study bridges
the gap between traditional statistical models and complex
neural networks, providing a flexible and effective alternative
for infectious disease forecasting. This hybrid approach, cou-
pled with extensive metric-based evaluation, makes our method
more adaptable to different epidemiological contexts than
single-model frameworks commonly used in similar fields.

A. Comparative Study of Models to Predict the Number of
Daily Positive Cases

In Sections IV and V, we have explored many methods to
predict the number of daily positive cases. For many classes
of models, we have succeeded in obtaining an optimal model.
In this section, we compare all models together with multiple
evaluation methods.

First, we compared two linear regression models and opted
for the model with all predictors as presented in Table V, and
Fig. 10. In addition, we calculated the best hyper-parameters
within the defined search spaces for elastic net regularization,
random forest regressor, and XGBoost regressor families. For
each family, we have an optimal model corresponding to the
best hyper-parameters. We have also built an LSTM model,
forming a total of five models from Section IV. However,
the main disadvantage of the linear regression model is over-
fitting. The elastic net regularization can cause a small bias
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Fig. 10. Comparison of models from different classes with different
evaluation metrics.

in the model where the prediction is too dependent upon a
particular variable. In fact, the random forest algorithm may
change considerably by a small change in the data.

In Section V, we explored some time-series forecasting
methods. For the simple exponential smoothing method, we
have chosen the model with smoothing parameter α = 0.8.
For the Holt method, we did not obtain anyone’s admissible
method. Thus, we decided to have three models with smooth-
ing parameter α = 0.8, additive trend type, and corresponding
to the trend’s smoothing parameters β = 0.2, 0.5, and 0.8.
For Holt-winter’s method, we have selected the one with the
additive trend and additive seasonality. For the ARIMA family,
we have two models with and without exogenous variables.
Thus, we have seven models from Section V.

B. Predicted Number of Daily Deaths

In this section, we predict daily deaths on the same line
using the methods from previous sections. We provide the final
results in the following table and graphs. There are different
methods to handle the computational cost and missing data.
In these models, such as XGBoost and Random-forest, the
missing values are interpreted as data that contain information
(i.e. data that are missing for a reason) instead of data that are
missing at random.

VII. CONCLUSIONS

This systematic review and comparative analysis of ma-
chine learning models for COVID-19 detection and prediction
has yielded several important insights. Our study contributes
to the field of infectious disease modeling by providing a
comprehensive comparison of machine learning models, each

tested with a range of evaluation metrics to ensure robust
findings. Notably, we show that integrating temporal factors
and exogenous variables enhances model adaptability to epi-
demiological data’s unique challenges. Our findings support
the selection of models that balance complexity with practical
effectiveness, offering guidance for public health applications
in diverse, dynamic outbreak scenarios.

• Supervised learning approaches, particularly classi-
fication models, have demonstrated superior per-
formance compared to unsupervised methods for
COVID-19 prediction tasks.

• Among the supervised models, ensemble methods
like Random Forests and gradient boosting algorithms
(e.g. XGBoost) have shown promising results, often
outperforming single models.

• Deep learning approaches, especially recurrent neural
networks like LSTM, have exhibited strong predictive
power for time series forecasting of COVID-19 cases
and deaths.

• For classification tasks, support vector machines
(SVM) and logistic regression have proven effective,
particularly when combined with proper feature selec-
tion.

• Model performance varies significantly based on the
specific prediction task, dataset characteristics, and
evaluation metrics used. No single model emerged as
universally superior across all scenarios.

Despite the considerable advancements in applying ma-
chine learning to COVID-19 prediction, several areas remain
ripe for further research. One key area is the development
of robust, externally validated models that can generalize
effectively across diverse populations and healthcare settings.
Additionally, incorporating dynamic, real-time data streams
could significantly enhance model adaptability as pandemic
conditions evolve. To build trust and facilitate clinical decision-
making, it is also crucial to improve the interpretability and
explainability of model predictions. Furthermore, integrating
domain knowledge and epidemiological principles into model
architectures could strengthen the accuracy and relevance of
predictions. Finally, the standardization of evaluation proto-
cols and metrics is essential for enabling fair and consistent
comparisons across different studies.

In conclusion, machine learning models have demonstrated
considerable potential for enhancing COVID-19 detection,
prognosis, and epidemic forecasting. However, careful consid-
eration of model selection, data preprocessing, and validation
strategies is crucial to ensure reliable and actionable predic-
tions. As the pandemic continues to evolve, ongoing refinement
and critical evaluation of these models will be essential to
maximize their impact on public health decision making and
patient care.
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Abstract—The evolution and contemporary applications of
instructional technology, particularly the transformative impact
of Augmented Reality (AR) in education, are comprehensively
explored in this study. Tracing the journey from early visual aids
to sophisticated AR, the aim is to highlight continuous efforts
to enhance educational experiences. The effectiveness of AR in
increasing student engagement, comprehension, and personalized
learning across various disciplines is critically assessed, revealing
its potential to transform abstract concepts into tangible
experiences. Additionally, challenges in AR adoption, such
as technological constraints, the necessity for comprehensive
educator training, and strategic curriculum integration, are
discussed. The objective here is to identify research gaps,
emphasizing the need for standardized evaluation methods, larger
sample sizes, and long-term impact studies to fully understand
AR’s potential. This exploration aims to provide a comprehensive
understanding of AR’s capability to revolutionize education and
to identify pathways for future research and development in this
dynamic field.

Keywords—Augmented reality; education; instructional
technology; technology integration; student engagement; teacher
training

I. INTRODUCTION

Augmented Reality (AR) is a technology that enriches
the real-world environment by superimposing digital elements
onto it, providing interactive experiences spanning multiple
disciplines including education, healthcare, and entertainment
[1]. The incorporation of technology in education has
revolutionized teaching and learning, leading to dynamic,
engaging, and personalized educational experiences [2].
Starting by exploring the historical evolution of instructional
technology, with a focus on the transformative impact of
AR in modern education. From the early use of visual
aids such as photographs, slides, and films in the early
20th century, technology has steadily advanced educational
methods. Despite early predictions about the revolutionary
potential of motion pictures, challenges related to educational
quality, costs, and resistance to change meant these tools
remained supplementary [3]. The introduction of computers
and the internet in the late 20th century represented a
major transition towards more engaging and easily accessible
learning approaches, including computer-based training and
online education platforms [4]. The late 1990s saw a surge in
online and blended learning methodologies, further enhancing
instructional methods through improved access, flexibility, and
reduced costs [3].

The proliferation of smartphones and mobile applications
has revolutionized instructional technology, enabling
interactive and contextually enriched learning through

educational apps and AR technologies [5]. AR, being the
latest advancement in instructional technology, superimposes
digital information onto the real world, turning abstract
concepts into concrete experiences and greatly improving
learning outcomes [6]. For instance, AR has been shown
to improve cognitive engagement among young learners in
language learning [7].

AR applications extend to fields such as engineering, where
students can simulate circuit diagrams in real-time using AR
and deep learning technologies [5]. However, integrating AR
into educational practices poses several challenges, particularly
regarding educator readiness. Comprehensive training and
support systems are essential to provide educators with
the necessary skills and confidence to use AR technology
effectively [8].

The acceptance and use of AR are influenced by factors
such as perceived usefulness, ease of use, playfulness,
and quality output, which are crucial for maintaining
student interest and facilitating learning [9]. The evolution
of instructional technology, culminating in AR integration,
exemplifies a shift towards collaborative, socially situated
learning approaches. This shift aligns with constructivist
learning theories, advocating for educational technologies that
support cooperative learning and knowledge construction [10].
Effective AR integration promises to create new social norms
and methods of learning, connecting theoretical knowledge
with practical application [11]. While it is important to build on
existing literature, it is equally crucial not to focus exclusively
on finding new gaps. If the gaps identified several years ago
still persist and remain unresolved, they deserve continued
attention.

PAPER STRUCTURE

1) Section II: Provides a comprehensive overview of the
historical evolution of instructional technologies, with
a particular focus on the emergence and application
of AR in education.

2) Section III: Examines the current perceptions of
AR in educational settings, including its impact on
student engagement, comprehension, and motivation.

3) Section IV: Discusses how AR is transforming
education, highlighting its role in enhancing
learning across various disciplines, such as science,
mathematics, and engineering.

4) Section V: Explores strategies to maximize the
benefits of AR in education, emphasizing strategic
integration, contextualized teaching, and professional
development for educators.
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5) Section VI: Focuses on the roles of educators and
students in the effective utilization of AR technology
in classrooms.

6) Section VII: Reviews related works, providing
insights into AR applications across diverse
educational contexts and their contributions to
academic performance and skill development.

7) Section VIII: Presents a detailed discussion,
addressing persistent gaps in AR educational
research, including the need for Long-term memory
retention studies, gamification strategies, and
enhanced storytelling techniques.

8) Section IX: Concludes the study, summarizing
key findings, implications for future research, and
recommendations for integrating AR effectively into
educational practices.

II. THE HISTORY OF INSTRUCTIONAL TECHNOLOGY:
FROM VISUAL AIDS TO AUGMENTED REALITY

The journey of instructional technology from its nascent
stages in the early 20th century to the sophisticated realm
of AR reflects a continuous quest to enhance educational
methods and engagement. Initially, the educational media
movement sought to transform teaching through visual aids
like photographs, slides, and films. Despite Thomas Edison’s
ambitious prediction about motion pictures revolutionizing
education, the movement faced challenges such as educational
quality concerns, cost, equipment issues, and resistance to
change, resulting in visual materials remaining supplementary
rather than central to education [3].

With the dawn of the internet era in the late 1990s,
distance education underwent a significant transformation,
marking a pivotal moment in the history of instructional
technology. This period saw a surge in online learning
within higher education and institutional training, heralding
a new age of accessibility and flexibility in education.
The introduction of blended learning methodologies further
emphasized the role of technology in providing improved
instructional methods, enhancing access and flexibility, and
reducing costs. The proliferation of mobile devices enabled
learning beyond traditional classroom settings, facilitating
personalized educational experiences tailored to individual
learner needs and interests [3]. As technology progressed,
the introduction of computers and the internet in the late
20th century marked a significant evolution in instructional
technology. This period saw a shift towards more interactive
and accessible forms of learning, such as computer-based
training and online education platforms. The development
of Learning Management Systems (LMS) like Blackboard
and Moodle facilitated a more structured and accessible
educational experience through digital means [4].

The digital revolution marked a significant turning point,
with the advent of the internet and personal computing
ushering in an era of dynamic and personalized learning
experiences. Digital multimedia, interactive simulations,
and computer-based training began to take center stage,
emphasizing the integration of verbal and visual information
to enhance learner comprehension. This period also saw the
rise of online courses, video lectures, and tutorials, facilitated
by the spread of the internet and mobile technologies, thus

supporting both formal and informal learning environments.
The effectiveness of video instruction, when designed
according to evidence-based principles such as signaling and
segmenting, was notable for its ability to guide learners’
attention and cognitive processing effectively [12]. In recent
years, the incorporation of smartphones and mobile apps into
education has further revolutionized instructional technology.
Smartphones facilitate the use of educational applications
and AR technologies, making learning more interactive and
contextually rich. For instance, engineering students can now
use smartphone apps to simulate circuit diagrams in real-time,
using AR and deep learning technologies to recognize and
analyze hand-drawn circuits, thus bypassing more cumbersome
traditional simulation tools [5].

Furthermore, platforms like Google Classroom have
revolutionized classroom management and educational
delivery, allowing for flexible, accessible, and interactive
learning experiences. Such platforms support various
educational activities, from distributing assignments to
facilitating communication between students and teachers,
thus enhancing both learning and teaching experiences [4].
As the field continued to evolve, a divergence in terminology
and focus emerged, distinguishing between Educational
Technology and Instructional Technology. The former relates
to the broad spectrum of learning and teaching processes,
while the latter is more narrowly focused on guiding
learning in specific subjects. This distinction underscored the
increasing attention on the role of technology in educational
environments and its impact on teaching and training processes
[13].

The advent of AR in educational environments marks
the newest advancement in instructional technology, offering
immersive and interactive learning opportunities, AR overlays
digital content onto the physical world, turning abstract
concepts into concrete experiences and thus improving
learning outcomes. This innovation has been applied to
language learning, as demonstrated by Wen [7], where
AR-supported activities significantly improved cognitive
engagement among young learners. These activities leverage
AR to foster collaborative problem-solving and creative
expression, emphasizing the active participation of learners in
constructing their learning contexts [14] [7]. The evolution of
instructional technology, culminating in the integration of AR,
exemplifies a shift towards more collaborative, socially situated
learning approaches. This shift aligns with constructivist
learning theories, advocating for educational technologies that
support cooperative learning and knowledge construction. The
effective incorporation of technology in education, especially
through innovations like AR, has the potential to establish
new social norms and approaches to learning, inquiry, and
collaboration [10].

The progression of instructional technology from its basic
origins to the advanced application of AR in education
demonstrates a continuous stream of innovation focused on
improving teaching and learning. As AR technologies evolve,
their incorporation into educational settings is expected to
further transform the ways knowledge is acquired and applied,
heralding a new era of immersive learning experiences that
connect theoretical knowledge with practical application [11]
(Fig. 1).
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Fig. 1. From visual aids to AR [3] [4].

III. PERCEPTION OF AUGMENTED REALITY IN
EDUCATION

A key aspect of AR’s perception in education centers
around its ability to increase engagement and motivation
among students. Studies have shown that AR’s interactive
and visually appealing nature makes learning more engaging
and enjoyable, which can lead to better comprehension and
retention of information. For instance, in a study on AR’s
application in solar system education, students reported that
AR made learning more transparent, interesting, easier to use,
and significantly enhanced their understanding of complex
astronomical concepts [15].

Moreover, AR has been positively received for its potential
to facilitate personalized learning experiences. It allows
students to explore learning materials at their own pace
and in a manner that suits their learning style, which is
particularly effective in subjects that benefit from visual
and experiential learning methods. For example, in STEAM
education, an AR-enhanced English course demonstrated that
AR enhance interactivity and engagement in language learning,
significantly boosting students’ perceptions of learning and
technology [16].

However, the integration of AR into everyday educational
practices poses several challenges, particularly concerning the
readiness of educators. A study in Malaysia found that while
there is significant interest among educators in adopting AR,
factors such as perceived usefulness and ease of use are
vital for its acceptance and integration into teaching methods.
This underscores the importance of providing comprehensive
training and support systems to equip educators with the skills
and confidence needed to effectively utilize AR technology [8].

The use of AR in classrooms has been shown to
significantly increase student engagement and motivation.
By providing a dynamic learning environment that goes
beyond traditional textbooks and lectures, AR encourages
active participation and can lead to deeper understanding
and retention of information. This engagement is particularly

evident in fields that benefit greatly from visual aids, such as
sciences and mathematics, where AR can illustrate complex
equations or scientific processes in real-time, enhancing both
learning and teaching experiences [17].

However, the acceptance and use of AR in educational
settings are influenced by several factors, as modeled by the
extended Technology Acceptance Model (TAM). This model
includes traditional factors like perceived usefulness and ease
of use, which have been shown to directly influence students’
behavioral intentions to use AR.

Additionally, external factors such as playfulness and
quality output also play significant roles. These elements
enhance the educational experience by making learning
enjoyable and ensuring that the AR applications are of high
quality, which is crucial for maintaining student interest and
facilitating learning. Despite the positive aspects, challenges
remain in the widespread adoption of AR in education. These
include technological limitations, the need for significant
investment in AR infrastructure, and the requirement for
teacher training on AR usage.

Moreover, educational institutions need to ensure that
AR tools are seamlessly integrated into the curriculum in a
way that enhances educational outcomes without replacing
traditional, effective teaching methods [9]. As AR technology
continues to advance and become more widely available, its
integration into educational curriculum is expected to expand,
highlighting the ongoing need for professional development
for educators in this innovative technology [8] (Fig. 2).

Fig. 2. Impact of augmented reality on educational practices [15] [16].
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IV. TRANSFORMING EDUCATION WITH AUGMENTED
REALITY: ENHANCING ENGAGEMENT, UNDERSTANDING,

AND PERSONALIZED LEARNING ACROSS VARIOUS FIELDS

AR is revolutionizing the educational landscape by
providing innovative methods to engage students and improve
learning outcomes. By visualizing abstract concepts, AR
significantly enhances student engagement and conceptual
understanding [18]. In crime scene investigation training, AR
improves the education and training of analysts, offering
immersive experiences that boost motivation and information
retention [19]. The ability of AR to engage multiple senses
simultaneously has been demonstrated to enhance learning
outcomes [20]. Furthermore, AR creates vivid, interactive
learning environments for remote education [21] and enhances
spatial abilities and problem-solving skills [22].

In the realm of mathematics education, AR aids
in visualizing complex concepts, making learning more
approachable and engaging [23]. Biology education also
benefits from AR, which enhances the learning experience
with interactive models [24]. Similarly, veterinary anatomical
education utilizes AR models to provide in-depth learning of
animal anatomy [25]. In engineering education, AR mobile
applications offer new and enriched learning experiences [26].

AR applications designed for learning about computer
network devices improve understanding through interactive
simulations [27]. In pilot education, AR shows potential
by enhancing training with immersive simulations [28].
Additionally, AR technology has been used experimentally to
determine student learning outcomes, offering valuable insights
[29]. In science education, AR applications provide immersive
learning experiences in higher education settings [30].

AR promotes the development of cognitive activities
in students [31] and benefits the learning of mathematical
functions by improving spatial intelligence [32]. It supports
the preparation of education projects by providing immersive
tools [33], and prepares specialists for the technological era
through engaging, immersive experiences [33].

The development of AR mobile applications enhances
project-based learning with projection drawings [34]. Reviews
of AR’s educational applications highlight their effectiveness
[35]. Lastly, the versatility of AR is demonstrated through its
potential applications in various educational branches [36].

In conclusion, AR is a transformative technology
poised to revolutionize education by enhancing engagement,
understanding, and personalized learning experiences across
various educational fields. This technology not only makes
learning more interactive and engaging but also prepares
students and professionals for the demands of the modern
technological era.

V. INSIGHTS TO ENHANCE THE BENEFITS OF AR FOR
EDUCATION

A. Strategic Integration and Contextualized Teaching

The strategic integration of AR in education involves
aligning it with educational goals to improve learning
experiences and achieve desired educational outcomes [37].
Emphasizing contextualized teaching approaches is crucial.

Teachers should integrate AR in a way that fits the specific
context of their lessons, enhancing the learning experience
rather than distracting from it [38].

B. Improved Comprehension and Engagement

AR aids in better comprehension by allowing students
to visualize complex concepts interactively [39]. This
immersive experience makes learning more engaging and
enjoyable, leading to improved retention of information
[40]. Additionally, AR can reduce stress and anxiety in
educational settings by making learning more enjoyable and
less intimidating, thus fostering a better learning environment
[41].

C. Student Preferences and Performance

A significant number of students have indicated a
preference for e-learning methods that incorporate AR, as these
methods provide a more engaging and interactive learning
experience [42]. This preference highlights the significance of
integrating AR into educational frameworks to meet student
expectations and enhance learning outcomes [43].

D. Enhanced Spatial Abilities and Immersive Experiences

The use of technology, including AR, significantly
increases students’ spatial abilities, which is critical in subjects
such as mathematics and engineering. This enhancement helps
students grasp spatial relationships and geometrical concepts
more effectively [39]. AR make learning more immersive and
experiential, leading to a deeper understanding and retention of
material [38]. AR-based programs have demonstrated a notable
enhancement in students’ academic performance and practical
skills. One study revealed that an AR program led to significant
improvements in these areas [44].

E. Teacher and Student Perceptions

Teachers generally have a positive perception of AR, noting
its potential to make lessons more dynamic and interactive
[45]. However, professional development is necessary to
support teachers in effectively incorporating AR into their
teaching practices. [46]. On the other hand, AR has been
shown to boost student motivation by making learning more
engaging and interactive.[47]. Initial teacher training with AR
helps future educators understand its benefits and challenges,
preparing them to use this technology effectively in their
classrooms [48].

F. Real-World Applications and Learning Preferences

AR can bridge the gap between theoretical knowledge
and real-world applications by providing students with
interactive simulations and models. This practical application
of knowledge enhances students’ understanding and skills [37].
Different students have different learning preferences, and
AR can accommodate different learning styles by providing
visual, auditory, and kinesthetic learning experiences [49]. This
adaptability makes AR a versatile tool in education. It also
emphasizes the importance of creating dynamic and interactive
content for AR applications to maximize their effectiveness in
educational settings. This comprehensive overview highlights
the critical need for engaging and interactive content to
enhance their impact in educational environments [50].
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G. Enhancing Learning Outcomes with AR

AR supports the cultivation of key skills like problem-
solving, critical thinking, and teamwork. A novel Alternate
Reality Game-enhanced instructional strategy has been
developed, significantly improving students’ problem-solving
and critical thinking abilities. By integrating interactive and
immersive AR experiences into the curriculum, students are
better equipped to tackle complex problems, think critically
about various scenarios, and collaborate effectively with their
peers. This novel method not only boosts student engagement
and understanding in learning but also ensures that students
develop and hone essential skills necessary for success in
academic and real-world environments [51] [52].

Furthermore, it encourages active learning methodologies,
ensuring that technology, content, and pedagogy are well-
aligned to maximize learning outcomes. This experimental
research aims to advocate e-learning approaches that integrate
AR for better learning outcomes [53]. The potential of
AR to revolutionize education is evident in its ability to
create interactive and collaborative learning environments. By
promoting engagement and fostering essential skills, AR is
poised to be a critical component in modern educational
strategies. Ongoing research and development in this field
continue to show promising results, further solidifying AR’s
role in enhancing learning outcomes [54].

VI. THE ROLE OF THE EDUCATOR AND STUDENT IN
USING AR IN EDUCATION

A. Role of the Educator

Educators play a critical role in integrating AR
technologies into the educational process. They facilitate
learning through digital tools and ensure these technologies
are used effectively to enhance the educational experience
[55]. Educators are responsible for providing entrepreneurial
education and supporting students in recognizing opportunities,
fostering an innovative mindset [56]. Their role extends to
integrating AR/VR technologies into the curriculum, creating
immersive and interactive learning environments [57]. In the
digital era, educators must master digital-based learning media
and foster digital skills among students to prepare them for
the modern workforce [58]. They also facilitate students’
understanding of concrete facts, plan and conduct practical
activities, and support engagement with AR tools [59].
Furthermore, educators are instrumental in creating hybrid
learning spaces that enhance students’ employability[60]. The
educators’ role includes fostering critical thinking and ensuring
that the educational content delivered through AR is relevant
and challenging [61]. They must also facilitate research work
and support students in engaging with AR tools for practical
and theoretical learning [62]. Moreover, they play a role in
helping students adapt to AR-enhanced learning environments,
which can involve a steep learning curve [63]. Additionally,
educators are involved in the choice of pedagogical strategies
for preparing STEM teachers to incorporate AR technologies
into their teaching[64] effectively. They must also integrate
AR tools into subjects such as geometry to enhance spatial
understanding and engagement [65]. Moreover, educators
facilitate the effective use of AR in MOOCs, improving
accessibility and interaction in online learning environments
[66].

B. Role of the Student

Students are active participants in the learning process
when using AR technologies. They engage with digital tools
and participate in interactive and immersive learning activities
essential for developing practical skills and knowledge [55].
Students recognize entrepreneurial opportunities and enhance
their self-efficacy through entrepreneurial education provided
by educators [56]. In an AR/VR learning environment,
students engage with immersive and interactive content,
significantly enhancing their learning experience and retention
of information [57]. They adapt and thrive in digital learning
environments, developing digital skills and competencies
necessary for the modern workforce [58]. Additionally,
students engage in immersive learning experiences, perform
practical activities, and apply their knowledge in real-world
scenarios facilitated by AR technologies [59]. Students are
also responsible for actively participating in hybrid learning
spaces and leveraging these environments to enhance their
employability [60]. They engage with AR tools to improve
their critical thinking abilities and learning gains [61].
Furthermore, students are expected to use AR technologies
in their research work, gaining practical experience in their
field of study [62]. In the context of teacher education,
students (future teachers) are trained to use AR in educational
processes, preparing them to implement these technologies in
their future classrooms [63]. They also play a crucial role in
engaging with AR tools to foster understanding and retention
of educational content [66]. Additionally, students benefit from
the integration of AR in subjects like geometry, enhancing
their spatial reasoning and engagement with the material [65].
They also experience enhanced performance and engagement
through the use of quick response (QR) codes and AR in
textbooks, making learning more interactive and accessible
[67] (Fig. 3).

VII. RELATED WORKS

A. Science and Technology Education

Augmented Reality (AR) has demonstrated significant
benefits in science education, particularly in complex
subjects like physics and nursing. Thees revealed that AR-
assisted setups significantly reduce extraneous cognitive load
and improve student performance compared to traditional
setups. This improvement makes complex concepts more
comprehensible and engaging, thereby enhancing overall
learning outcomes [68]. Similarly, the study by Rodrı́guez
highlighted AR’s positive influence on academic performance
and engagement in both online and face-to-face settings.
This showcases AR’s adaptability to various instructional
environments, providing flexibility in delivering educational
content [69].

In educational technology, AR systems enhanced with
deep learning recommendations, as explored by Lin, improved
learning achievement and computational thinking abilities.
This highlights the integration of advanced technologies
with AR to optimize learning processes and outcomes [70].
Additionally, Thees, (2022) demonstrated that AR head-
mounted displays provide more immersive and effective
learning experiences during laboratory work, reducing
cognitive load and improving learning outcomes [71]. Krüger,
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Fig. 3. The diagram highlights the distinct roles of educators and students in
integrating and utilizing AR technology in education [55] [58].

(2022) illustrated that 3D AR visualizations led to a
higher understanding of spatial relationships compared to 2D
visualizations, emphasizing the importance of dimensionality
in AR content [72].

B. Cultural Heritage and Language Learning

AR has proven to be highly beneficial in both cultural
heritage and language education. Gong elaborated that AR
significantly enhances visitor engagement and educational
outcomes in museum settings, providing an interactive learning
experience that makes cultural artifacts more accessible and
engaging [73]. Similarly, Rivas states that AR enhances
students’ engagement and understanding of cultural heritage
through immersive storytelling, making historical and cultural
content more relatable and memorable[74]. In the realm of
language learning, the study conducted by Ersanli showed
that integrating AR with storytelling boosts vocabulary
acquisition and motivation in English language learners,
making language learning more dynamic and enjoyable [75].
Additionally, Danaei found that AR storybooks enhance
reading comprehension in children, outperforming traditional
print storybooks with features such as narrators’ tone and 3D
visuals, which make the reading experience more engaging and
effective [76]. Overall, AR has been shown to significantly
improve educational outcomes and engagement across various
learning contexts.

C. Early Childhood and Primary Education

AR applications have shown promising results in early
childhood and primary education, significantly improving

academic performance by making abstract concepts more
tangible and engaging for young learners [77]. Similarly,
Valencia displays that AR boosts academic performance
in high school settings, suggesting its effectiveness across
different educational levels [78]. Additionally, Midak
demonstrated that AR, specifically through the LiCo.STEM
mobile app, enhances students’ understanding and engagement
in natural science concepts by enabling interactive and hands-
on learning experiences [79]. Reinforcing these findings, the
study by kruger discovers that 3D visualization leads to higher
spatial relational knowledge, enhancing comprehension in
subjects benefiting from spatial understanding [72]. Moreover,
thees reported that AR conditions result in significantly
lower extraneous cognitive load and better performance,
highlighting the cognitive benefits of AR in complex subjects
[68]. Collectively, these studies underscore the potential of
AR to enhance educational outcomes across various subjects
and educational levels by providing interactive, immersive
learning experiences that improve understanding, engagement,
and academic performance.

D. Cognitive and Motivational Aspects

Bork emphasized the role of AR in enhancing emotional
engagement and learning in medical contexts. This study
indicates that collaborative AR experiences can foster deeper
understanding and retention of complex anatomical knowledge
[80]. Jdaitawi revealed a significant positive impact of AR on
student motivation. Utilizing a quasi-experimental design with
a pretest-posttest control group, this study shows that AR can
effectively increase students’ interest and engagement in their
studies [81]. Additionally, Chen highlighted the potential of
AR to enhance problem-solving abilities and critical thinking
skills. This technology provides interactive and stimulating
learning environments that encourage active participation and
cognitive development [82]. Furthermore, studies from various
domains reinforce these findings. For instance, research on
AR in physics education revealed that AR-assisted setups
significantly lower cognitive load and improve performance
[68]. Similarly, findings from a nursing study show that
AR positively influences academic performance and learning
determinants, including student engagement and satisfaction
[69]. These studies collectively underscore AR’s capacity to
create immersive and effective learning experiences, enhancing
both emotional engagement and cognitive outcomes across
diverse educational contexts [68].

E. Problem-Based and Inquiry-Based Learning

AR-supported problem-based and inquiry-based learning
methods have also been explored extensively, showcasing
significant potential in enhancing educational outcomes. Arici
details that AR-supported problem-based learning methods
substantially enhance students’ critical thinking and learning
gains in science education [83]. This approach encourages
students to actively engage with the material, fostering
an environment where they can apply their knowledge in
practical scenarios. By immersing students in interactive and
contextually relevant experiences, AR allows for a deeper
understanding and retention of complex scientific concepts.

Moreover, Wen examined the use of AR in conjunction
with the QIMS (Question, Investigation, Modeling, and
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Sharing) framework in primary education. highlighted AR’s
potential to engage students through interactive and creative
activities, thereby fostering a deeper understanding and
retention of knowledge. The QIMS framework, supported
by AR technology, facilitates a structured approach to
inquiry-based learning, where students actively participate
in questioning, investigating, modeling, and sharing their
findings. This method not only enhances their comprehension
of the subject matter but also supports the development of
essential skills such as self-directed learning, critical thinking,
and creative problem-solving [84].

Furthermore, the integration of AR in problem-based and
inquiry-based learning environments offers several pedagogical
advantages. For instance, AR can simulate real-world problems
and scenarios, providing students with opportunities to practice
and refine their problem-solving skills in a safe and controlled
setting. This immersive experience can lead to increased
motivation and engagement, as students are more likely to
be captivated by the visually rich and interactive nature
of AR content. Additionally, the immediate feedback and
adaptability of AR applications allow for personalized learning
experiences, catering to the diverse needs and learning paces
of individual students [85].

F. Specialized Educational Applications

Specialized applications of AR have been explored in
various contexts. Aydoğdu indicates that AR can make
educational content more engaging and effective for preschool
children [86]. This technology provides interactive and visually
appealing learning experiences that capture young learners’
attention. In higher education, Christopoulos found that
AR enhances the learning experience for medical students,
indicating that AR can be a valuable tool in specialized
and professional education settings [87]. Ali exhibits that
AR positively affects learning outcomes in microeconomics,
simplifying complex economic concepts and making them
more accessible to students [88]. Additionally, Özeren
indicated significant improvements in academic achievement
and motivation, suggesting that AR can be an effective tool
for enhancing learning experiences across different educational
levels and subjects [89].

G. Enhancing Critical Thinking and Reflective Learning

AR’s potential to improve critical thinking and reflective
learning has been highlighted in several studies. study
made by Octavia revealed that AR assignments improved
problem-solving abilities and critical thinking skills [90].
This technology provides interactive and challenging learning
environments that encourage students to think critically and
creatively. Another study by Yoo places importance on
the narrative elements in AR presentations can improve
learning outcomes in cultural heritage education [91].
This approach makes historical and cultural content more
engaging and memorable. Furthermore, Cheng demonstrated
the effectiveness of AR in enhancing learning for low-
achieving students through hands-on interaction [92]. This
method provides practical and engaging learning experiences
that can boost students’ confidence and performance.

H. Broader Educational Impact

AR’s broader impact on education is evident across
various studies. Rodrı́guez highlighted that AR technology
can improve learning processes by increasing motivation,
performance, and acceptance of educational applications,
providing a structured approach to integrating AR into
STEAM (Science, Technology, Engineering, Arts, and
Mathematics) education [93]. De Paolis illustrated a positive
correlation between the usability of AR applications and
user experience, indicating that well-designed AR applications
can facilitate engaging and enjoyable learning experiences
[94]. Additionally, Shaghaghian verified that AR workshops
significantly enhanced students’ spatial visualization and math
test scores, suggesting that AR can be an effective tool for
teaching complex subjects and improving students’ cognitive
skills [95]. Furthermore, Sahin confirmed higher achievement
and positive attitudes among middle school students using AR
compared to traditional methods [96].

I. Diverse Applications of AR in Education

Recent research has extensively explored the integration
of AR in education, highlighting its potential to enhance
learning outcomes across various domains. Jdaitawi exposed
the significant positive impact of AR on student motivation,
showing that AR can effectively increase students’ interest and
engagement in their studies [81]. Cai found that AR fosters
more active student participation and enhanced teacher-student
interactions, indicating that AR can create more dynamic
and interactive learning environments [97]. Additionally,
Ciloglu reports that mobile AR applications significantly
improved students’ self-efficacy and attitudes towards biology,
suggesting that AR can be an effective tool for enhancing
students’ confidence and interest in their studies [98].

J. Long-Term and Short-Term Memory in AR Education

The impact of AR on long-term memory retention among
students requires further investigation. The incorporation of
AR technologies has shown significant improvements in
memory retention by providing interactive and immersive
learning experiences. For instance, the study conducted by
Seeliger gives substance to the idea that AR head-mounted
displays (HMDs) improve task performance and reduce
mental workload [99]. This suggests that AR can enhance
short-term memory retention by lowering cognitive load
during complex tasks, enabling better immediate recall and
application of information. Similarly, Krüger indicates that
3D visualizations in AR improve understanding of spatial
relationships, which can be linked to better long-term memory
retention [72]. The interactive and engaging nature of 3D
AR content helps students form stronger mental models,
leading to more effective long-term recall of spatial structures
and relationships. Moreover, the study by Christopoulos
supports the idea that AR enhances both short-term and
long-term memory. By providing hands-on interaction and
realistic simulations, AR helps medical students retain complex
anatomical knowledge more effectively over time [87].

K. Gamification in AR Education

Gamification is another key element that has been
integrated into AR educational applications to boost student
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engagement and motivation. It refers to incorporating game
design features into non-game environments to enhance
enjoyment and motivation in learning. Kao incorporated
gamification through AR-based puzzle card assemblies [100].
This approach not only made learning more engaging
but also helped in reducing extraneous cognitive load,
leading to better academic performance. Jdaitawi conveys
that AR was used to create interactive and gamified learning
environments. The study found that these environments
significantly increased student motivation and interest in their
studies. By transforming traditional learning materials into
interactive AR experiences, students were more inclined to
participate actively and enjoy the learning process [81].
Moreover, Octavia gave prominence to the use of gamified AR
assignments to enhance problem-solving abilities and critical
thinking skills. The interactive and challenging nature of these
assignments encouraged students to engage deeply with the
content, thereby improving their overall learning outcomes
[90].

VIII. DISCUSSION

The use of AR in education has shown promising
results in enhancing learning outcomes, reducing cognitive
load, and increasing student engagement. However, several
areas require further exploration, particularly regarding long-
term memory retention, storytelling, emotional memory,
gamification, personalization, and scalability. While the
reviewed studies indicate that AR can improve short-term
memory retention by lowering cognitive load during complex
tasks, more longitudinal studies are needed to confirm if
these benefits extend over longer periods. Research that tracks
knowledge retention over several months or academic terms is
essential. Current methodologies for testing long-term memory
retention are flawed, often failing to account for the depth
and durability of retained knowledge over extended periods.
Research should incorporate more robust measures such as
follow-up assessments that test for retention beyond the
immediate post-intervention period and should consider the
quality of retained knowledge.

Long-term memory retention is a key element in assessing
the effectiveness of AR in educational environments. Short-
term benefits, such as immediate comprehension and retention,
are well-documented, but the true value of AR lies in
its potential to embed knowledge deeply into the learner’s
memory. These studies should employ diverse and rigorous
methodologies, including both quantitative and qualitative
assessments, to capture a comprehensive picture of long-
term retention. Additionally, researchers should consider the
nature of the content being taught, as some subjects may
inherently lend themselves to better retention through AR-
enhanced learning due to their visual or interactive nature.

Therefore, the use of storytelling in AR has great potential
but is still underdeveloped. Many current AR applications
use basic narratives, missing the opportunity to create more
engaging and impactful educational experiences. To fully
utilize storytelling in AR, there needs to be a focus on
developing richer, more emotionally engaging stories. This
includes crafting narratives that evoke emotions like empathy
or curiosity, which can help students better remember and
connect with the material.

Enhancing storytelling in AR means integrating stories
more seamlessly with educational content, making them an
integral part of the learning experience. Future efforts should
explore advanced storytelling techniques, such as interactive
choices and character-driven plots, to increase engagement and
personal involvement. It’s also crucial to tailor stories to fit the
cultural and age-specific needs of learners.

By improving the storytelling aspect of AR, we can
create more memorable and effective learning experiences,
making education not only informative but also inspiring
and engaging. This requires collaboration from experts in
education, psychology, and digital media to develop well-
rounded and impactful narratives.

Another under-explored area is emotional engagement,
which is crucial for memory retention and learning
effectiveness. AR’s potential to create emotionally engaging
experiences could significantly enhance emotional memory, yet
few studies have measured this aspect. We should integrate
emotional metrics to evaluate how AR influences emotional
engagement and memory retention through physiological
measurements (like heart rate or Galvanic Skin Response) and
subjective assessments (such as self-reported engagement and
emotional impact). Understanding the role of emotions in AR-
enhanced learning could provide valuable insights into how
to design more effective educational experiences. Emotional
memory can play a significant role in how well students
retain information, as experiences tied to strong emotions are
often remembered more vividly and for longer periods. By
leveraging AR’s immersive capabilities, educators can create
scenarios that evoke emotional responses, thus aiding in deeper
and longer-lasting learning.

These metrics can be complemented by subjective
assessments, including self-report surveys and interviews, to
capture the nuances of individual emotional responses.
Combining these approaches allows for a holistic
understanding of emotional engagement and its impact
on learning. Furthermore, it is important to explore the types
of emotional content that resonate most effectively with
different age groups and cultural backgrounds, as these factors
can significantly influence the design and implementation of
AR-based educational tools.

In addition to emotional engagement, gamification is noted
for increasing student motivation and engagement, yet it needs
deeper investigation into how different elements like rewards,
challenges, and levels impact learning outcomes across various
contexts. While some studies have incorporated elements of
gamification, explicit discussions on gamification strategies
and their effectiveness are often missing. We should delve
deeper into how different gamification elements within AR
environments impact student motivation, engagement, and
learning outcomes. Detailed analyses of which gamification
techniques are most effective in different educational contexts
would provide valuable insights for educators and developers.
Gamification can include elements such as point systems,
leaderboards, badges, and narrative quests, each of which can
have varying effects on different age groups and subjects.
Understanding the optimal combination of these elements
can help in designing AR educational tools that maximize
engagement and learning efficiency.The idea of gamification
in education goes beyond just entertainment; it involves
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strategically integrating game mechanics to enhance learning.
Effective gamification requires a balance between challenge
and skill, ensuring that tasks are neither too easy nor too
difficult, thereby maintaining student engagement. Rewards
and feedback mechanisms should be designed to reinforce
positive behavior and learning achievements.

Additionally, Storytelling components can be integrated to
craft immersive learning experiences that encourage students
to explore and learn. Research should focus on identifying
the most impactful gamification elements and understanding
how they can be tailored to different educational contexts,
such as STEM subjects, humanities, and language learning.
Furthermore, The combination of AR with other advanced
technologies, such as artificial intelligence (AI) and deep
learning, has the potential to further improve educational
outcomes. For instance, AR systems augmented with AI could
deliver real-time feedback and adaptive learning pathways,
optimizing the learning process for each individual student.
Research should explore the synergistic effects of combining
AR with AI and other technologies to create more intelligent
and responsive educational tools. The incorporation of AI in
education is revolutionizing how students interact with learning
materials. AI-powered systems can offer real-time feedback
and adaptive learning pathways, improving the personalization
of educational experiences. Moreover, integrating AI with
AR can create more intelligent and responsive educational
tools, significantly improving learning outcomes by catering
to individual student needs. These technologies promise to
make education more interactive, engaging, and effective,
ultimately supporting better retention and comprehension
of complex concepts. Integrating AI with AR can create
more intelligent and responsive educational tools, significantly
improving learning outcomes by catering to individual student
needs. These technologies promise to make education more
interactive, engaging, and effective, ultimately supporting
better retention and comprehension of complex concepts [101]
[102]. AI-enhanced AR systems can adjust to each student’s
unique learning pace and style, providing personalized learning
experiences beyond the capabilities of traditional methods.
These systems can process large datasets to identify patterns
and forecast student performance, allowing for proactive
measures to address learning gaps. For example, an AI-
powered AR application could adjust the difficulty of exercises
based on real-time assessments of a student’s performance,
ensuring that the learning process remains challenging yet
achievable. This level of personalization can sustain student
motivation and engagement, resulting in better learning
outcomes. Additionally, AI can facilitate the creation of more
complex and realistic AR environments, further enhancing the
immersive learning experience.

One relevant consideration is the importance of user
behavior in creating effective learning experiences. As
Wasfi highlights in his study on authentication systems,
user behaviour is vital in shaping memorable and secure
experiences. Establishing policies and guidelines has been
effective in curbing tendencies such as choosing simple or
predictable patterns [103]. Similarly, in AR-based educational
applications, it is crucial to establish guidelines that promote
effective use and prevent potential misuse. Ensuring that AR
applications are both engaging and educationally effective
requires a careful balance. The technology must be intuitive

and user-friendly to minimize cognitive load, allowing students
to focus on the learning material rather than the mechanics of
the tool.

The Triggered Screen Restriction framework, created by
Hariri, is another innovative approach that uses gamification
by utilizing the Fear of Missing Out phenomenon, motivating
users to achieve specific goals to access certain features. This
framework combines behavioral psychology with advanced
technology to create a comprehensive solution for gamified
interventions, making it a promising avenue for enhancing
student engagement through gamification [104]. This negative
reinforcement technique can be applied in AR educational
settings to enhance learning and engagement. By setting clear,
attainable goals and providing immediate feedback, TSR can
help maintain high levels of motivation and engagement,
particularly in subjects that students might otherwise find
challenging or less interesting.

Additionally, there is insufficient emphasis on
personalization, which can customize learning experiences
to meet individual needs, and scalability, which ensures
that AR solutions are practical and effective across various
educational contexts. Personalization can significantly enhance
the effectiveness of AR by adapting content to the learner’s
pace, preferences, and learning style. We should investigate
adaptive AR systems that can offer personalized feedback
and modify the difficulty level according to the learner’s
performance. Scalability is another critical factor, as it
ensures that AR solutions can be implemented widely without
compromising their effectiveness. Research should explore
the practicality of expanding AR applications across various
educational settings, taking into account factors like cost,
accessibility, and technological infrastructure. Scalability
is particularly important in ensuring that AR educational
tools can be adopted in a variety of educational settings,
from well-funded institutions to under-resourced schools.
Research should explore ways to make AR technology more
affordable and accessible, possibly through the development
of low-cost hardware and software solutions. Additionally,
studies should examine the infrastructure requirements
for implementing AR at scale, including the requirement
for reliable internet connectivity and technical support.
Overcoming these challenges will be vital to ensure that
students and educators worldwide can fully experience
the advantages of AR in education. Moreover, prolonged
use of AR devices can result in discomfort and injuries
due to improper posture. Previous studies have shown that
inappropriate postures at workstations significantly increase
the risk of musculoskeletal disorders. For instance, prolonged
sitting with a slouched spine can lead to increased stress
on vertebral discs and muscle pain. Similarly, working with
the neck in a forward extension for extended periods can
also cause discomfort and musculoskeletal disorders. It is
essential to consider these factors in the design and use of AR
systems to prevent potential injuries. Ergonomic guidelines
should be developed and followed to minimize the risk of
physical strain and injury, ensuring that students can use
AR tools safely and comfortably for extended periods [105].
Ergonomic factors are essential for the sustainable integration
of AR in educational environments. Designers of AR devices
and applications should prioritize user comfort and safety,
incorporating features that promote healthy posture and reduce
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physical strain. For example, AR headsets could be designed
with adjustable straps and padding to ensure a comfortable fit,
and software interfaces could include prompts to encourage
users to take breaks and adjust their posture. Additionally,
educators should be trained on the importance of ergonomics
and how to implement best practices in their classrooms.
By addressing these ergonomic challenges, we can establish
a safer and more sustainable educational environment for
students by utilizing AR technology.

AR shares some challenges with virtual reality, particularly
regarding immersive experiences. For instance, Sanaei study
in VR environments has identified a substantial inverse
relationship between workload and cybersickness [106],
suggesting that higher task engagement may reduce the
likelihood of experiencing discomfort. This insight can be
valuable for AR applications, especially when designing high-
cognitive-load tasks that may help distract users from sensory
conflicts, thus minimizing the potential for discomfort in
educational AR experiences.

A study by Schweiger et al. [107] highlights that non-
dominant hand training with computer mouse tasks improves
performance in the non-dominant hand and transfers these
skills to the dominant hand, leading to overall better
performance in computer-based tasks. This bilateral transfer
effect can be particularly beneficial in AR settings where
fine motor skills and precise interactions are crucial for
effective learning and engagement. Integrating non-dominant
hand training into AR educational applications could enhance
the usability and effectiveness of these tools, providing
students with improved control and interaction capabilities.
This strategy aligns with the overarching objectives of AR in
education, seeking to develop more immersive, interactive, and
impactful learning experiences.

By overcoming these challenges, we can develop more
effective and engaging educational practices that leverage
the full potential of AR technology. This requires sustained
effort and interdisciplinary collaboration among educators,
researchers, and technologists. Additionally, thinking outside
the box and exploring innovative approaches beyond
traditional methods will be crucial. By fostering creativity
and encouraging unconventional ideas, we can unlock new
possibilities and drive the development and progression of AR
in educational settings, ultimately improving students’ learning
experiences and outcomes.

A. Enduring Issues in Augmented Reality Educational
Research: Addressing Persistent Gaps

Koumpouros [108] identifies several ongoing gaps in
AR research that were noted before 2020 and continue to
persist. These gaps include the development of reliable and
standardized evaluation methods, which remains challenging
due to the diverse applications and contexts of AR.
This diversity leads to inconsistent methodologies and
hinders comparability across studies. Many studies still
employ custom-made, non-validated tools, complicating the
generalization of findings. Technical constraints, such as device
compatibility and marker recognition issues, persist as the
rapid advancement of AR technology often outpaces solutions.
High costs of AR technology and development continue

to limit accessibility, particularly in resource-constrained
environments. Recruiting large and diverse samples is
resource-intensive and logistically challenging, especially in
niche research areas. Many studies have small sample
sizes and short evaluation phases, limiting the validity and
generalizability of their results. Conducting long-term studies
requires significant time, funding, and participant commitment,
while the pressure to produce quick results leads to a focus
on short-term studies. Integrating AR into existing educational
frameworks necessitates multidisciplinary collaboration, which
is time-consuming and hampered by bureaucratic inertia.
The novelty effect of AR technology presents an inherent
challenge, requiring long-term engagement studies that are
resource-intensive. Ethical and privacy concerns are ongoing
issues, complicated by the evolving nature of AR technology.
Addressing these concerns requires careful consideration of
data protection, informed consent, and transparency in data
management. The interplay of resource limitations, the rapid
pace of technological change, and the inherent complexity
of integrating new technologies into established systems
contribute to the persistence of these gaps. Addressing
them requires concerted efforts from researchers, educators,
technologists, and policymakers. We should focus on
developing validated evaluation tools, conducting long-term
studies with larger and more diverse samples, and addressing
technical and ethical challenges to fully realize the potential
of AR in education. The persistence of gaps in AR research
stems from several interconnected challenges. Developing
reliable and standardized evaluation methods remains complex
due to the diverse applications and contexts of AR, making
consensus difficult. Recruiting large and diverse samples is
resource-intensive and logistically challenging, especially in
niche research areas. Technical constraints persist as the rapid
advancement of AR technology often outpaces solutions, with
issues like device compatibility and marker recognition being
inherently difficult to solve. Conducting long-term studies
requires significant time, funding, and participant commitment,
while the pressure to produce quick results leads to a focus
on short-term studies. Integrating AR into existing educational
frameworks necessitates multidisciplinary collaboration, which
is time-consuming and hampered by bureaucratic inertia.
Providing comprehensive training for educators and users
also requires substantial resources and ongoing support. The
high costs of AR technology and development continue
to limit accessibility, particularly in resource-constrained
environments. Addressing ethical and privacy concerns is an
ongoing process, complicated by the evolving nature of AR
technology. The novelty effect presents an inherent challenge,
necessitating long-term engagement studies that are resource-
intensive. Researchers often rely on simpler experimental
designs due to funding and time constraints, hindering more
robust findings. Additionally, expanding research to examine a
broader range of learning outcomes requires interdisciplinary
collaboration and a shift in research focus. These gaps persist
due to the interplay of resource limitations, the rapid pace
of technological change, and the inherent complexity of
integrating new technologies into established systems and
frameworks. Addressing them requires concerted efforts from
researchers, educators, technologists, and policymakers.

www.ijacsa.thesai.org 32 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

IX. CONCLUSION

The integration of AR in education holds immense
promise for transforming teaching and learning practices. By
making abstract concepts tangible, AR could significantly
boosts student engagement, comprehension, and personalized
learning across various disciplines. Research suggests that
AR can enhance academic performance, reduce cognitive
load, and increase motivation and interest among students.
However, several challenges must be addressed to fully
harness the potential of AR in educational contexts. These
include technological limitations, the need for comprehensive
educator training, strategic curriculum integration, and ethical
considerations. Furthermore, the development of standardized
evaluation methods, the inclusion of larger sample sizes, and
long-term impact studies are crucial for understanding the
sustained benefits and potential drawbacks of AR in education.

To overcome these challenges, it is essential to develop
reliable evaluation methods, conduct longitudinal studies, and
foster interdisciplinary collaboration. Emphasizing emotional
memory, gamification, storytelling, and personalization in
AR applications can further enhance their effectiveness. The
combination of AR with advanced technologies such as
artificial intelligence and deep learning provides promising
opportunities for developing more intelligent and adaptive
educational tools. By overcoming these challenges, AR
can create immersive, interactive, and effective learning
environments that connect theoretical knowledge with practical
application, ushering in a new era of educational innovation.

In summary, while the journey of AR in education
is ongoing, its transformative impact is evident. Continued
research and development are crucial to fully harnessing its
capabilities, ensuring that AR becomes a vital component
of educational practices. This will result in better learning
outcomes and a more engaging educational experience for
students around the globe.
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Abstract—IDMS (Integrated Database Management System) 

has long been a backbone for mission-critical systems in finance, 

healthcare, and government sectors. However, the rigid 

architecture of legacy systems poses challenges in scalability, 

flexibility, and integration with modern technologies. This paper 

explores IDMS modernization using Artificial Intelligence (AI), 

with a focus on predictive maintenance, query optimization, and 

cloud integration. Through real-world implementations, the 

integration of AI-driven solutions has shown transformative 

potential: query response times were reduced by 25%, 

unscheduled downtime decreased by 30%, and system scalability 

improved by accommodating a 40% increase in traffic without 

degradation. By leveraging AI-powered automation and modern 

cloud infrastructures, IDMS can achieve database optimization 

and real-time operational efficiency. This work highlights how AI 

ensures the relevance and competitiveness of IDMS, enabling it to 

meet the demands of modern legacy systems and ensuring its 

sustained role in critical business operations. 

Keywords—IDMS modernization; artificial intelligence in 

legacy systems; mainframe database optimization; predictive 

maintenance; cloud integration; AI-driven query optimization 

I. INTRODUCTION 

Mainframes, particularly Integrated Database Management 
Systems (IDMS), have been indispensable for industries 
requiring high-volume transactions, such as finance, healthcare, 
and government [1]. IDMS excels in delivering reliable 
transaction throughput and robust data integrity. However, as 
organizations shift towards cloud-native architectures and data-
driven decision-making, the rigidity of traditional IDMS 
architectures presents challenges in terms of scalability, 
flexibility, and integration with modern tools [3],[5]. 

Advances in Artificial Intelligence (AI) have demonstrated 
potential to modernize legacy systems like IDMS. AI 
technologies, such as machine learning and predictive analytics, 
can enable real-time monitoring, query optimization, and 
predictive maintenance, significantly improving system 
performance and reliability. Cloud integration further enhances 
scalability and agility, ensuring legacy systems remain relevant 
in an era of dynamic workloads and real-time analytics [7]. 

Despite these advances, IDMS modernization poses 
unresolved challenges. Existing research on legacy system 
upgrades often emphasizes relational databases, leaving 
network-based architectures like IDMS relatively 
underexplored. Compatibility issues, data migration 
complexities, and the risk of operational disruptions during 

modernization remain critical hurdles. Moreover, limited studies 
have focused on applying AI specifically to IDMS for query 
optimization and predictive maintenance. 

This study addresses these gaps by proposing a 
comprehensive AI-driven modernization framework for IDMS 
(see Fig. 1). The research integrates AI algorithms with cloud 
infrastructures to optimize performance and scalability, reduce 
operational costs, and enhance system reliability. The novelty 
lies in its emphasis on preserving the core strengths of IDMS 
while equipping it with modern capabilities to meet today’s 
business demands. By focusing on real-world implementations, 
this work contributes practical insights and a roadmap for 
organizations seeking to modernize their legacy systems. 

 
Fig. 1. Reasons for modernization of IDMS database. 

II. LITERATURE REVIEW 

Modernizing legacy systems has been an area of significant 
research, with many studies focusing on cloud migration, 
automation, and the integration of Artificial Intelligence (AI) 
into traditional IT infrastructures. Researchers have extensively 
explored the transition of legacy systems to relational or 
hierarchical database models, leveraging modern, flexible 
architectures. For instance, cloud-native environments have 
been emphasized for their scalability and agility, with studies 
showcasing successful implementations that improve system 
performance and cost-efficiency [5], [8]. Similarly, AI 
technologies, particularly predictive maintenance and query 
optimization algorithms, have demonstrated the potential to 
reduce downtime and enhance database performance in legacy 
systems [6], [9]. 

While these studies present valuable insights, several 
limitations persist, particularly concerning Integrated Database 
Management Systems (IDMS). These limitations are 
summarized in Table I, alongside the solutions proposed in this 
study to address them. 
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TABLE I.  SUMMARY OF RESEARCH LIMITATIONS AND PROPOSED 

SOLUTIONS 

Research 

Area 

Limitations in Previous 

Studies 
Proposed Approach 

AI in Legacy 
Systems 

Limited focus on IDMS-
specific complexities, such 

as network-based 

architectures and unique 
data protocols [6],[7] 

Proposes AI algorithms 

tailored for IDMS, 

addressing query 
optimization and 

predictive maintenance 

specifically. 

Cloud 

Integration 

Emphasis on scalability but 

lack of integration with AI 

for real-time analytics and 
query optimization [8],[10] 

Combines AI and cloud 
strategies to create a 

hybrid framework for real-

time performance 
optimization and 

scalability. 

Operational 
Challenges 

Insufficient attention to 
practical issues like data 

migration, compatibility, 

and disruption risks during 
modernization [11] 

Focuses on seamless data 
transformation processes 

and ensures compatibility 

without disrupting 
operational continuity. 

General 
Legacy 

Modernization 

Heavy focus on relational 

databases, with minimal 

research on network-based 
systems like IDM [7],[9] 

Targets the specific 

challenges of IDMS 
modernization, filling a 

critical gap in the 

literature. 

These limitations underscore the need for a more 
comprehensive and focused approach to modernizing IDMS. 
Most modernization research has centered on relational 
databases, with little attention given to the unique characteristics 
of IDMS, such as its network-based architecture and specialized 
data management protocols (see Fig. 2). For example, the 
hierarchical structure of IDMS data presents challenges in 
integrating AI models designed for more linear or relational data 
structures [7]. Additionally, AI research in legacy systems has 
largely focused on general optimization techniques, often failing 
to account for the complexity of query optimization and 
predictive analytics in IDMS environments [6],[10]. 

Another significant limitation in prior research is the lack of 
a comprehensive framework combining AI and cloud 
integration for IDMS modernization. Most studies treat AI and 
cloud migration as separate strategies, overlooking the potential 
synergy between these technologies. For instance, cloud 
migration has been shown to improve scalability and resource 
allocation, but its integration with AI for real-time monitoring, 
query optimization, and predictive maintenance in IDMS has not 
been extensively studied. Furthermore, the literature rarely 
addresses practical challenges such as data migration, system 
compatibility, and operational disruption during the 
modernization process, which are critical for real-world 
implementations [8], [11]. 

 
Fig. 2. IDMS database architecture. 

This study addresses these gaps by proposing an AI-driven 
modernization framework specifically tailored to IDMS. Unlike 
previous research, it combines the benefits of AI and cloud 
integration to enhance performance, scalability, and reliability. 
The framework also emphasizes preserving the core strengths of 
IDMS, such as its high transaction throughput and robust data 
integrity, while enabling it to meet the demands of dynamic, 
data-intensive environments. By focusing on real-world case 
studies and experimental validation, this work contributes new 
knowledge and practical solutions for organizations seeking to 
modernize their IDMS systems. 

III. METHODOLOGY 

The strategy of IDMS modernization focuses on integrating 
AI algorithms for predictive maintenance, query optimization, 
and intelligent automation. This enables the system to adopt 
current technological demands and scale up efficiently and 
agilely. This modernization process involves some sequential 
steps that are responsible for the overall transformation of legacy 
IDMS systems. 

A. Data Preprocessing 

The first step in the modernization path would be preparing 
data residing inside the IDMS system for AI integration. The 
reason is legacy systems like IDMS have been designed for 
structured and hierarchical data models; hence, this may only be 
sometimes compatible with today's modern AI-driven systems. 
Extract, Transform, and Load is the first step, wherein the data 
is extracted from the IDMS environment and cleansed, 
transformed, and loaded onto the modern analytics platform. 
This will ensure the data is in a structured, standardized format 
suitable for training AI models. Cleaning up duplicate entries, 
missing values, and inconsistencies are handled in this process. 
This would then bring in all other significant transformation 
steps, which are encoding of categorical variables, 
normalization of numerical data, and ensuring records are in 
formats that would support the deployment of the AI model. 

B. AI Integration 

After data preprocessing, various AI models are presented 
that further optimize several operational aspects of IDMS. 
Machine learning algorithms, more precisely deep learning 
models, will be applied to improve the performance of a 
database and enhance the efficiency of queries. Such models 
analyze historical data trends and identify patterns that enable 
predictive maintenance to prevent potential system failures 
before they occur. Predictive models can forecast the system 
load so that dynamic server capacity and resource allocation 
adjustments are feasible. AI-powered query optimization 
algorithms further try to enhance performance by reducing the 
time consumption of the retrieval process. This is where AI 
intelligently routes the queries through optimized paths and 
caches frequently accessed data for a faster, more efficient 
system. 

In addition, AI-based intelligent automation can automate 
several manual tasks that are common in IDMS, like backup 
scheduling, health checks, and real-time analytics. This 
decreases the time taken by manual intervention, thereby 
increasing the system's reliability while reducing human error. 
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C. Cloud Migration 

The proposed architecture of the modernization process will 
be hybrid architecture, which integrates IDMS with cloud 
platforms. In this hybrid setup, old IDMS systems can coexist 
with modern cloud environments that can meet both scalability 
and agility. There is extra flexibility due to the cloud 
infrastructure that now caters to on-demand resource scaling, 
disaster recovery, and real-time data access from multiple 
geographic locations. It signifies that the integration between 
IDMS and cloud systems allows businesses to tap into the 
computational power of the cloud while continuing to use the 
same reliability and structure of their legacy systems. AI models 
deployed in the cloud environment also enjoy higher 
computational powers, which translate to not only faster training 
times but real-time model updates. 

In essence, AI on IDMS modernization not only brings the 
legacy system back to life but offers a vision of how one might 
compete in today's data-driven world. By integrating AI with 
cloud migration strategies, it can be instrumental for an 
organization to get optimal performance, scalability, and agility 
while maintaining the robustness of IDMS [10]. 

IV. EXPERIMENTAL ANALYSIS 

The strategy of modernization to be tested in this experiment 
is an integration of IDMS with a cloud environment, introducing 
AI-driven automation and predictive capabilities. This 
experiment tests the effectiveness of such a hybrid architecture 
on system performance, scalability, and flexibility. Some key 
performance indicators will be querying response times, system 
downtime, maintenance frequency, and overall system load 
handling. 

A. Hybrid Architecture Setup 

The hybrid system will integrate the legacy IDMS with the 
cloud infrastructure (see Fig. 3). IDMS is deployed on-premise, 
while the cloud setup is deployed on a leading platform such as 
AWS or Microsoft Azure. Data in the legacy would be 
integrated into the cloud in real time, thus allowing both 
environments to work seamlessly together. Such a cloud setup 
provides additional resources for dynamic scaling, disaster 
recovery, and distributed data access. This setup will allow the 
experiment to measure how the scalability and agility of the 
legacy system are impacted by the underlying cloud 
infrastructure, especially considering changes in workload [14]. 

 
Fig. 3. AI-driven data integration and modernization framework in a hybrid 

cloud architecture. 

B. AI-Driven Query Optimization 

One key feature tested here is AI-driven query optimization. 
Historical data from IDMS are used to train the machine learning 
models in order to analyze query patterns and predict the areas 
of high-frequency data access. [12] These AI models will be 
deployed on the cloud from where, with a very fast speed, they 
can process massive volumes of data. Queries will intelligently 
be routed to optimal points for data access based on these 
predictions. This sets a base level of query response times before 
and after the implementation of AI. Indeed, it does much better. 
In most cases, there is about a 25% reduction in query processing 
time when AI models are being used, and cache mechanisms 
further optimize repeated data access, improving system 
efficiency. 

C. Predictive Maintenance and Downtime Reduction 

Another main focus of the experiment is AI models used in 
predictive maintenance. The IDMS logging and performance 
metrics serve to train the predictive models on the estimation of 
possible system failures from real-time data. Examples include 
CPU usage, memory consumption, and database access patterns. 
These models predict when it is likely for a system failure to 
occur based on data provided in real time, using measures such 
as CPU usage, memory consumption, and database access 
patterns, whereby after that, the system itself automatically 
schedules maintenance tasks or sends notices before failures 
actually take place. This predictive capability reduces downtime 
by a great extent [9]. The experiment showed that AI-powered 
predictive maintenance reduced unscheduled downtime by 30%, 
hence ensuring smooth operations and averting system outages 
during peak load times [4]. 

D. Scalability and Load Testing 

To test the scalability, the cloud-enabled hybrid system was 
subjected to various workloads. The experiment simulated 
traffic [2] in high volumes whereby cloud infrastructure 
dynamically added more resources to match the demand [13]. 
Such flexible resource allocation makes sure that up to 40% 
more data could be handled without performance degradation. 
The experiment also compared resource usage in the hybrid 
architecture to the traditional on-premise IDMS, proving that in 
a cloud environment, resources can be put to efficient use, 
especially during peak periods [6]. 

V. RESULTS 

The modernization of IDMS with AI and cloud integration 
brought notable improvements in performance, scalability, and 
reliability. 

 Query Optimization: AI-driven query optimization 
reduced response times of queries by 25%. Because of 
this, the data could be retrieved in a very quick time, even 
when there was a load on the system. Repeated queries 
fetched their results even quicker due to caching (see Fig. 
4). 

 Predictive Maintenance: AI-based predictive 
maintenance lowered unscheduled downtime by 30%, as 
the system could predict and address potential failures in 
advance, ensuring smooth operations during high usage 
periods (see Fig. 5). 
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Fig. 4. Query optimization results. 

 
Fig. 5. Impact of AI-based predictive maintenance on IDMS downtime. 

 Scalability: The cloud-enabled architecture allowed the 
system to handle a 40% increase in traffic without 
performance loss, dynamically allocating resources as 
needed. 

 Overall Efficiency: The hybrid IDMS system, combining 
AI and cloud technologies, enhanced overall efficiency, 
reduced operational costs, and increased system 
reliability and scalability. 

The results show that integrating AI and cloud with IDMS 
ensures the legacy system remains relevant and competitive in 
modern business environments. 

VI. CHALLENGES 

Modernization of IDMS with the integration of AI and the 
cloud has numerous challenges. Data migration from legacy 
systems into cloud environments might be problematic, with 
seamless ETLs required for extracting, transforming, and 
loading data without losing integrity [11]. The compatibility of 
IDMS with modern platforms, especially in their ability to retain 
much of the robustness of the system with new technologies, 
poses a significant challenge in terms of compatibility. Besides, 
there are industrial dependencies on legacy systems where 
transition to more modern frameworks without disrupting day-
to-day operations would be difficult. 

Another challenge is the training of AI models, which 
demands large, clean datasets for optimal performance. AI 
algorithms require substantial computational resources, which 
can lead to higher costs during the implementation phase. 
Finally, cybersecurity risks increase with cloud integration, 

requiring stronger security protocols to prevent breaches and 
data loss. Addressing these challenges is crucial to ensuring the 
success of IDMS modernization while maintaining operational 
continuity and security. 

VII. CONCLUSION 

Given the latest fast-paced, data-driven business 
environment, AI and cloud integration appear to be a promising 
pathway that could bring legacy systems to the frontbench. 
Artificial Intelligence with query optimization and predictive 
maintenance, combined with scalability on the cloud, has been 
able to impress significantly in system performance, reliability, 
and cost-effectiveness. Though data migration, compatibility, 
and cybersecurity risks remain, advantages offered by 
modernization of IDMS outnumber difficulties. This is keeping 
the legacy systems, serving the industries with high transaction 
volumes, upgraded to keep up with new technologies. In this 
manner, the future of IDMS would be bright, considering AI is 
getting more impressive and cloud infrastructure more secure, 
providing operational efficiency and flexibility for long-term 
business operations. 

VIII. FUTURE FOCUS 

Future efforts in IDMS should be directed towards seamless 
integration into the cloud, overcoming the challenges of 
compatibility for smooth transitions that are not disruptive of 
operations [15]. Secondly, further sophistication of algorithms 
used will be required to improve the accuracy of AI models, 
along with volumes of data. Then comes the cybersecurity 
protocols that need furtherance to keep sensitive data safe in the 
cloud. Eventually, studies for automation of data migration 
processes and system upgrades will continue to speed up the 
modernization process while making IDMS more competitive in 
dynamic business environments. 
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Abstract—This research explores the intricacies of 

implementing and securing Internet of Things (IoT) technology in 

Saudi Arabian startups. In the middle of Saudi Arabia's ambitious 

pursuit of social and economic progress via IoT breakthroughs, 

entrepreneurs have emerged as critical participants grappling 

with serious computing security challenges.  This study conducts a 

thorough examination of the cybersecurity risks associated with 

start-up in Saudi Arabia’s IoT applications, technologies and 

innovations by reviewing a wide range of publications.  The key 

objectives are to identify the main cybersecurity risks, analyze the 

impact of IoT device networking on privacy and security, and 

propose strategies to mitigate these threats.  Furthermore, the 

study stresses the importance of funding up-to-date security 

technologies, cooperation with the cyber experts, and shifting 

towards the cloud-based security. Also, the study identifies the 

importance of cybersecurity education and training to enhance the 

defensive mechanisms of the startups against cyber threats. This 

study provides novel insights by identifying the distinct 

cybersecurity obstacles encountered by IoT-enabled businesses in 

Saudi Arabia and proposing a complete framework to enhance 

their security architecture. Robust cybersecurity policies are vital 

for both unleashing the transformative potential of IoT for 

startups and guiding Saudi Arabia towards its objective of being a 

worldwide leader in IoT. This paper advocates for a cooperative 

strategy that involves policymakers, industry stakeholders, and 

entrepreneurs to prioritize and allocate resources towards a safe 

and robust IoT ecosystem. This would help promote economic 

development and innovation in the country. 

Keywords—IoT; Saudi Arabia; start-ups; computing security 

challenges; technology; innovation; cyber threats 

I. INTRODUCTION 

The Internet of Things (IoT) is emerging and growing as 
one of the most influential innovations across numerous 
industries globally owing to its innovation, efficiency, and 
competitiveness [1], [2]. The integration of IoT is identified as 
an indispensable component in the process of development and 
diversification of a startup economy in Saudi Arabia. This 
research examines the potential of IoT that brings significant 
changes for Saudi entrepreneurs, considering the national 
ambitions and practical problems they face. Saudi Arabia's 
robust Internet infrastructure propels its technological 
advancement, projected to surpass 95% penetration by 2025. 
This is a suitable environment for the emergence of digital firms 
[3], [4]. Government funding for the e-Government program at 
£600m and the fostering of entrepreneurship as one of the 
objectives of Saudi Vision 2030 are viewed as an effort to 
develop the digital economy [5], [6]. These activities in 

conjunction with venture capital investments, aim to reduce the 
financial disparity for firms that use IoT technology, in line 
with the country's objectives of fostering innovation and 
entrepreneurship. Nevertheless, the way in which these firms 
have embraced IoT technology varies between excitement and 
difficulty. On the Other hand, the manufacturing and the retail 
sector have embraced the IoT because of the potential it has to 
offer in the short-term. While the healthcare and agriculture 
sectors are still slow in the adoption of the IoT technology 
pending on the development of more awareness and better 
infrastructure [7]. Differences in the approach in using o IoT 
devices in various companies show that the concept is versatile, 
and problematic. Some of the barriers that have affected the 
extensive use of IoT technology include security threats, legal 
and compatibility issues [4], [7], [8]. These barriers must be 
addressed to enable IoT to reach its full potential and support 
the digital transformation of the Saudi Arabian economy across 
various industries. 

The above potential shows that IoT can not only solve 
problems, but also brings many benefits for startups such as 
better performance, new ideas, new markets, and happy 
customers [7], [8]. To capture these benefits, it is important to 
focus on the development of IoT infrastructure, talent 
acquisition and the development of alliance [9], [10]. 

Saudi Arabia’s strategic objectives aim at establishing the 
Kingdom as a center for entrepreneurship emulating the early 
foreign models including Infosys and Alibaba [11], [12]. The 
governmental support, invention of new technologies, and 
market needs have enhanced Saudi entrepreneurs’ awareness 
and investment in the IoT, which indicates their vision [10], 
[13], [14]. However, the rapid growth of IoT devices in Saudi 
Arabian start-ups has raised significant concerns regarding 
cybersecurity and data privacy protection [9]. As these devices 
become more interconnected and integrated into company 
operations, they increasingly face potential cyber and security 
threats [15]. Therefore, Saudi start-ups have challenges 
concerning security, privacy and legal regulation, the usage of 
IoT continues to rise and represents a steady development of 
the start-up culture in terms of innovation, operational 
efficiency and customer satisfaction [15], [16]. This 
introduction provides a foundation for a more detailed 
exploration of the possibilities, difficulties, and essential 
actions required for implementing IoT in Saudi Arabian 
startups. The focus is on effectively managing computing 
security challenges to fully leverage the economic and societal 
benefits of IoT [7], [14], [16], [17]. 

*Corresponding Author 
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A. Background 

The integration of IoT artificial intelligence, cloud 
computing, and big data analysis has come up with some of the 
best opportunities to innovate in various fields [9], [10], [11], 
[13], [15]. Vision 2030 is the government project in Saudi 
Arabia which underlines the importance of employing those 
technologies in the process of economic transformation and the 
creation of a new knowledge-based economy [6]. However, to 
fully unleash the potential of IoT for start-ups, some 
cybersecurity challenges have to be overcome as noted in 
studies [18], [19], [20]. 

B. Scope of the Paper 

This paper seeks to establish the possibility of IoT in Saudi 
Arabian start-ups and examine the computer cyber security 
issues that affect their growth and comparability. This paper 
shall discuss and describe the current state of the art together 
with the barriers and opportunities that can help the 
policymakers, the industries, and the potential business people 
interested in IoT in the Saudi Arabian and the cybersecurity 
threats that are likely to be encountered in the process. 

C. Research Problem 

The rapid increase of IoT devices in start-ups in the Saudi 
Arabia has created a lot of concerns on the issue of 
cybersecurity as well as the protection of data privacy [9], [16], 
[18], [19]. Due to the increased networking of these devices and 
their integration into the work processes of the company, they 
can also be subjects of cyber and security threats [21], [22], 
[23]. The research aims at determining the specific computer 
security challenges that start-ups in Saudi Arabia experience 
while using IoT technologies. 

The sequential and systematic organization of the paper 
guarantees a comprehensive and systematic analysis of the 
topic as follows: 

• Concept and Applicability of IoT: In this chapter, we 
will lay down the basic concepts and a wide range of 
applications of the IoT. This includes an analysis of the 
connectivity as well as architectural features, adoption 
of IoT in different industries, and a particular focus on 
IoT in Saudi Arabia. 

• Existing Research: This section aims to offer a review 
of the current literature on the particular subject of the 
research in order to lay a solid background for further 
discussion. 

• IoT-Driven Computing Challenges in Saudi Arabia 
Start-ups: This part of the research aims to establish the 
computational challenges that start-ups in Saudi Arabia 
face with specific focus on the challenges that hold them 
back and hinder them from advancing and coming up 
with new ideas. This debate is in a way revolves around 
some of the major problems that are deeply affecting the 
growth of IoT in the Kingdom. 

• The Role of Vision 2030 in Promoting IoT: This section 
focuses on the role of Saudi Arabia’s Vision 2030 in 
supporting the integration of the IoT technology into the 
Saudi Arabia innovation and economic transformation 

agendas. This paper assesses the effects of this 
innovative initiative on the technical outlook in Saudi 
Arabia. 

• Positions on Future Directions and Recommendations: 
This section offers recommendations for the future and 
guidance for the enhancement of safe IoT-driven 
organizations. As well, it examines ways of encouraging 
further innovation across the technical environment of 
Saudi Arabia. 

• Conclusion: The conclusion of the paper briefly outlines 
the findings of the study and offers a view of the future 
research directions. Thus, this final section briefly 
recapitulates the study’s essence and identifies potential 
research directions and developments in the IoT in Saudi 
Arabia. 

This research aims at offering significant findings and thus 
adding value to the current literature on IoT applications, 
challenges, and prospects within the economic and technical 
environment of Saudi Arabia. This goal is achieved in a 
systematic manner as outlined in the following section. 

II. CONCEPT AND APPLICABILITY OF IOT 

IoT is a system of interconnected objects ranging from 
gadgets, vehicles, structures, and other objects. Sensors, 
software and network connections are provided for these 
objects to manage their operation. The IoT is a new 
phenomenon that connects the conventional internet with the 
physical objects [24], [25]. The IoT is divided into several 
fields, which include smart farming, smart homes, industries, 
health care and others as portrayed in the Fig. 1 [3], [8], [25]. 
Globally, many people are already applying this modern 
technology to enhance the overall intelligence. IoT can be 
defined as the connection of objects that contain intelligent 
sensors to the internet. This makes the collection, transmission 
and sharing of information possible in a network of a smart 
environment [26]. Security and privacy are of significant 
interest in smart environments where IoT is used like smart 
cities and houses. Some of these settings are data transfer over 
sensor networks and protection from possible threats that may 
exist in IoT devices [8]. The classical IoT model has a cloud-
server based architecture that sends data to the cloud for 
processing and then sends the result back to the IoT devices 
[27]. This section aims to explain the concepts that underpin the 
architecture of IoT and the identification of various uses of the 
IoT and how it has affected many industries. 

A. IoT Connectivity and Architecture 

The IoT depends on effective connectivity and a well-
planned structure to provide seamless transmission and 
processing of data [28]. Sensory nodes, such as sensors and 
actuators, collect data from the physical environment and 
transmit it across computer networks to fog, edge, and cloud 
levels for further analysis. The fog layer is intermediate 
between the edge and the cloud layer. It facilitates such 
resources as computing, storage, and networking to be available 
close to the devices that produce the data. This way, the fog 
layer decreases the latency and increases the reaction time and 
thus, the amount of data that has to be transferred to the cloud 
is minimized. This is very important in real time applications as 
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indicated by [28] and [29]. The Edge Layer is a local processing 
unit that performs as the primary filter of the data stream. It 
performs key operations and passes on relevant information to 
the upper cloud layer that is required for analysis [29]. 

Industrial IoT applications 

Smart agriculture

HealthCare applications 

Smart mobile devices

Internet

Smart home

 

Fig. 1. Concept and applicability of IoT. 

Primarily used in functions that demand the utilization of 
many resources, the Cloud Layer is a complete and distributed 
architecture [30]. It enables the handling of both the past and 
present data in a manner that makes it suitable for functions 
such as data manipulation, storage and analysis. The users can 
submit the task requests to the cloud layer that triggers multiple 
operations that enhance the Total Intelligence of the IoT 
system. 

The design of IoT applications is vital in the identification 
of specific objectives that need to be met, which are the 
security, flexibility, intelligence, real-time delivery, and legal 
issues among others [31]. Thus, the existing high level of 
interconnectedness of devices, services, and users makes 
security a significant issue. Trust mechanisms are very useful 
in ensuring the protection of privacy, secrecy and integrity of 
data [32]. This is because IoT applications are deployed in 
environments that present a lot of change and have limited 
resources, and thus the ability to alter and response to changes 
in the environment is important [33]. 

The reason intelligence is important in IoT applications is 
that it helps make ordinary things to be intelligent devices that 
can autonomously decide on their actions depending on the 
circumstances and conditions around them [34]. Tools like 
context awareness, predictive analysis and behavioural analysis 
are critical to be able to make proper and intelligent decisions. 

Quick and reliable transfer of information and services is 
very vital in IoT applications like telemedicine, medical field 
and vehicle to vehicle communication [35]. This is because IoT 
applications have the potential of capturing detailed personal 

information of people’s daily lives and therefore, there must be 
regulation to protect against privacy infringement [36]. To 
ensure that people’s privacy is not infringed, IoT applications 
need to adhere to legal privacy standards, for instance the data 
protection laws of the European Union (EU) [37]. 

B. Commonly used Communication Technologies in IoT and 

Their Main Characteristics 

The Internet of Things (IoT) is an advancing technology 
that utilizes diverse communication technologies to establish 
connections between things. The technologies included in this 
list are Wi-Fi, Bluetooth, Zigbee, LoRaWAN (Long Range 
Wide Area Network), Narrowband IoT (NB-IoT), cellular 
(3G/4G/5G), Ethernet, and Radio Frequency Identification 
(RFID). 

Wi-Fi provides rapid data transfer speeds, a broad coverage 
area, and seamless interaction with current networks, making it 
well-suited for home automation, intelligent devices, and 
locations with reliable power sources. 

Bluetooth is well-suited for personal gadgets, wearable 
technology, and proximity-based applications because it allows 
for short-range communication and has minimal power 
consumption. 

Zigbee is characterized by its low power consumption and 
secure mesh networking, which makes it highly suitable for 
applications such as smart home devices, industrial automation, 
and sensor networks. 

LoRaWAN is well-suited for remote and outdoor 
applications because of its ability to communicate over long 
distances and low energy consumption. 

NB-IoT is specifically designed for handling tiny amounts 
of data and provides exceptional connectivity even in difficult 
environments, making it well-suited for applications such as 
utilities, smart meters, and asset monitoring. 

Cellular networks, such as 3G, 4G, and 5G, provide 
extensive coverage, rapid data speeds, and the ability to support 
movement, which makes them well-suited for mobile Internet 
of Things (IoT) applications and large-scale implementations. 

Ethernet provides dependable wired connections, rapid data 
transfer rates, and secure communication, making it well-suited 
for industrial IoT and factory automation. 

RFID utilizes electromagnetic fields to identify and monitor 
tags. It provides limited data rates and a restricted range, which 
is beneficial for tasks such as inventory management, asset 
monitoring, and access control systems. 

The unique needs of the IoT application, such as range, data 
rate, power consumption, and environmental conditions, 
determine the selection of each of these technologies, each of 
which has distinct advantages. Table I presents a 
comprehensive summary of the characteristics and applications 
of different communication systems. 
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TABLE I. OVERVIEW OF FEATURES AND USE CASES OF THESE 

COMMUNICATION TECHNOLOGIES 

Technology Features Use Cases 

Wi-Fi 

High data transfer rates, 

wide range, easy integration 

with existing networks 

Home automation, smart 

appliances, 

environments with 

consistent power supply 

Bluetooth 
Short-range communication, 

low power consumption 

Personal devices, 

wearable technology, 

proximity-based 

applications 

Zigbee 
Low power consumption, 

secure mesh networking 

Smart home devices, 

industrial automation, 

sensor networks 

LoRaWAN 
Long-range communication, 

low power consumption 

Remote and outdoor 

applications 

NB-IoT 

Optimized for small data 

volumes, excellent coverage 

in challenging locations 

Utilities, smart meters, 

asset tracking 

Cellular 

(3G/4G/5G) 

Wide coverage, high data 

rates, support for mobility 

Mobile IoT applications, 

large-scale deployments 

Ethernet 

Reliable wired connections, 

high data transfer speeds, 

secure communication 

Industrial IoT, factory 

automation 

RFID 

Uses electromagnetic fields 

to identify and track tags, 

low data rates, short-range 

capabilities 

Inventory management, 

asset tracking, access 

control systems 

C. IoT in Industry 

The IoT is one of the latest and most quickly developing 
technologies that is widely used in many fields. As a result of 
the integration of this technology into various sectors of 
business concerning the hierarchy and the scope, there has been 
improvement and, therefore, transformation in many processes 
and tasks within the business [38]. The application of IoT in to 
the medical devices including the remote patient monitoring 
systems has greatly transformed the healthcare sector due to the 
ability to monitor patients’ vital signs from a remote location 
[39]. Technologies of telemedicine have expanded, and more 
and more people can receive a consultation from a doctor 
without even leaving their homes. Likewise, the application of 
IoT technology, illustrated by the use of wearable fitness 
trackers, has the potential of enhancing the quality-of-service 
delivery due to the monitoring of patient’s vital signs and timely 
transmission of health information [35]. IoT sensors has the 
potential of tracking several factors in agriculture including 
health of crops, weather conditions as well as the soil quality 
[40]. This technical innovation has the potential of enhancing 
the management of the agricultural operations and increasing 
crop yields. 

In addition, the application of IoT has caused drastic 
changes in the transportation management and supply chain 
arrangement in the transportation sector [41]. Due to the 
integration of IoT sensors, cars are in a better position to check 
the status of cargo in real time and hence enhance on the best 
route to take to avoid wastage of fuel. Intelligent traffic control 
technology has helped the management of traffic and 
enhancement of safety on the roads [42]. Incorporation of IoT 
is very significant towards the formation of smart cities in 
today’s world. Certain works have been done and these include 
various solutions such as waste management systems and smart 

energy grids in enhancing power distribution efficiency [26], 
[41], [42]. Such technologies improve the standard of living in 
cities through encouraging sustainability and the wise use of 
resources [26], [28]. 

Smart factories are one of the most significant components 
of the IoT, which comprises people, methods, intelligent 
objects, and technical systems [43]. In this sense, IoT enlarges 
the scope of the internet connection to objects which are not 
limited to the intangible items, such as cars or power tools. 
Several other applications also exist, such as the Internet of 
Battlefield Things (IoBT) and the Internet of Vehicles (IoV) 
[44], [45]. Besides, it serves a significant role in manufacturing 
by leveraging the features of Industrial IoT (IIoT), cloud, and 
big data, and robotics to improve the quality of products and 
decrease the costs [43]. However, the IoT has expanded at a 
very high rate, and this has posed several cybersecurity 
problems that new entrants in this area must solve [46]. 

D. IoT in Saudi Arabia 

The IoT has impacted the Kingdom of Saudi Arabia 
significantly about technology and the advancement of 
innovative practices. In this regard, Saudi Arabia has become 
one of the key countries in the application of IoT technology in 
the Middle East [3]. The economic diversification plan of the 
country, Vision 2030 has emphasized on technological 
innovation and the adoption of digital technologies. These goals 
can be met through the help of the IoT as it improves the 
productivity, efficiency and sustainability. 

The Saudi Arabian government has proved to be very keen 
on the IoT through the allocation of resources and development 
plans. The IoT and digitalization is also a key area defined in 
the Saudi Vision 2030 as a means of boosting economic 
development. National transformation program for the year 
2020 has pointed out the digital transformation and smart cities 
as among the key strategies that need to be embraced [6]. The 
government of Saudi Arabia created the Saudi IoT Authority to 
ensure the proper installation of the IoT technology across the 
nation [47]. The organization has been quite instrumental in the 
promotion of the use of IoT as well as the integration and 
security of IoT devices. 

IoT integration has been successfully realized in Saudi 
Arabia in many vital sectors. During the COVID-19 pandemic, 
the application of IoT in telemedicine in the medical field 
increased. These technologies enabled the remote patient 
monitoring and consultation to the patients [48]. Precision 
farming in agriculture improves crop yields and reduces the 
wastage of water through the help of IoT sensors for soil and 
irrigation management [49]. The implementation of IoT in the 
predictive maintenance of industries minimizes the downtime 
and increases the productivity [50]. 

The sector of start-ups in the kingdom of Saudi Arabia has 
experienced rapid growth and success, as the entrepreneurs 
took the opportunities available to them to create new products 
and services in the market and challenge the large companies 
[16]. Thus, the integration of the IoT technology, as well as any 
other technology, offers many opportunities but at the same 
time, it brings new challenges and threats as the environment is 
constantly changing [8]. Several security concerns encompass: 
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1) Data privacy: This creates a problem of data privacy 

since IoT devices are always capturing and sending data. 

Security breaches or unauthorized access may result in the 

exposure of certain information that is confidential. 

2) Device authentication: It is necessary to perform a 

device authentication process to ensure that only authorized 

devices are able to connect to the network. The threat actors can 

use poor authentication techniques and gain access into the IoT 

systems without the permission of the owners. 

• Data Integrity: Data integrity is a very important aspect 
that deals with the accuracy and consistency of the data 
as it passes through the different devices. Data 
manipulation could result in the deployment of wrong 
information in the most sensitive processes of decision 
making. 

• Network Security: IoT devices are connected over the 
wireless network and transmit data over a channel which 
is prone to threats such as eavesdropping if not properly 
protected. 

• Software Vulnerabilities: There are many IoT devices 
that rely on embedded software, which can sometimes 
not be updated regularly and are therefore at risk for 
basic known flaws and for malware. 

• Due to this, it is essential that these start-ups ensure that 
they protect the sensitive data, secure the connections 
and reduce the risks of cyber-attacks. These factors are 
critical for any long-term business success, and to 
sustain the confidence of the customers [9], [16]. Due to 
the complex nature of cybersecurity threats in the IoT, 
technologies such as blockchain technology is seen as a 
solution [36], [38]. The feature of decentralization and 
the immutability of its ledger technology is useful for 
the creation of trust, increased security and data 
integrity. By using the features that are inherent in 
blockchain, organizations can enhance the security of 
their IoT systems and be leaders in the development of 
secure and effective technical solutions [51]. 

Nonetheless, the works in [36], [38] show that because of 
the computational and storage nature of blockchain, it is not 
appropriate for the small and energy limited sensors in IoT. To 
implement blockchain in these scenarios, one can employ the 
following strategies: 

• Lightweight Blockchain Protocols: Redesigning 
blockchain protocols that are computationally and 
storage intensive to work on IoT devices can be 
beneficial to the use of blockchain in IoT. These 
protocols are aimed at increasing the efficiency of the 
utilization of resources preserving their security and 
decentralization.  

• Off-Chain Storage: Off-chain is a storage mechanism in 
which most of the data is stored off the blockchain with 
some data stored on the blockchain. This way, the data 
processing load on IoT devices can be effectively 
lowered. This technique relies on the use of the 

blockchain to guarantee the security and the integrity 
check with minimal use of the device’s resources. 

• Edge Computing Integration: Edge computing 
integration is the combination of blockchain technology 
with edge computing, which means data processing and 
blockchain activities are performed at the network’s 
edge near the IoT devices. This way the workload of 
computing is divided among several more capable fog 
devices and the latency is also reduced and the load on 
each sensor is minimised.  

3) Consensus mechanisms: To make the blockchain 

operations more suitable for the IoT applications one can use 

consensus mechanisms that do not demand more computational 

power for instance the Proof of Authority or the Delegated 

Proof of Stake. All of these are more efficient when it comes to 

the utilization of resources than the conventional proof of work 

(PoW). 

These strategies assist in the integration of Blockchain 
technology into IoT, primarily those that have many small and 
energy-efficient sensors; thus, improving the security and 
dependability of the system without impacting the functioning 
of the devices [51]. 

III. EXISTING RESEARCH 

The current body of study in the field of startups, namely 
those using the Internet of Things, is extensive and diverse [52], 
[53]. This section examines the significant influence of startups 
on economic development and innovation, as well as the 
intricate relationship between technical breakthroughs and 
entrepreneurial success. In this context, the following sections 
provide a systematic analysis of the critical areas of focus that 
influence the ecosystem of startups using IoT technology. The 
areas covered in this study encompass a comprehensive 
analysis of global startup ecosystems from a worldwide 
perspective. It identifies the various security risks that are 
linked with the use of IoT applications. It also examines the 
factors that affect the implementations and adaptations of IoT 
technologies in start-up firms. Also, it explores the strategic 
moves that Saudi Arabia has put in place to foster an 
environment that supports IoT startups. Finally, it assesses the 
current standards and frameworks put in place to protect the IoT 
security. All these components play a vital role in 
understanding the current state of knowledge and identifying 
the directions for the future studies. 

A. Global Perspective on Startup Ecosystems 

Worldwide, governments and politicians acknowledge the 
importance of entrepreneurs in advancing economic 
development. The Government of Canada recognizes 
entrepreneurs as a vital and dynamic force necessary for the 
country's growth [54], [55]. In a similar vein, the United 
Kingdom has seen a substantial increase in entrepreneurial 
activity, establishing itself as the foremost investment hub in 
Europe [56], [57]. The entrepreneurial sector in the United 
States significantly contributes to the nation's economic 
success, making it the biggest economy in the world [58], [59]. 
Developed countries emphasize creating a secure environment 
against cyber threats to support the development of startups and 
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entrepreneurship, highlighting the significance of cybersecurity 
in today's digital world [60]. 

B. Security Concerns in IoT-Enabled Startups 

Startups that implement IoT technology are at a high risk of 
cybersecurity threats since the effects of a cyber-attack are 
usually negative [19]. Security breaches, besides affecting the 
confidence of the customers and the image of the company, 
causes significant financial losses [18]. Due to the rise of IoT 
devices, they have become vulnerable to cyber threats and 
hence becomes a target of cyber criminals. This means that 
robust strategies have to be put in place to ensure that key data 
is secure while at the same time ensuring that the operations 
remain credible [61]. 

Here are some security threats that are particular to the 
startups that incorporate IoT solutions into their business. 

• Device Vulnerabilities: Most of the IoT devices are 
characterized by limited computational power and 
memory, and thus have inadequate security features. 
This makes them prone to several attacks such as 
firmware attacks, unauthorized access, and malware 
infection. 

• Insecure Communication Protocols: IoT devices are 
connected wirelessly and many of them use protocols 
with inherent weaknesses in terms of security. An 
attacker can employ encryption technologies that are 
either not strong or outdated to intercept and alter data 
in the course of transmission. 

• Default and Weak Credentials: Many a times, users fail 
to change the default username and passwords on many 
IoT devices. These credentials are default and can be 
easily used by the attackers in order to gain access to the 
devices. 

• Data Privacy: IoT devices generate and transmit 
information that is sensitive, for example, user’s data 
and their behavior. Lack of proper encryption and access 
control makes it very easy for the hackers to intercept 
and misuse the information. 

• Security Solutions Scalability: The major challenge for 
the startups is the scalability of their security solutions. 
Since there are more devices that are connected in the 
IoT, it becomes a difficult process to manage and 
regulate on the security aspect of each device. 

• Patch Management: IoT devices should be updated from 
time to time with the current security patches. However, 
most of the devices do not have a clear way of updating, 
and this exposes them to common threats. 

The continuous study is significant in overcoming the cyber 
security problems that are related to the utilization of IoT in 
startups. There are several flaws in IoT devices identified by the 
researchers and the consequences that may arise from the 
security threats are loss of data and damage to one’s reputation 
[62], [63]. Moreover, a large number of empirical studies have 
examined the factors that influence the uptake of IoT in various 
industries and countries, thus helping to understand the drivers 
and challenges of organizations [43]. 

We need a comprehensive strategy to address these 
problems. This strategy should include the adoption of more 
robust authentication mechanisms, the establishment of secure 
communication channels, the frequent upgrading of device 
firmware, and the education of users on the significance of 
changing default credentials. In addition, entrepreneurs should 
contemplate using sophisticated security frameworks, such as 
blockchain technology, to augment the overall security of their 
Internet of Things (IoT) ecosystems. By prioritizing these 
specific concerns, companies can improve the security of their 
IoT implementations and reduce the potential dangers of 
security breaches. 

In addition, cybersecurity is mainly concerned with 
protecting the network, systems, and data against threats such 
as DDoS attacks, malware attacks, and social engineering; 
however, the insecurity of the physical aspect of IoT devices is 
equally important. Some of the Physical security measures that 
can be employed are; implementing tamper proof hardware. In 
the same way, gadgets that can be easily tampered with as they 
are not openly changeable, present a significant threat to 
security. Therefore, IoT-based organizations need to establish a 
full-fledged security plan that incorporates cybersecurity 
alongside physical protection of devices for the entire IoT 
environment. 

C. Factor Influencing IoT-enabled Startup Ecosystem 

The success of companies that use IoT technology depends 
on effectively resolving critical elements in technical, political, 
social, and economic aspects [64], [65]. From a technological 
standpoint, having access to a robust telecommunications 
infrastructure and reasonable bandwidth is important for the 
smooth implementation of the IoT [8]. From a political 
standpoint, it is essential for the government to provide support 
for technical development and innovation in order to create a 
favorable environment for startups [18]. Societal factors, like 
the speed at which people use the Internet and their level of 
acceptance of technology, significantly influence the adoption 
and spread of IoT solutions [66]. In terms of economics, 
variables like average income levels, accessibility to 
technology, and general economic development influence the 
feasibility and scalability of IoT-enabled companies [67]. 

D. Saudi Arabia’s Endeavor in Fostering IoT-Enabled 

Startup Ecosystem 

Saudi Arabia has a strong desire to foster the IoT-enabled 
startup ecosystem, as seen by its significant investments and 
strategic efforts. To meet this expectation of internet usage 
standing at over 95% in the year 2025, much resources have 
been allocated to programs such as the e-Government and the 
Saudi Vision 2030 that seeks to foster business and invest in 
new business ventures [4], [6]. Saudi Arabia aims to establish 
itself as the center of entrepreneurship in the region by making 
strategic investments and providing assistance in several 
sectors, albeit starting later than other countries [14]. 

Nevertheless, despite its high readiness score, which 
exceeds that of many other countries, Saudi Arabia has had 
difficulty fully utilizing the potential of startups provided by the 
Internet of Things (IoT). Studies that are directed towards the 
computer security issues of startups that are employing IoT is 
rather limited. This is the reason why it is critical to pay 
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attention and act in this area [4], [9]. Nevertheless, the review 
of literature on cybersecurity and technology use in the area 
reveals other important findings in the present study thus 
underlining the importance of the topic in Saudi Arabia today 
[4], [8]. 

E. Standards and Frameworks for IoT Security 

Several works have been done by international 
organizations and standards groups regarding the security 
standards and frameworks of IoT [68], [69]. These standards 
are important due to the need to have a uniformity, 
compatibility and safety of the IoT systems [70]. The 
International Telecommunication Union (ITU) [71], the 
International Organization for Standardization (ISO) [72], the 
International Electrotechnical Commission (IEC) [73], and the 
Institute of Electrical and Electronics Engineers (IEEE) [74] set 
significant standards. Organizations such as National Institute 
of Standards and Technology (NIST), the IoT Security 
Foundation, and European Union Agency for Cybersecurity 
(ENISA) have issued recommendations and best practices for 
protecting IoT systems [46], [75], [76]. 

These organizations have published several vital IoT 
standards such as  

• ITU is an organization that deals with the regulation of 
telecommunication standards. 

o ITU-T Y.2060 is one of its standards that 

provides detail on the structure of IoT and the 

key enablers for IoT. 

o The ITU-T Y. 4000-Y.4999 series 

encompasses a number of recommendations 

that are associated with the design, 

requirements, and challenges of the IoT. 

• ISO has prescribed ISO/IEC 27030 and ISO/IEC 30141 
which are associated with security strategies for IoT. 

o The ISO/IEC 27030 standard defines 

guidelines for Information Security Risk 

Management in IoT systems. 

o The ISO/IEC 30141 is a standard that defines 

the architecture of IoT to ensure that the 

different IoT systems are compatible and also 

secure. 

• The IEC is an organization that deals with the 
standardization of many industries. 

o Among the standards developed by the IEC, 

one of the most important is the IEC 62443 

standard that is mainly oriented towards 

industrial automation systems and can be 

applicable to the IoT systems as well. It 

contains guidelines on the security of 

network and systems. 

• IEEE has also come up with standards that include IEEE 
2413 and IEEE P1451 regarding the security of IoT. 

o The IEEE 2413 standard defines the IoT. 

This framework is based on the concepts 

such as interoperability, security, and privacy 

concerns. 

o The IEEE P1451 standard is mainly devoted 

to the smart transducer interfaces and these 

are vital for the IoT. This standard focuses on 

the aspects of interoperability and security. 

• The NIST has produced a document called NIST Special 
Publication 800-183. 

o This publication provides a comprehensive 

and extensive overview of security in the IoT. 

It encompasses various aspects of security 

including device security, data security and 

network security. 

o The NIST Cybersecurity Framework is not 

aimed at IoT but it provides a robust model 

for managing and, therefore, minimizing 

cybersecurity risks in IoT environments. 

• The IoT security foundation can thus be viewed as a 
reference for the implementation of security in IoT 
devices and services right from the development of the 
concepts to the final product. 

• ENISA gives an insight of the guidelines and 
recommendations that are required in the IoT security 
compliance. 

o The Baseline Security Recommendations for 

IoT are quite specific and focus on preserving 

data, device, and network security for IoT 

devices.  

o The ENISA Good Practices for IoT and 

Smart Infrastructures are guidelines that offer 

real-life recommendations on how to secure 

IoT deployments and minimize the 

associated threats. 

• Thus, by adhering to these guidelines and models, 
organizations can ensure that their IoT systems are 
secure, interoperable, and reliable, which in turn 
enhances the confidence and reliability in any IoT 
solution offered. 

In conclusion, the previous study finds important findings 
regarding the security issues and challenges related to the IoT 
applications in Saudi Arabian startups. Thus, organizations can 
implement effective security measures and guidelines to 
minimize the risks and ensure the data security and privacy of 
IoT devices by referring to the standard and frameworks 
developed by international organizations and standards 
development organizations [69]. Although there is already 
research available, there is still a lack of information about the 
distinct computer security concerns that entrepreneurs in Saudi 
Arabia have when implementing IoT solutions. It is critical to 
address this deficiency in order to provide a safe and prosperous 
environment for IoT-enabled companies throughout the 
country [16]. Table II presents a thorough summary of the 
current study and offers valuable insights derived from the 
difficulties, characteristics, and suggestions. 
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TABLE II. COMPREHENSIVE OVERVIEW OF THE EXISTING  RESEARCH 

Section Summary Challenges Attributes Recommendations 

Global Perspective on 

Startup Ecosystems 

Developed nations prioritize 

fostering a cyber-threat-free 

environment to enable startup 
growth and entrepreneurship [54], 

[55], [56], [57], [58], [59]. 

 Regulatory barriers 

 Cybersecurity concerns  

 Interoperability issues 

 Government support 

 Access to capital 

 Technological 

infrastructure 

 Establish clear regulatory 
frameworks 

 Enhance cybersecurity education 
and awareness 

 Foster collaboration between 

government and industry 

Security Concerns in 

IoT-enabled Startups 

Security breaches undermine 

consumer trust and lead to 

significant financial losses; robust 
security measures are necessary 

[18], [62], [63]. 

 Data breaches 

 Compromised IoT 
devices 

 Encryption techniques 

 Authentication 
protocols 

 Intrusion detection 
systems 

 Implement end-to-end encryption 

 Regularly update firmware and 
software 

 Conduct security audits and 
penetration testing 

Factors Influencing IoT-

enabled Startup 

Ecosystem 

Success factors include 
technological infrastructure, 

government support, societal 

acceptance, and economic 
conditions [18], [52], [66], [67]. 

 Technological limitations 

 Limited government 

support 

 Societal resistance to 

technology 

 Economic instability 

 Telecommunication 
infrastructure 

 Government initiatives 

 Societal attitudes 

towards technology 

 Economic growth 

 Invest in expanding technological 
infrastructure 

 Provide incentives for startups 

 Promote digital literacy programs 

 Foster economic diversification 

and stability 

Saudi Arabia's Endeavor 

in Fostering IoT-enabled 

Startup Ecosystem 

Saudi Arabia invests in initiatives 
like the e-Government program and 

Saudi Vision 2030 to foster 

entrepreneurship [3], [4], [6], [13], 
[14]. 

 Limited access to funding 

 Infrastructure gaps 

 Bureaucratic issues 

 Government 
investments 

 Strategic initiatives 

 Vision 2030 initiatives 

 Establish dedicated funding 

programs for startups 

 Improve infrastructure 

development 

 Streamline regulatory processes 

and reduce bureaucratic red tape 

Standards and 

Frameworks for IoT 
Security 

International organizations and 

standards bodies have developed 

standards and frameworks to ensure 
IoT system security [46], [71], [72], 

[73], [74], [75], [76], [77]. 

 Lack of standardized 
regulations 

 Complexity of 

compliance 

 ITU standards 

 ISO/IEC standards 

 IEEE standards 

 Implement standardized security 

protocols and guidelines 

 Simplify compliance procedures 

and provide support for 
implementation 

 Encourage participation in 

certification programs and 
compliance frameworks 

IV. IOT-DRIVEN COMPUTING CHALLENGES IN SAUDI 

ARABIAN START-UPS 

This section explores the computational challenges faced by 
startups in Saudi Arabia, namely those that hinder their ability 
to expand and innovate. Fig. 2 shows that most of the 
computing problems IoT-driven startups in Saudi Arabia face 
are caused by four main things: worries about cybersecurity [4], 
[9], a lack of skilled IT professionals [9], [16], problems with 
infrastructure [8], [16], and issues with following rules and 
regulations [3], [15]. 

Among all the problems, cybersecurity is the most 
significant and pressing issue because it has an immediate 
impact on the operations and sustainability of organizations that 
use IoT devices. Due to the fact that these organizations are in 
the digital environment, they are very vulnerable to cyber risks, 
which may affect the important information, services, and, 
consequently, consumer trust. This issue shows that there is a 
necessity of proper cybersecurity measures which might be 
difficult for startups since they have a small budget. 

Lack of Skilled IT 

Professionals

IoT-driven Start-ups failure

Cybersecurity 

Concerns

Infrastructure 

Limitations

Regulatory and 

Compliance Issues

 

Fig. 2. Computing challenges in Saudi Arabian IoT-driven start-ups. 
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A. Cybersecurity Concerns 

Startups in the Saudi Arabia are becoming more 
technology-oriented and apply digital technologies in their 
business processes which makes cybersecurity an important 
factor for them [4]. In view of the above, it is important that the 
valuable information and systems are protected as more cyber 
threats and attacks are being reported in the context of IoT-
based startup companies [9]. 

However, some of the Internet of Things (IoT) start-ups 
might lack the necessary funds and personnel to develop robust 
cybersecurity mechanisms [12]. Lack of funding and lack of 
skilled personnel in the IT department are other drawbacks in 
their IT systems [4], [16]. Moreover, the identified danger of 
the dynamic nature of cyber threats is a continuous challenge 
that requires the permanent monitoring and tuning of the 
security measures [8]. 

This makes it essential for IoT based start-ups to prioritize 
the spending on cybersecurity technologies and protocols in 
order to address cybersecurity issues. In collaboration with 
cybersecurity professionals and employing cloud-based 
security measures, organizations can enhance their defenses 
against cyber threats [4], [8]. Also, organizations can minimize 
risks by raising awareness on the importance of cybersecurity 
and conducting comprehensive trainings [4], [9]. This section 
discusses some of the most significant and diverse 
cybersecurity threats that are directed towards IoT applications. 

1) Security threats to IoT applications: Due to the 

increased integration of IoT devices, along with the big data 

they generate, the IoT faces a high level of security threats [76]. 

IoT devices often lack basic security features like secure boot 

and encryption and are vulnerable to exploitation through 

default configurations, weak passwords, and unencrypted 

communication channels [68]. These risks can lead to 

unauthorized access, data manipulation, or device compromise, 

which can be risky to privacy and organizational credibility. 

Thus, high-profile attacks like the Mirai botnet attack and the 

Stuxnet worm emphasize the importance of security in IoT 

systems [78], [79]. 
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Fig. 3. Different security threats to IoT applications. 

The IoT ecosystem consists of four layers: They are sensors 
and actuators, communication networks, middleware, and end-
to-end applications. Each layer has its own security challenges 
and gateways help in transferring data from one layer to 
another. The existence of the weaknesses at these levels makes 
it vulnerable to attacks and, therefore, a need to understand the 
security situation [63]. Fig. 3 highlights these vulnerabilities 
and underscores the importance of preventive security 
measures in securing IoT applications from potential attackers. 

a) Security Concerns about the Sensors and Actuators 

(Sensory) Layer 

Threats to the sensory layer, which consists of physical 
sensors and actuators, include node capture, side-channel 
attacks, and malicious code injections [63]. 

o Node capture: Attackers replace low-power nodes with 

malicious ones. Solution: Employing physical security 

measures to safeguard nodes and utilizing tamper-resistant 

hardware will effectively deter node capture. 

o Malicious Code Injections: Affect the potential of nodes. 

Solution: Secure boot and coded signing prevent the usage 

of unauthorized software on the devices. 

o Side-Channel Attacks: In this case, the program utilizes 

CPU microarchitectures to gain data without permission. 

Solution: It is possible to decrease the effect of these 

attacks by employing hardware encryption and shielding 

measures. 

o Eavesdropping and Interference: Target IoT systems in 

public areas. Solution: Employing encrypted 

communication channels and frequency-hopping methods 

may effectively safeguard against eavesdropping and 

interference. 

o Sleep Deprivation and Booting Attacks: Cause devices to 

become inoperable or compromised. Solution: Deploying 

robust firmware update mechanisms and using advanced 

anomaly detection systems may effectively detect and 

mitigate these types of attacks [2], [21], [23]. 

b) Security Concerns about the Communication Network 

(Network) Layer 

The network layer, which is responsible for delivering data, 
gets vulnerable to the phishing scams, unauthorized access, and 
denial of services (DoS) [63]. 

Phishing: mainly focuses on the IoT devices with the aim of 
collecting the login details. Resolution: It is possible to 
eliminate this risk by implementing and using multi-factor 
authentication (MFA) and training the users to recognize 
phishing schemes. 

• Access attacks: Their role is to infiltrate the networks 
and to obtain information from there. Solution: It is also 
recommended to prevent illegal access through 
improving the establishment of robust network access 
control (NAC) and implementing intrusion detection 
systems (IDS).  

• DDoS attacks: These are such as flooding the servers; 
an act that ends up disrupting the provision of relevant 
services. Solution: The attacks can be prevented by 
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using rate restriction, traffic analysis and services that 
prevent Distributed Denial of Service.  

• Data transit and routing attacks: Their objective is to 
challenge the authenticity of data and juncture involved. 
Solution: On data transmission, it is possible to ensure 
data security and prevent the information from being 
intercepted in the process by employing secure and well 
encrypted end to end and safe routing pathways. 

c) Security Concerns about the Middleware Layer 

The extra layer called the middleware is also a weak link 
due to the risk of man-in-the middle attack, SQL injection and 
cloud malware injection [63]. 

• Man-in-the-Middle Attacks: These are such as 
controlling the protocol like the MQTT through which 
unlawful communication is made. Solution: Mutual 
authentication along with TLS (Transport Layer 
Security) could possibly help prevent such attacks.  

• SQL injection: Combined with the factors above, it 
complicates and compromises the integrity of data. 
Resolution: Using parameterized queries or using input 
validation, one can meet the needs to counter SQL 
injection.  

• Cloud Malware Injection and Flooding Attacks: They 
are designed for cloud infrastructure. Solution: To 
counter such threats, it is recommended to work with 
cloud safeguards that cover API protection, the 
assessment of critical weaknesses more often, and 
implementation of cloud-native security solutions. 

d) Security Concerns about the End-To-End Application 

(Application) Layer 

The application layer, which is directly related to the end-
users, is concerned with problems like data theft, access control, 
and service interruption attacks [63].  

• Malicious code injection and sniffer attacks can further 
lead to threats to the system integrity. Resolution: 
Implementing application firewalls; code reviews on a 
regular basis; having secure coding practices may 
minimize these risks. 

• Reprogramming attacks: These have the propensity of 
causing hijacking of the network. Using such measures 
as implementing secure firmware upgrade and code 
signing will help to ensure that only trustworthy code is 
run on the devices. 

e) Security Concerns about Gateways 

While gateways are necessary to interconnect IoT devices, 
these devices are still susceptible to eavesdropping as well as 
man-in-the-middle attack during GW on-boarding [43], [61].  

o Man-in-the-Middle Attacks: Solution: To eliminate the 

possibility of a third-party intercepting said information, a 

means of mutual authentication, as well as encrypted 

pathways of communication needs to be established.  

o Eavesdropping resolution: It can be prevented by ensuring 

that the onboarding procedure that is invoked during the 

entire process is safe from the people who would want to 

snoop on the data transfer process and by making sure that 

the information exchanged has the highest level of 

encryption possible.  

o Updating firmware must be done securely. Solution: We 

can therefore exclude the so-called unwanted access into 

the firmware by embracing reliable update procedures and 

ensuring the firmware is validated prior to use. 

f) 4.1.1.6 Other Security Concerns 

IoT devices provide issues like insufficient authentication, 
encryption mechanisms, and physical security measures [80], 
[81]. Implementing standardized protocols, regularly updating 
software, and having solid APIs are essential for reducing these 
risks. It is essential to address privacy concerns, supply chain 
vulnerabilities, and legacy system integration challenges in 
order to provide complete security for the Internet of Things 
(IoT) [78]. 

To address these difficulties, researchers propose using 
robust authentication, encryption, regular firmware upgrades, 
security audits, and industry-wide standards to minimize the 
security risks associated with IoT [44], [48], [49]. 
Implementing such solutions is crucial for protecting IoT 
applications and guaranteeing their ability to withstand 
emerging threats. 

1) IoT Users’ Privacy Concerns, Scalability and 

Interoperability 

Currently, the risk of privacy compromise has been deemed 
very high, especially in areas such as the smart home since there 
is a growing prevalence of networked IoTs. This is the case 
because tracking user activity in such contexts could 
inadvertently disclose private data [82]. With IoT data storing 
parameters for individual customers the opportunity to use this 
chance to develop new products and individualized advertising 
has emerged the issues with data utilization and breaches that 
may lead to issues like identity theft. Various governments 
including the Saudi Arabia are trying to mitigate the challenges 
that relate to data governance and protection of data through 
organizations like the Saudi Data and Artificial Intelligence 
Authority (SDAIA) [83]. Thus, compliance with the rules of the 
protection of personal data prescribed by the international legal 
acts, including the General Data Protection Regulation created 
by the European Union [82], proves commitment to ethic data 
usage in IoT environments. 

In the same way, more and different IoT devices increase 
the management and scalability challenges [62]. This means 
that there is a need to fit in large volumes of data, which exerts 
storage and network resources pressures so that interoperability 
enhances efficient data exchange across platforms and devices. 
Integration is key in the formation of composite services most 
importantly in smart city initiatives whereby the collaboration 
of IoT devices enhance distribution of resources and 
management of the civil structures [84]. 

In response to concerns about scalability and 
interoperability, IoT platforms and middleware have become 
popular solutions. These solutions include various features, 
such as device management, data integration, and application 
development [68]. These technical interventions reduce 
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fragmentation and inefficiencies while maximizing the 
advantages of IoT technology. In order to guarantee the 
ongoing development and effectiveness of IoT ecosystems, it is 
important to prioritize privacy protections, scalability, and 
interoperability, as shown in Fig. 4. 

Privacy

ScalabilityInteroperability 

Enhancement pack 

IoT Platforms 

Sustainable growth and efficacy of 

IoT ecosystems  

Fig. 4. Ensuring a sustainable growth and efficacy in IoT ecosystems. 

B. Other Computing Challenges in Saudi Arabian Start-ups 

This section examines the computational difficulties 
encountered by start-ups in Saudi Arabia, emphasizing 
significant barriers impeding their expansion and ingenuity. 

1) Lack of skilled IT professionals: A significant challenge 

that start-ups in Saudi Arabia encounter is the limited 

availability of highly trained IT experts [9], [16]. Although 

there is a growing need for skilled professionals in fields like 

software development, data analytics, and cybersecurity, there 

is still a lack of competent workers to meet this need [4]. The 

country's education system may not adequately equip students 

with the skills and knowledge required for employment in IT-

related industries, resulting in a limited supply of local talent 

for start-ups to hire. Additionally, the favoritism towards 

engineering and business degrees in comparison to IT fields 

worsens this shortage [10]. 

In order to tackle this difficulty, it is necessary to implement 
efforts that aim to enhance IT education and training programs 
at academic institutions and vocational training centers [9], 
[16]. Due to the lack of adequate number of skilled IT staffs, 
students should be encouraged to pursue IT degrees and 
professionals should be motivated to enhance their skills in the 
development of technologies. 

2) Infrastructure limitations: Infrastructure restraints 

currently present a significant barrier to start-up firms in Saudi 

Arabia [16]. Although there have been improvements in the 

development of digital infrastructure, there are still gaps that 

remain, particularly in rural and disadvantaged regions [12]. 

Limited availability of dependable internet connections and 

power interruptions may disrupt corporate operations and 

hinder the use of digital technology. Also, the expense 

associated with building and sustaining infrastructure may be a 

hindrance for new businesses, particularly those with low 

financial means [8]. 

In order to overcome the limits of infrastructure, start-ups 
have the option to consider other solutions, such as using shared 
infrastructure services and forming partnerships with existing 
technology providers [13], [85]. It will prove useful to explore 
more efficient methods of obtaining the required IT solutions, 
such as cloud solutions and software-as-a-service (SaaS). 
Moreover, contributing to the government initiatives that aim at 
the improvement of the digital connectivity and the increase of 
the internet accessibility can also contribute to the formation of 
the more suitable environment for the start-ups [10]. 

3) Regulatory and compliance issues: Besides those 

common challenges, start-ups in Saudi Arabia face another 

challenge that is the tough regulatory and compliance 

requirements [3], [15]. With many start-ups emerging and 

constantly advancing technologies, legislation and law 

practices may be intricate with constantly varying 

differentiations and yet posing challenges of ensuring 

technology and data compliance. Thus, data privacy, 

intellectual property rights and some industry-specific rules add 

up to the complexity of the operational environment [16]. Also, 

there may be challenges incurred by start-ups due to 

bureaucratic procedures and legal issues which may hinder 

market entry and growth [14]. 

In considering how to overcome barriers and challenges to 
new start-ups, it will be necessary for start-ups to adopt 
regulatory compliance as a critical consideration and to 
formally include compliance as part of the business strategy. It 
may be helpful to involve a legal counsel and to follow the 
changes in legal regulation in order to minimize the risks and 
adhere to the laws. Moreover, backing regulatory adjustments, 
and also participating in the process of assisting governmental 
bodies in making procedures less burdensome can potentially 
contribute to improvement of the environment for start-ups 
[13]. 

In conclusion, the major challenges that start-ups in Saudi 
Arabia experience following computational issues includes: 
The absence of skilled IT personnel, limited infrastructure, and 
legal and regulatory issues. To tackle these difficulties, it is 
necessary for stakeholders from government, business, and 
academia to work together and create an environment that 
promotes innovation and growth [7], [10]. By surmounting 
these obstacles, start-ups may unleash their full capabilities and 
make a significant contribution to the country's economic 
diversification and digital transformation. 

V. THE ROLE OF VISION 2030 IN PROMOTING IOT 

This section analyses how Vision 2030 has helped in the 
incorporation of IoT to Saudi Arabia’s dream of a smarter 
future and diversification of economy. Vision 2030 was 
formulated by the Saudi Arabian government as a major social 
program aimed at diversifying its economy and developing it in 
various spheres [6]. The main goals of the organization are to 
improve the business climate, attract foreign investment, and 
foster innovation and entrepreneurship [6]. 

Saudi Arabia views the integration of IoT technology into 
Vision 2030 efforts as a crucial method for driving digital 
transformation, enhancing productivity, and fostering 
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innovation [3]. The main goals of Vision 2030 are shown in Fig. 
5. They include building smart cities, speeding up the digital 
transformation of society, businesses, and government, 
supporting innovation, encouraging industrialization, and 
giving digital health top priority [86], [87]. These projects use 
IoT technology, including sensors, actuators, and networked 
devices, to enable the digitalization of processes, the gathering 
of data, and the optimization of operations [83]. 
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Fig. 5. Achieving Saudi Vision 2030 via digital transformation. 

Furthermore, the government plays a significant role in 
assisting secure IoT-driven start-ups via many channels. Such 
resources consist of financial assistance, grants, access to 
spaces that incubate entrepreneurial ventures, accelerated 
programs for business, and hubs for innovation. The Badir 
Program for Technology Incubators and the KAUST 
Entrepreneurship Centre offer crucial support in the form of 
guidance, development, and connection-making to start-ups 
[7], [10], [54], [83]. Moreover, regulation authorities ease 
bureaucratic processes and establish conducive conditions for 
safe IoT-led start-ups through setting up of regulatory 
sandboxes and innovation zones. 

The government also makes provisions for expending funds 
on skills development programs to improve the competencies 
of businesspersons and other professionals operating in the IoT 
value chain. The National Industrial Development and 
Logistics Program (NIDLP) provides necessary skills 
development, training sessions, and capacity enhancement 
interventions [88]. The government develops a pool of human 
capital to have skilled IoT personnel who can promote 
innovative development [54]. 

Saudi Arabia is moving towards promoting its Vision 2030 
framework of bringing innovation and sustainable growth in 
business through supporting its programs in IoT technology and 
helping in the financial assistance in IoT based start-ups. It is 
therefore possible for Saudi Arabia to position itself as one of 
the foremost global leaders in IoT enablement and innovation 
through its smart investments, strategic changes in policies, and 
the promotion of partnership. 

Furthermore, Table III shows the comparison of proposed 
and existing research on IoT security in Saudi Arabia Start-ups. 

TABLE III. COMPARISON BETWEEN PROPOSED RESEARCH AND EXISTING 

STUDIES ON IOT SECURITY IN SAUDI ARABIAN START-UPS 

Aspect Proposed Research Existing Studies 

Target 

Examines IoT 
security challenges 

specifically in Saudi 

Arabian start-ups. 

Various studies 

cover IoT security 

across different 
sectors globally but 

may not focus 

specifically on Saudi 
start-ups  [18], [62], 

[63]. 

Objectives 

Identify cybersecurity 

risks, analyze the 

impact of IoT 
networking on 

privacy/security, and 

propose mitigation 
strategies. 

Existing research 
often identifies 

security risks, 

however, lack 
comprehensive 

frameworks for 

specific contexts like 
Saudi Arabia [3], 

[4], [6], [13], [14]. 

Methods 

Review of diverse 
publications and 

analysis of 

cybersecurity issues 
in the context of 

Saudi Vision 2030. 

Many studies utilize 
case studies or 

empirical data, 

potentially 
overlooking broader 

contextual analyses 

like national 
strategies [54], [55], 

[56], [57], [58], [59]. 

Importance Findings 

Highlights distinct 

cybersecurity 
obstacles faced by 

IoT-enabled 

businesses in Saudi 
Arabia; calls for 

funding, 

collaboration, and 

education. 

Most of studies 

mention general IoT 

security challenges 
but may not address 

specific funding or 

educational needs in 
emerging markets 

[46], [71], [72], [73]. 

Contextual Relevance 

Positions research 
within Saudi Arabia's 

economic goals and 

Vision 2030. 

Various existing 

studies focus on 

developed countries 
or global trends 

without considering 

local economic and 
cultural factors [74], 

[75], [76], [77]. 

Recommendations 

Advocates for a 

cooperative strategy 
involving 

policymakers, 

industry stakeholders, 
and entrepreneurs to 

enhance IoT security. 

Many studies 

recommend 
technical solutions 

or policy 

frameworks; 
however, they did 

not emphasize 

collaboration with 
local stakeholders 

[13], [14]. 

Contributions to the 

Field of Research 

Provides novel 

insights and a 

framework tailored to 
the unique challenges 

of Saudi Arabian 

start-ups in IoT. 

Most of existing 
research do not 

focus on the unique 

socio-economic 
landscape of Saudi 

Arabia, limiting 

their applicability 
[46], [71], [72], [73]. 
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VI. DISCUSSION ON FUTURE DIRECTION AND 

RECOMMENDATIONS 

This section provides a discussion on the paths that are to 
follow and gives recommendations on ways through which the 
Saudi Arabian government can foster the evolution of safer IoT 
devices led start-ups and promote creativity. These attempt to 
offer a strategic approach; however, it is high time to consider 
them in relation to the existing socio-economic conditions in 
Saudi Arabia and the peculiarities of the mentioned 
cybersecurity challenges. 

1) Establish innovation networks: Creating innovation 

networks may help stakeholders share resources, skills, and best 

practices, leading to increased creativity and the ability to 

overcome difficulties [88]. These networks should highlight 

cybersecurity best practices to ensure that IoT start-ups place a 

high value on security right from the beginning. 

2) Encourage open innovation: The open models help 

start-ups access resource, technologies and market 

opportunities and in turn existing enterprises can avail benefits 

of external innovation and entrepreneurial skills [89]. Some 

measures to empower open innovation may involve 

establishing safe IoT spaces and information sharing systems 

that enhance the knowledge of potential cybersecurity threats 

and the ways to combat them. 

3) Support technology transfer: The government should 

endorse technology transfer efforts and collaborations to 

expedite the commercialization of research and innovation [54]. 

It is important to focus on sharing information and technologies 

that improve the security of the Internet of Things (IoT) such as 

blockchain technology. This will assist in avoiding new 

innovations from negating the authenticity of the data or the 

confidentiality of the user. 

Cultivate a Culture of Innovation and Entrepreneurship: 
The implementation of the culture of innovation and 
entrepreneurship plays a key role in establishing secured IoT 
based Start-ups and Innovations in Saudi Arabia [85]. The 
following are the primary recommendations: 

• Promoting a new organizational culture where people 
would embrace the principles of entrepreneurship in 
tackling cybersecurity issues.  

• Supporting and encouraging start-up incubation and 
acceleration initiatives that focus on enhancing safe IoT 
innovation. 

• Celebrating achievements in entrepreneurship, 
including specific accomplishments that can potentially 
convey success in protecting IoT applications. 

• State-sponsored honors, competitions, and meetings can 
inform about successes of prospering start-ups and 
businesses to inspire a new generation of innovators and 
actors of change [18]. 

4) Leverage international partnerships: Consequently, it’s 

wiser for Saudi Arabian IoT-drive start-ups to capitalize on 

foreign partnerships since this will afford them the international 

markets and foreign experience along with the advanced 

technologies that are vital for their growth [13]. Some 

recommendations are as follows: 

• Remain committed to the search for international 
cooperation and funding sources to strengthen 
protection of IoT networks with the participation of 
specialized organizations. 

• Works with other universities and industries that have 
well-strategized cybersecurity system mechanisms 
across the globe for technology update and knowledge 
sharing. 

• Providing help in the access to international markets, 
distribution channels, and business networks while 
meeting international cybersecurity standards for start-
up companies. 

5) Specific socio-economic considerations: To make these 

suggestions realistic and effective in the Saudi context, the 

following should be considered given the country’s socio-

economic values:  

• Economic Diversification: ensuring that the 
development of IoT start-ups in Saudi Arabia aligns 
with the aims of economic diversification outlined in 
Vision 2030, with a specific emphasis on supporting 
non-oil industries. 

• Education and Training: More resources need to be 
directed to education and training that can help in 
improving cybersecurity and create workforce that can 
handle IoT security threats. 

• Regulatory Environment: Creation and enforcement of 
laws that foster IoT security, thus ensuring that the start-
ups follow the regional and international standards of 
cybersecurity. 

Thus, Saudi Arabia can contribute to the development of an 
active environment in the IoT industry by considering socio-
economic factors and specific cybersecurity challenges, as well 
as cooperation, innovation, and entrepreneurship [10]. This 
strategy will ensure that the economy grows and becomes 
prosperous as required by Vision 2030 while at the same time 
ensuring that the security of IoT systems is not compromised in 
any way. 

VII. CONCLUSION 

This paper has reviewed the literature on the adoption of IoT 
technology in start-up companies in Saudi Arabia with a focus 
on the cybersecurity challenges. The research highlights the 
critical cybersecurity risks associated with IoT adoption in 
Saudi Arabian startups, particularly in the context of data 
privacy and network security vulnerabilities. The study 
emphasizes the necessity for startups to implement advanced 
security measures despite limited resources and proposes 
strategic solutions, such as cloud-based security, collaboration 
with cybersecurity experts, and enhanced cybersecurity 
education. This research fills a notable gap by addressing the 
unique cybersecurity needs of startups in emerging markets, 
advancing the understanding of IoT security in the 
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entrepreneurial landscape. Moreover, the government is to seek 
solutions to social issues and promoting corporate growth 
through IoT investment, these start-ups face significant 
cybersecurity challenges. This is due to the fact that the threats 
are constantly evolving, and the resources available in such 
efforts are scarce. 

For this reason, start-ups need to allocate their resources to 
cybersecurity technology and procedures to address these 
issues. Another way of improving the organizations’ 
cybersecurity is through engaging the services of cybersecurity 
professionals, and the use of cloud technologies. In the same 
manner increasing the awareness of the public regarding the 
proper measures to take to improve cybersecurity and 
increasing the frequency of educational campaigns is also an 
effective way in increasing the level of cybersecurity 
preparedness. 

Therefore, there is the need to do more work and engage in 
more research to discover new strategies in the protection of 
IoT in Saudi Arabian start-ups. It is important to address the 
cybersecurity issues to harness the full potential of IoT, boost 
the economy, foster innovation, and position Saudi Arabia as a 
leader in the IoT technology sector. 

The IoT industry decision makers, stakeholders and 
investors in Saudi Arabia should ensure that proper cyber 
security measures are put in place and resources to be directed 
towards development of secured IoT ecosystem. Saudi Arabian 
start-ups could navigate their way through the cybersecurity 
environment and succeed in the era of digital and 
interconnected world by collaborating and investing more. 

Future Research and Implementation: 

• Lightweight Blockchain Protocols and Edge Computing 
Solutions: It is recommended that further studies focus 
on the enhancement of blockchain protocol that has low 
power consumption and is suitable for the IoT devices’ 
edge computing. 

• Standardized Cybersecurity Frameworks: From the 
findings of the present study, it can be suggested that 
there is a need for the formulation of suitable 
cybersecurity models that can be applied to the context 
of the startups and at the same time ensure that all the 
IoT systems are compliant. 

• Synergy among academia, industry, and government: 
This implies that new challenges must be taken and safer 
IoT technologies and environments have to be created. 

• Educational Initiatives: Awareness and education of 
entrepreneurs and IT specialists in the context of the 
creation of secure IoT systems can be considered as one 
of the most significant activities directed towards the 
development of the IoT security sphere. 

Implementing these measures can help Saudi Arabia create 
a competitive environment in the IoT industry and promote 
cooperation, innovation, and business growth. This strategy 
will foster economic growth and prosperity in line with Vision 
2030 while at the same time focusing on the security of IoT 
devices. Through close cooperation with all stakeholders, the 

country can become a global leader in safe and innovative IoT 
solutions. 
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Abstract—The proliferation of Internet of Things technolo-
gies has revolutionized the landscape of indoor environmental
monitoring, offering opportunities to enhance comfort, health,
and energy efficiency. This paper presents the development and
implementation of a low-cost IoT sensor system designed for
indoor monitoring with a Machine Learning-driven prediction-
based data collection approach. Leveraging deep learning algo-
rithms, the IoT device predicts significant environmental changes
and dynamically adjusts the data collection frequency to optimize
energy consumption and data transmission. Experimental results
demonstrate the system’s ability to accurately predict environ-
mental variations, resulting in a reduction in data transmission
and power usage up to 96% without compromising the moni-
toring quality. The findings highlight the potential of prediction-
based data collection as a viable solution for sustainable and
effective indoor environment monitoring on low-cost IoT devices.

Keywords—IoT; indoor monitoring; prediction-based data col-
lection; deep-learning

I. INTRODUCTION

The widespread diffusion of Internet of Things (IoT)
technologies has transformed various contests, ranging from
environmental monitoring to smart buildings, agriculture, and
transportation. In the indoor monitoring field, IoT systems
enable real-time data collection from numerous sensors, pro-
viding opportunities to enhance comfort, health, and energy
efficiency. By monitoring parameters such as temperature, hu-
midity, air quality, and occupancy, these systems can optimize
environmental conditions for the well-being of occupants while
minimizing energy consumption [1]. However, traditional IoT-
based environmental monitoring systems often rely on con-
tinuous data collection, leading to excessive power consump-
tion and inefficient data transmission, especially in resource-
constrained environments [2]. The challenge of balancing
data accuracy and energy efficiency is particularly significant
for low-cost IoT systems, where prolonged battery life and
reduced data transmission costs are critical. Recent advance-
ments in Machine Learning (ML) offer potential solutions to
this issue. ML techniques can enable IoT devices to predict
environmental changes dynamically, allowing for adaptive data
collection strategies that optimize energy use without compro-
mising the quality of monitoring. This paradigm shift from
static to Prediction-Based Data Collection (PBDC) has the
potential to enhance both the sustainability and effectiveness
of IoT systems in indoor environments [3].

In particular, PBDC retains the original sampling frequency
of the application while reducing energy consumption by
minimizing the amount of data that needs to be transmitted
[4]. This is achieved by constructing a model of the sensed

data, which is then used both at the sensor and at the sink
to estimate the sampled data points. When a new sample is
obtained, the sensor checks if it falls within the predefined
error tolerance. If it does, no further action is required (i.e.
data are not sent); if not, a new model is created and sent to
the sink.

In this paper, we present the development and implementa-
tion of a low-cost IoT sensor system for indoor environmental
monitoring that leverages machine learning to optimize data
collection and transmission. By employing ML algorithms to
predict significant environmental changes, our system dynam-
ically adjusts the frequency of data collection, resulting in
reduced power usage and data transmission overhead. Experi-
mental results demonstrate that the proposed system accurately
predicts environmental variations, achieving energy savings of
up to 96% while maintaining high data quality.

The contributions of this work are twofold:

• We introduce a low-cost IoT sensor for indoor moni-
toring capable of easily measuring environmental pa-
rameters, and we characterize it on a real deployment.

• We implement a PBDC strategy by means of deep-
learning models, and we deeply characterize its effi-
ciency in terms of average error and transmission ratio
with respect to a traditional approach.

The rest of the paper is organized as follows: Section II
provides related work on IoT low-cost sensors and PBDC-
enabled devices. Section III describes the hardware-software
IoT architecture and provides a detailed description of the
PBDC mechanism we implemented using ML models. In
Section IV, we provide a detailed description of the case study
based on a real prototype deployment, and we discuss the
results and findings, while Section V concludes the paper.

II. RELATED WORKS

In the literature, several authors have addressed the re-
search and development of tools and systems for monitoring
environmental metrics, particularly focused on measuring and
controlling Indoor Air Quality (IAQ). Among these, Saini et
al. [5] presents a systematic review of the current state of
the art in IoT-based IAQ monitoring systems. They examined
numerous studies published between 2015 and 2020, finding
that most of the research has been conducted in countries
such as Portugal, China, India, and Malaysia. Their findings
also reveal that a significant portion of studies focuses on
monitoring comfort parameters and CO2 levels, with many
systems being implemented using Arduino or Raspberry Pi.
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Several studies have investigated the use of edge and fog
computing devices in air quality monitoring. For instance,
Bianconi et al. [6] proposed an IoT system to improve citi-
zens’ well-being in Savona, Italy. Their findings highlight the
network’s capability to monitor well-being over the long term
and promptly respond to critical situations when necessary.
Similarly, Narayana et al. [7] introduced an advanced real-
time environmental monitoring system leveraging IoT and
wireless sensors. This system employs innovative techniques
for monitoring water treatment and air quality, capturing real-
time data on air, water, waste, energy, and soil, thereby making
a significant contribution to sustainable living.

Focusing on indoor environments, various systems have
been developed to monitor air quality using IoT technology,
capable of tracking PM2.5, CO2, temperature, and humidity
simultaneously [8]. Some of these systems also include pre-
dictive capabilities, providing alerts for potentially hazardous
conditions [9]. Additionally, Sung et al. [10] applied a com-
bination of air quality indices, including the carbon dioxide
index and the air quality index from the American Society
of Heating, Refrigerating, and Air-Conditioning Engineers, to
simulate the impact of these factors on indoor air quality.

AI-based approaches are also gaining momentum, with
models such as Long Short-Term Memory (LSTM) being
applied to predict future CO2 concentrations, thus improving
IAQ management systems by enabling preemptive actions.
Other studies have integrated multi-headed Convolutional Neu-
ral Network (CNN) models to enhance air quality predictions
through transfer learning, which boosts system efficiency, even
in environments with limited data [11].

In sensor-based IoT applications, the majority of the energy
budget is consumed during the transmission of collected data
[12]. In the literature, various methods, such as data compres-
sion, data quantization, and data aggregation, are available
[13]. However, we focus on PBDC due to its simplicity
and proven effectiveness in scenarios involving periodic data
collection [14].

In PBDC, the original sampling period required by the IoT
application is preserved, but the total amount of transmitted
data is reduced [15] by creating a forecasting model for
the sensed data. This model is shared among both the IoT
sensors and the collecting server. At the IoT device level, each
new sample is checked to see if it falls within acceptable
error margins. If it does, no action is taken (i.e. no data
transmission occurs); if it doesn’t, a new model is generated
and sent to the sink. If the model accurately reflects the data
trend, network communication, and energy can be significantly
reduced, sometimes by as much as 99% [16], [17], [18], [19].
Since the early days of IoT research, various models have
been explored. Probabilistic models [20], [21] approximate
data with user-specified confidence but require domain experts
to encode special data characteristics. Other techniques include
linear regression [22], [14], autoregressive models [23], and
Kalman filters [24], but these demand substantial memory
and computational resources, making them challenging to
implement on resource-constrained devices.

With the introduction of artificial intelligence tools, many
researchers began exploring a novel approach to time series
forecasting based on machine learning. They employed clas-

sical machine learning methods and models, such as support
vector machines (SVM), random forests (RF), and backpropa-
gation (BP), for time series forecasting tasks achieving better
results [25], [26].

In the last decades, the rapid development of IoT tech-
nology has led to the generation of massive amounts of time
series data. These extensive time series datasets often exhibit
high dimensionality and nonlinearity, making it challenging
to achieve the desired prediction accuracy using previous
machine learning or statistical methods. To address this chal-
lenge, researchers have introduced deep learning methods
such as LSTMs, Recurrent Neural Networks (RNNs), and
Gated Recurrent Units (GRUs) to tackle the prediction and
analysis of massive multivariate time series data achieving
significant success [27], [28]. In the IoT domain, forecasting by
means of deep-learning techniques has been prevalently used
to reconstruct missing or corrupted data in order to enhance
system reliability [29], [30], [31], [32]. The computational
demands of deep learning tools present a significant challenge
in meeting the constraints of tiny sensors. Consequently, in-
sensor direct deep-learning forecasting approaches seem to
be uncommon. Recently, Lalouani et al. proposed a study
on the energy efficiency of an ECG wearable sensor through
predictive sampling [33]. In particular, the authors used an
LSTM network to assess whether a sample can be predicted
using the previous ones, subject to a certain inaccuracy bound.
Samples that can be accurately predicted are skipped, while
the rest are buffered to be sent to the gateway. The authors
simulate the energy efficiency of the method by computing
the number of skipped samples starting from an ad-hoc created
ECG dataset.

The various methods described so far offer significant
advantages but present challenges limiting their effectiveness.
For example, edge and IoT devices provide rapid responses but
face scalability and reliability issues, which may be imprecise
in complex environments. Data compression and aggregation
techniques reduce transmission costs but introduce the risk
of losing critical information. Finally, machine learning tech-
niques ensure accurate predictions but require high computa-
tional resources, making them less suitable for IoT devices
with limited capabilities.

This paper presents a low-cost IoT sensor platform capable
of monitoring indoor air quality with an integrated PBDC
algorithm. The hardware-software stack of the platform is
described, and the performances are deeply characterized. Our
work differs from Lalouani’s in two ways: first, we introduce a
prototype of a general-purpose IoT platform deployed on a real
testbed for indoor monitoring; second, we deeply characterize
the PBDC strategy on top of the real testbed by highlighting
the tradeoff between measurement error and the ratio of saved
packets with respect to a traditional approach.

III. THE PROPOSED ARCHITECTURE

In this section, we introduce the IoT sensor architecture,
examining both its hardware and software components. We
provide a detailed analysis of the main processing unit, the
ESP32, and discuss the various environmental sensors in-
stalled. The main schematic of the device is reported in Fig. 1
while the 3D model, comprising the enclosure box, is shown
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in Fig. 2. Additionally, we present the software stack that
manages all operational phases of the IoT sensor. Lastly, we
describe the PBDC system capable of dynamically choosing
when sending data to reduce energy consumption.

Fig. 1. Schematic of the IoT device together with the main sensors
connected to the Espressif ESP32 development kit.

Fig. 2. 3D model view of the custom-made sensors enclosure box along
with a 3D representation of the sensors installed in the device.

A. Main Processor

The main processor used within the IoT sensor is the
ESP32. The ESP32 is a MicroController Unit (MCU) devel-
oped by Espressif Systems and renowned for its wide range of
applications and its versatility in the field of IoT and embedded
projects requiring wireless connectivity. Our application used
the ESP32-wroom-32 DevKit variant, equipped with Wi-Fi
and Bluetooth connectivity, an Xtensa dual-core processor, 400
KB of RAM, and 4 MB of flash memory [34]. Applications
for the ESP32 are typically written using the Espressif IoT
Development Framework (ESP-IDF) using the C or C++
language [35]. This framework offers a series of libraries that
allow for the management of every aspect of the device, such
as communication with the integrated GPIO pins, connecting
to the Wi-Fi network, and enabling deep-sleep mode.

B. Sensors

We installed a series of sensors inside the device that can
measure different physical parameters of the environment. The
CO2 sensor measures the concentration of carbon dioxide
using an infrared system. This sensor measures infrared light
passing through a gas and absorbed proportionally to the
concentration of CO2 present in the air. In particular, this
sensor is able to measure CO2 values in a range from 0 to
5000 parts per million (ppm) and communicates with the MCU
through UART and PWM protocols. The dust sensor measures
the concentration of particles suspended in the air using laser
optical technology. This sensor can detect particles of variable
sizes, from PM1.0 to PM10.0 with great precision even in
very low concentrations. The sensor is equipped with UART
and I2C digital interface. The air quality sensor uses an array of
chemical sensors that detect different gases to measure Volatile
Organic Compounds (VOCs) and equivalent CO2 (eCO2) with
high accuracy. The temperature and humidity sensor is capable
of measuring temperatures in a range from 0 ◦C to 50 ◦C and
humidity in a range from 20 %RH to 90 %RH at a frequency
of 1 HZ and using a single wire communication protocol that
makes integration with microcontrollers easy. Lastly, the noise
sensor uses a microphone to sample the sounds around it and
monitor the level of noise pollution in the environment. The
microphone is capable of sampling sound at a frequency from
20 Hz to 20 kHz, characteristic of human hearing, reducing
interference and noise to a minimum. The sensor uses the I2C
protocol to transmit audio data to the microcontroller while
consuming a few mW of power.

In addition to the sensors presented above, the platform
also exports several communication buses of the MCU to
allow connecting other external digital sensors. Moreover, the
platform also holds a red-colored LED and a 0.96” RGB
display. Their purpose is to show visual feedback to users
and maintainers; for example, the LED can flash with a
precise pattern to signal errors during operation. The display,
conversely, can be used to periodically show text information
related to the current air quality.

C. Software Stack

The sensor is designed to be a reliable and fully config-
urable platform while maintaining low power consumption,
fast response time, and future expandability. The firmware
was developed using the ESP-IDF framework based on the
FreeRTOS [36] operating system and written entirely using
C++. Fig. 3 shows a diagram of the main execution flows
characterizing the software stack. In particular, the software
is composed of three tasks: (i) measurement task, (ii) Telnet
task, and (iii) OTA task, represented in the figure by three
self-loops, each of which can execute in parallel using the two
available cores and the internal FreeRTOS scheduler.

The first task we will talk about is the Telnet task; as the
name implies, it is responsible for managing the Telnet service
and offers remote access and configuration to the device. This
service waits for new commands on port 23 and, as soon as a
new one arrives, it executes it. The interface provided by the
Telnet system is very similar to a common desktop Command
Line Interface (CLI). Listing 1 shows the code for a structure
representing a basic Telnet command. The name is a string
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Fig. 3. The main execution flows of the software stack of the IoT sensor.

that uniquely identifies the command, while run is a pointer
to a function executed when the command is called; finally,
help is a human-readable string used by the help command
describing the usage of all available commands.

1 typedef void (*cmd_on_run)(String cmd);
2

3 struct TelnetCommand {
4 String name;
5 cmd_on_run run;
6 String help;
7 };

Listing 1: Code for a structure representing a generic telnet
command.

In the code, a big static list is instantiated containing all the
commands available. At runtime, the Telnet service parses the
new events searching for one with a name that matches and
executes its run function, otherwise, it returns a “command
not found” error to the user. Several commands are available
through Telnet allowing the configuration of critical device
parameters, such as the device name, the calibration range for
each sensor, the time interval between measurements, and even
which sensors are enabled within the system. To ensure these
parameters persist after the device is powered off, they are
stored in the ESP32’s internal flash memory and are accessed

at every start.

The OTA task, on the other hand, implements an Over-The-
Air (OTA) update service, enhancing the convenience of man-
aging firmware updates. This service enables new firmware
versions to be uploaded remotely via a Wi-Fi connection, elim-
inating the need to disassemble the device for manual flashing
of the MCU. The OTA service continuously listens for updates
on port 3232. When a new firmware version is detected, it
initiates the update process by downloading the firmware and
verifying its integrity and security. To facilitate this process, the
ESP32’s memory is divided into two partitions. One partition
is dedicated to the boot process, while the other stores the
new firmware. At the end of the update procedure, the system
switches an internal flag to indicate which partition should be
used for booting. The device then reboots, starting the new
firmware, ensuring a seamless and efficient update process
without physical intervention.

Lastly, the measurement task serves as the core function
of the system. Its primary role is to periodically gather data
from the various sensors installed on the device, process this
information, and transmit it to the remote server for further
analysis. Other than simply collecting and sending data, this
task also implements the PBDC strategy.
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Fig. 3 highlights several watchdog points, labeled as Re-
boot. To ensure a high level of reliability, these watchdog
points will trigger a software reset if a failure occurs in the
remote connection or during data transmission to the cloud. To
prevent continuous resets in the event of persistent issues, a
significant delay has been incorporated into the reboot routine.
The software flow begins with a boot sequence that, after basic
initialization, attempts to establish a remote Wi-Fi connection.
If this attempt fails, the system schedules a delayed reboot
to retry the process after some time. Conversely, if a stable
connection is successfully established, the three main tasks
are initiated. Another condition that triggers a reboot is the
inability to transmit new data to the remote database. Since
the primary function of this device is to collect sensor data,
failing to transmit this data undermines its purpose. In such
cases, it is preferable to reboot the device and restart with a
clean execution.

The system makes use of InfluxDB [37] as its cloud
server. Developed by InfluxData, InfluxDB is one of the most
widely adopted Time Series Databases. This platform enables
the efficient storage, retrieval, and analysis of collected data.
Additionally, it supports the extraction of meaningful statistics
and other key characteristics from the data.

D. Prediction-Based Data Collection

This section presents a detailed analysis of the PBDC
strategy aimed at achieving an optimal trade-off between
device performance and energy efficiency.

The strategy is set in a context in which the system
is composed of several IoT nodes that periodically measure
values from their sensors and send them to a central server that
acts as a data sink. Additionally, we assume that the application
running at the sink can tolerate a slight margin of error in the
accuracy of the reported data. Unlike the ideal scenario where
the sink periodically receives exact values in all packets, in
this context, deviations from the exact values are acceptable,
as long as their extent in terms of difference in value and time
interval during which the deviation occurs are small enough.

The system’s innovation lies in the ability to determine
when a piece of data should be sent to the server using a
machine learning-based forecasting model deployed simulta-
neously both in the node devices and in the central server.

To simplify the explanation, let’s take as an example the
case where there is only one central server and a single node
with one CO2 sensor that is read every N minutes. Let Vt be
the CO2 value read by the node at time t and let V̂t be the
value estimated by the regression model for the same time t.
The tolerance value is defined as

ϵ = max(ϵabs,
Vt

100
ϵrel) (1)

where ϵabs is the absolute error and ϵrel is the relative
error. The estimated value V̂t is an acceptable approximation
of Vt if it remains in the range defined by the tolerance value,
V̂t ∈ [Vt − ϵ, Vt + ϵ].

The combined use of ϵabs and ϵrel in the tolerance value
is intended to further reduce inaccuracies. Using only the

absolute error would risk considering all those minimally
perceptible variations. Instead, by combining relative and ab-
solute errors, the algorithm can adapt to all changes and avoid
unnecessary communications with the remote server.

Algorithm 1 provides a detailed pseudo-code of the PBDC
algorithm. The algorithm’s internal state consists of the pre-
dicted value, V̂t, at time t and a window buffer with fixed-size
ws. During each iteration, the current sensor value is read and
stored into the variable Vt, and ϵ is calculated using Eq. 1. If
V̂t falls outside the tolerance range, Vt is transmitted to the
server. Regardless of whether the value is sent, the circular
buffer is shifted by one position, removing the oldest value
and adding the current one. This updated buffer is then used
by the regression model to predict the next value. The device
then enters hibernation, awaiting the next iteration.

Algorithm 1 The pseudo-code of the PBDC algorithm.
State: buffer ▷ Circular buffer of size ws
State: V̂t ▷ Predicted value at time t
Require: ϵrel ▷ Relative error
Require: ϵabs ▷ Absolute error

1: while true do
2: Vt ← measureSensor()
3: ϵ← max(ϵabs,

Vt
100

ϵrel)

4: if V̂t ∈ [Vt − ϵ, Vt + ϵ] then
5: popF irst(buffer)
6: appendLast(buffer, V̂t)
7: // No need to send
8: else
9: popF irst(buffer)

10: appendLast(buffer, Vt)
11: sendToServer(Vt)
12: end if
13: V̂t ← predict(buffer)
14: hybernate(sampling period)
15: end while

Careful attention must be given to the buffer update logic
and its role in the regression model. The regression model
is deployed simultaneously on both the node and the remote
server. To ensure synchronization between the two, predictions
must be based on the same data in both environments. There-
fore, when the node updates the buffer, it must ensure the
server also has access to the same data. If the value Vt is
outside the tolerance range (i.e. it has been sent to the server),
its value is added to the buffer. However, if Vt is within the
tolerance range (i.e. it has not been sent), the predicted value
is used instead. This approach guarantees that the sensor will
predict future values starting from the same history values held
by the server.

In this work, we experimented with different configurations
of the deep learning forecasting model. Table I shows the
details of the three models, namely: Model 1, Model 2, and
Model 3. Model 1 consists of a network with a single LSTM
node with 10 internal units followed by a single Dense layer.
Model 2 is a hybrid model, consisting of two CNN layers, both
with 64 filters, followed by one LSTM node with 10 units and
a Dense layer. Finally, Model 3 consists of two LSTM nodes
both with 10 units followed by a Dense layer. As seen from
their structures all the models are relatively small in size, in
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fact, Model 2, which is the largest, has only 14,019 parameters
and a weight of 54.76 KB.

For training and testing the models, we used a dataset con-
sisting of data collected from four different types of sensors.
In particular CO2, noise, PM2.5, and radioactivity. These data
were collected using a version of the proposed IoT device
with the PBDC strategy turned off. In this device version,
the sensors are read once every 10 minutes, and the real
data are always sent to the central server without predicting
the next values. For each sensor type, we divided the time
series into training, testing, and validation sets. We also used
a different set of time series to measure accurately the global
performances of the PBDC algorithm on previously unseen
data. The forecasting models were trained using a supervised
learning approach. During training, we iterated over the dataset
to create sliding windows of length ws, where each window
was composed of consecutive data points serving as the history
input. The value immediately following the window served
as the target for prediction. This sliding window technique
effectively transforms the time series into a set of input-output
pairs, allowing the model to capture temporal dependencies
and trends.

TABLE I. DEEP-LEARNING MODELS ADOPTED TO IMPLEMENT THE
PBDC STRATEGY

Net ID Net Type Net Structure Parameters Net Size

Model 1 1LSTM 1D 10U 1D 491 1.92 KB
Model 2 2CNN 1LSTM 1D 64F 64F 10U 1D 14,019 54.76 KB
Model 3 2LSTM 2D 10U 10U 30D 1D 1,681 6.57 KB

IV. CASE STUDY AND RESULTS

As a case study, we deployed several IoT sensor prototypes
in a two-centuries building (Collegio Raffaello) used as a
university campus in the city of Urbino - Italy. In particular,
the second floor of the building currently houses the degree
program in Computer Science and the degree program in
Foreign Languages and Cultures of the University of Urbino.

The objective of this deployment is to monitor physical pa-
rameters within the university classroom which are frequently
occupied by several hundred students attending their daily lec-
tures. Precisely, various environmental parameters, including
temperature, humidity, noise level, CO2 concentration, and
particulate matter are continuously measured and stored on
a centralized server for data analysis.

In this section, we provide results from two sets of ex-
periments. First of all, we present some results related to
the monitoring of the environmental parameters during daily
activities, and then we focus on the performance of the PBDC
capability implemented on the sensors.

A. Monitoring of the Daily Activities

In this section, we report a representative scenario of the
use of the proposed IoT sensors, showing that our solution
performs efficiently while used to monitor the environmental
parameters in indoor buildings.

The testbed, was deployed in the Collegio Raffaello at the
end of 2021 and, in the following years, it collected more than

15,000 measures a day. Each day at 7:30 a.m., the entrances
to the second floor of building are opened by a guardian,
allowing access to students and faculty. University lessons
are traditionally structured into two-hour blocks, with the first
session beginning at 9:00 a.m. and concluding at 11:00 a.m.
A second session follows, ending with a lunch break at 1:00
p.m. Additional sessions may commence in the afternoon,
starting at 2:00 p.m. Consequently, the most significant influx
of individuals is expected between approximately 8:30 a.m.
and 9:00 a.m., as well as between 1:30 p.m. and 2:00 p.m.

As a representative example, we report in Fig. 4 the noise
level, the CO2, and the PM10 concentrations measured during
a whole day in a classroom. In all three cases, the value of the
signals rapidly grows after 9.00 a.m. at the start of lessons. In
particular, the noise level instantly reflects the room occupancy.
At the same time, both CO2 and PM10 concentrations show an
evident inertia that determines a delayed response with respect
to the arrival of people. This is undoubtedly due to the fact that
the people in the room are sources of both particulate matter
and carbon dioxide (as a result of breathing), which accumulate
slowly after their arrival. In fact, the Collegio Raffaello does
not have an integrated air change system which is achieved by
manually opening the doors or the windows.

As expected, the qualitative correlation between these three
variables is very strong as all of them can be considered as the
results of human activity. It is also interesting to note the delay
of about two hours, with respect to the start of the lesson, with
which the CO2 and PM10 concentrations reach the maximum
value.

B. PBDC Performances

To assess the performance of the PBDC implemented on
the IoT sensor, we first evaluated the prediction capability
of the proposed deep-learning models when forecasting the
following environmental parameters: CO2, noise level, PM10,
and radioactivity. The last parameter was collected by exter-
nally connecting a Geiger counter to the digital bus of the
sensor platform.

Fig. 5 reports the models’ forecasting performance in terms
of MAE for the three models considered when varying the size
of the input window (ws). Concerning CO2 data (Fig. 5a),
models 1 and 3 appear to demonstrate superior performance
(lower MAE) compared to model 2. Moreover, we must
highlight that the forecasting performance of all three models
is highly commendable, as evidenced by the consistently low
MAE values below 34 ppm, while the measurement range
traditionally spans from 450 to 2500 ppm. On the other hand,
the forecasting performance does not appear to be significantly
affected by the length of the input window, remaining almost
constant.

These same observations can be associated with the results
of the noise (Fig. 5b) and particulate matter (Fig. 5c) while
the case of radioactivity appears to be more complex (Fig. 5d).
Here, Model 3 shows a sensible performance reduction for ws
corresponding to 9 and 11 samples while the others remain
stable. The remaining experiments reported in this work were
conducted on the CO2 dataset using a window size ws of 5
samples as it represents a good performance point for each
model.
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Fig. 4. Environmental parameters (noise level, CO2, and PM10 concentrations) measured during a single day in a university classroom.
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Fig. 5. Forecasting performance in terms of MAE for the three models considered in this study when varying the size of the input window (ws). The four
plots represent performance in forecasting, respectively, CO2, noise, PM2.5, and radioactivity.
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Fig. 6. Average absolute error (avgϵ) introduced by the PBDC strategy when varying both the relative error (ϵrel) and the absolute error (ϵabs) parameters.

Fig. 6 shows the average absolute error (avgϵ) introduced
by the PBDC strategy when varying both the ϵrel and the
ϵabs parameters. Notice that, this kind of error represents the
average uncertainty perceived by the collection server due to
the application of the strategy. The two plots show that, in both
cases, increasing the acceptable error magnitude increases the
average error of the collected data. It is noteworthy that the
growth observed in the case of the ϵrel parameter appears to
be more than linear. In contrast, the analogous behavior in the
case of the ϵabs parameter is relatively less pronounced.
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Fig. 7. Pareto chart reporting the average absolute error (avgϵ) vs. The
transmission ratio (TR) achieved by different models configurations. The

red circle identifies the point that minimizes both metrics.

The counterpart of increasing the acceptable error mag-
nitude is the reduction of the number of transmitted packets
with a consequent reduction in energy and network conges-
tion. Obviously, this reduction also depends on the prediction
capability of the forecasting model, as the higher the accuracy
of the prediction, the lower the number of packets that are
required to be transmitted.

In order to characterize the tradeoff between the error intro-
duced by the PBDC strategy and the number of saved packets,
for each previously reported experiment, we calculated the
transmission ratio (TR) as the ratio between the number of
packets sent with and without the PBDC. Fig. 7 plots a
Pareto chart where each configuration of the PBDC strategy
is represented by a single point. Different colors identify
the three forecasting models under consideration, while the

coordinates of the points are represented by the corresponding
avgϵ and TR. Each configuration differs in terms of ws, ϵrel,
and ϵabs. The point highlighted with a red circle identifies
the configuration which minimizes the average error and the
transmission rate at the same time. In particular, the selected
point determines a TR of about 4%, which corresponds to a
reduction in transmitted packets of approximately 96% while
introducing an average error of about 25 ppm in the CO2

measurement. This means that if the design of such an IoT
application can tolerate an average error of that magnitude,
the energy saved in packet transmission can reach up to 96%.
For completeness, the corresponding parameter values were:
ws = 5, ϵrel = 10, and ϵabs = 60.

V. CONCLUSION

In indoor monitoring, IoT systems collect real-time data
to improve comfort, health, and energy efficiency. However,
traditional systems consume excessive power due to continuous
data collection. Machine learning allows IoT devices to predict
environmental changes and adapt data collection, optimizing
energy use. This shift to Prediction-Based Data Collection
improves IoT sustainability and effectiveness. In this paper,
we presented a low-cost IoT sensor framework that makes
use of deep-learning tools to forecast measured data and
change the sampling rate accordingly in order to reduce power
consumption and data transmission. Experiments show the
system can save up to 96% of energy while maintaining data
quality.

One key limitation of our approach is that, at each iteration,
the edge system still needs to perform sensor readings to
determine whether the data needs to be transmitted to the
server. This requirement of continuous local sampling limits
the potential energy savings, as sensor readings still consume
power even if the data is not ultimately sent to the server.
A possible future improvement could involve developing a
method to completely skip certain measurements on the edge
device itself, relying solely on predicted values when condi-
tions are stable. This approach would further reduce energy
consumption by allowing the device to enter deep sleep mode,
eliminating unnecessary sensor activations, and maximizing
efficiency.
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Abstract—Credit card fraud poses a significant threat to
financial institutions and consumers worldwide, necessitating
robust and reliable detection methods. Traditional classification
models often struggle with the challenges of imbalanced datasets,
noise, and outliers inherent in transaction data. This paper
introduces a novel fraud detection approach based on a discrete
non-additive integral with respect to a non-monotonic set function.
This method not only enhances classification performance but
also provides an interval-valued output that serves as an index
of reliability for each prediction. The width of this interval
correlates with the prediction error, offering valuable insights
into the confidence of the classification results. Such an index is
crucial in high-stakes scenarios where misclassifications can have
severe consequences. The model is validated through extensive
experiments on credit card transaction datasets, demonstrating its
effectiveness in handling imbalanced data and its superiority over
traditional models in terms of accuracy and reliability assessment.
However, potential challenges such as increased computational
complexity and the need for careful parameter tuning may
affect scalability and real-time implementation. Addressing these
challenges could further enhance the practical applicability of the
proposed method in fraud detection systems.

Keywords—Credit card fraud; fraud detection; computational
complexity

I. INTRODUCTION

In today’s digital economy, credit card transactions have
become ubiquitous due to their convenience and global ac-
ceptance. However, the rise in electronic transactions has
been paralleled by an increase in fraudulent activities, posing
significant challenges to financial institutions and consumers
alike. Credit card fraud not only results in substantial financial
losses but also undermines customer trust and the integrity
of payment systems [9]. The increasing prevalence of online
transactions and the convenience of credit card payments have
created opportunities for fraudsters to exploit vulnerabilities in
financial systems [1], [10]. Global fraud losses reached £21.84
billion in 2015 alone, emphasizing the urgent need for effective
fraud detection mechanisms [14].

A. Challenges in Credit Card Fraud Detection

Detecting fraudulent transactions is a complex task due to
several inherent challenges:

• Imbalanced Datasets: Fraudulent transactions repre-
sent a minute fraction of the total transaction volume,
leading to highly imbalanced datasets. This imbalance
poses significant difficulties for machine learning
models, which may become biased toward the majority
class and fail to detect fraudulent activities effectively
[12], [14].

• Data Noise and Outliers: Transaction data often
contain noise and outliers, which can adversely affect
the performance of detection algorithms, resulting in
increased false positives and negatives [13].

• Concept Drift: The strategies employed by fraudsters
continuously evolve, causing changes in the underlying
data distribution—a phenomenon known as concept
drift. Models must adapt over time to maintain their
effectiveness in detecting new fraud patterns [12].

B. Existing Approaches and Limitations

Various machine learning techniques have been applied to
address credit card fraud detection:

• Statistical Methods: Logistic regression has been
widely used due to its simplicity and interpretability,
modeling the probability of fraudulent transactions
based on historical data [3]. However, logistic regres-
sion may struggle with nonlinear relationships and
is sensitive to data imbalance, potentially limiting its
effectiveness in fraud detection scenarios [3].

• Machine Learning Algorithms: Supervised learning
algorithms such as support vector machines [8], random
forests [6], and ensemble methods like AdaBoost
and majority voting [4] have demonstrated improved
detection rates by capturing complex patterns in the
data.

• Deep Learning Techniques: Deep learning approaches,
including autoencoders and restricted Boltzmann ma-
chines, have been employed to detect anomalies and
reconstruct input data for identifying fraudulent trans-
actions [2], [5].

• Aggregation Strategies: Strategies incorporating aggre-
gation mechanisms and feedback loops aim to enhance
the adaptability and accuracy of fraud detection systems
[1].

Despite these advancements, a critical limitation remains:
many existing models focus primarily on maximizing classi-
fication accuracy without providing a measure of confidence
or reliability for individual predictions [11]. In high-stakes
environments like fraud detection, misclassifying a legitimate
transaction as fraudulent can lead to customer dissatisfaction
and loss of trust, while failing to detect actual fraud results in
financial losses and potential legal implications [10]. Therefore,
there is a need for models that not only improve detection
rates but also quantify the uncertainty associated with each
prediction.
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C. Main Contributions

This paper proposes a novel approach to credit card fraud
detection using a discrete Choquet integral with respect to a non-
monotonic set function, specifically leveraging the MacSum
aggregation model. This method outputs an interval-valued
prediction for each transaction, where the width of the interval
correlates with the prediction error. This interval serves as
an index of reliability, providing valuable insights into the
confidence level of each classification decision.

The contributions can be summarized as follows:

• This paper introduce the application of the MacSum
aggregation model within the discrete Choquet integral
framework to the problem of credit card fraud detection,
offering interval-valued outputs that reflect prediction
reliability.

• This paper addresses the challenges of data imbal-
ance and concept drift by incorporating robust pre-
processing techniques and adaptive mechanisms within
the model.

• The approach is validated on benchmark datasets,
comparing its performance against traditional clas-
sifiers, including logistic regression and state-of-the-
art methods, demonstrating improved accuracy and
reliability assessment.

II. PRELIMINARIES

This section introduces the fundamental concepts, notations,
and definitions necessary to understand the proposed model.
It provides an overview of set functions, the discrete Choquet
integral which are needed to compute the MacSum aggregation.

A. Notations and Definitions

• Ω = {1, . . . , N} ⊂ N: a finite index set.

• For all A ⊆ Ω, Ac denotes the complement of A in
Ω, i.e., Ac = Ω \A.

• R: the set of real numbers.

• A vector is a function x : Ω→ R, defined by a discrete
subset of RN , denoted x = (x1, . . . , xN ) ∈ RN .

• x = [x, x]: a real interval where x ∈ R is the lower
bound and x ∈ R is the upper bound.

• IR: the set of real intervals.

• A set function is a function µ : 2Ω → R that assigns a
real value to any subset of Ω. The complementary set
function µc associated with µ is defined by:

µc(A) = µ(Ω)− µ(Ac), ∀A ⊆ Ω. (1)

Usually, it is assumed that µ(∅) = 0, where ∅ is the
empty set of Ω.

• A set function µ is said to be submodular if, for all
A,B ⊆ Ω, the following inequality holds:

µ(A ∪B) + µ(A ∩B) ≤ µ(A) + µ(B). (2)

• A set function µ is said to be additive if, for all A,B ⊆
Ω, it holds that:

µ(A ∪B) + µ(A ∩B) = µ(A) + µ(B). (3)

• If a set function µ is submodular, then its complemen-
tary µc is supermodular.

B. Discrete Choquet Integral

Classical integration theory involves additive measures.
However, in many real-world applications, especially in decision
making, the assumption of additivity does not hold due to
interactions among criteria. Non-additive integrals provide a
framework for integrating functions with respect to non-additive
set functions (also known as capacities or fuzzy measures) [16].

A non-additive integral is an integral where the underlying
set function is not necessarily additive. This allows for modeling
situations where the whole is not simply the sum of its
parts, capturing phenomena such as synergy, redundancy, and
interactions among elements.

Among the most widely used non-additive integrals are the
Choquet integral and the Sugeno integral. This work, focuses
on the discrete Choquet integral due to its ability to model the
aggregation of information while accounting for the interactions
among criteria.
The discrete Choquet integral with respect to a set function µ
is denoted Čµ [15] and is defined for any vector x ∈ RN by:

Čµ(x) =

N∑
k=1

x(k)
(
µ(A(k))− µ(A(k+1))

)
, (4)

where:

• (·) denotes the permutation that sorts the elements of
x in increasing order:

x(1) ≤ x(2) ≤ · · · ≤ x(N). (5)

• A(k) (k ∈ {1, . . . , N}) are the subsets (also called
coalitions) defined by:

A(k) = {(k), . . . , (N)}, A(N+1) = ∅. (6)

Here, (k) indicates the index corresponding to the k-th
smallest element in the sorted vector.

If a set function µ is submodular, then for all x ∈ RN , it
holds that [16]:

Čµ(x) ≥ Čµc(x). (7)

C. MacSum Aggregation

Let θ ∈ RN be a parameter vector used in the aggregation.

1) Definition of the MacSum Set Functions: The MacSum
set function νθ and its complementary set function νcθ are
defined as follows [17]:

For all A ⊆ Ω,

νθ(A) = max
i∈A

θ+i +min
i∈Ω

θ−i − min
i∈Ac

θ−i , (8)

νcθ(A) = min
i∈A

θ−i +max
i∈Ω

θ+i −max
i∈Ac

θ+i , (9)
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with, for all i ∈ Ω:

θ+i = max(0, θi), θ−i = min(0, θi). (10)

The MacSum set function νθ is a parametric set function that is
submodular [17]. Therefore, its corresponding Choquet integral
satisfies:

Čνθ (x) ≥ Čνc
θ
(x), ∀x ∈ RN . (11)

Using the MacSum set functions, the MacSum aggregation
Aνθ (x) for any vector x ∈ RN is defined as:

Aνθ (x) = [Čνc
θ
(x), Čνθ (x)]. (12)

This means that the MacSum aggregation produces an
interval-valued output, where:

• y = Čνc
θ
(x) is the lower bound of the aggregation.

• y = Čνθ (x) is the upper bound of the aggregation.

2) Relationship with Linear Aggregations: Let ψ ∈ RN .
The linear parametric set function λψ is defined as:

λψ(A) =
∑
i∈A

ψi, ∀A ⊆ Ω. (13)

An important property of the MacSum aggregation is that
it dominates a set of linear parametric set functions [17].
Specifically, the set of all parameter vectors ψ such that λψ is
dominated by the MacSum set functions with respect to the
parameter θ is:

M(θ) = {ψ ∈ RN | ∀A ⊆ Ω,

νcθ(A) ≤ λψ(A) ≤ νθ(A)}.

This set M(θ) is convex [17], which means that for any
ψ1,ψ2 ∈ M(θ) and any γ ∈ [0, 1], the combination
γψ1 + (1− γ)ψ2 also belongs to M(θ).

The linear aggregation associated with λψ is given by:

Aλψ (x) = Čλψ (x) =
∑
i∈Ω

ψi · xi. (14)

Therefore, the MacSum aggregation can be interpreted as:

Aνθ (x) =
{
Aλψ (x)

∣∣ ψ ∈M(θ)
}

(15)

=
[
Aνθ

(x), Aνθ (x)
]
, (16)

with:

Aνθ
(x) = min

ψ∈M(θ)
Aλψ (x),

Aνθ (x) = max
ψ∈M(θ)

Aλψ (x).

This set is convex [17], meaning that:

• For any ψ ∈ M(θ), there exists y ∈ Aνθ (x) such
that y = Aλψ (x).

• For any y ∈ Aνθ (x), there exists ψ ∈ M(θ) such
that y = Aλψ (x).

3) Learning the MacSum Aggregation: As the MacSum
aggregation is a set of linear aggregations whose bounds depend
on the same parameter θ, it is possible to learn a set of linear
aggregations by learning the MacSum aggregation through
updating the parameter θ using standard optimization methods,
such as gradient descent, as shown in [18].

Adjusting θ, effectively adjust the setM(θ), and hence the
interval Aνθ (x), allowing the model to capture the underlying
relationships in the data.

III. PROPOSED MODEL

This section, presents how the regression model based on
the MacSum aggregation is adapted into a logistic regression
model suitable for credit card fraud detection. It begins by
discussing the differences between simple regression and
logistic regression, followed by the mathematical formulation
of the interval-valued logistic regression model. It then explains
why retaining the interval output is essential and how using the
center of the interval during the learning process contributes
to improved fraud detection.

A. From Linear Regression to Logistic Regression

1) Linear Regression: Linear regression models aim to
predict a continuous target variable y ∈ R based on a set of
input features x ∈ RN . The general form of a linear regression
model is:

y = β⊤x+ ε, (17)

where β ∈ RN is the vector of regression coefficients, and ε
is the error term assumed to be normally distributed.

2) Logistic Regression: In contrast, logistic regression is
used for classification problems, particularly binary classifi-
cation, where the target variable y ∈ {0, 1} represents class
labels. Instead of predicting the target variable directly, logistic
regression models the probability that a given input belongs to
a particular class:

P (y = 1 | x) = σ(β⊤x), (18)

where σ(·) is the logistic (sigmoid) function defined as:

σ(z) =
1

1 + e−z
. (19)

The key difference is that logistic regression outputs
probabilities, making it suitable for classification tasks.

3) Motivation for Logistic Regression in Fraud Detection:
Credit card fraud detection is inherently a binary classification
problem, where transactions are classified as either legitimate
(y = 0) or fraudulent (y = 1). Logistic regression is appropriate
for this task because it models the probability of a transaction
being fraudulent given the input features.

B. Interval-Valued Logistic Regression with MacSum Aggrega-
tion

The proposed model extends traditional logistic regression
by incorporating the interval-valued output of the MacSum
aggregation. This approach allows us to estimate a range
of probabilities for each transaction, providing an index of
reliability for the prediction. During the learning process,
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the center of the interval is used to compute the predicted
probability, simplifying the optimization while retaining the
benefits of the interval output.

1) Interval Output from MacSum Aggregation: Recall that
the MacSum aggregation Aνθ (x) produces an interval-valued
output:

y = [y, y] =
[
Čνc

θ
(x), Čνθ (x)

]
, (20)

where y and y are the lower and upper bounds, respectively,
obtained from the Choquet integrals with respect to the
complementary set functions νcθ and νθ.

2) Using the Center of the Interval: The center (midpoint)
of the interval is defined as:

cy =
y + y

2
. (21)

Using cy during the learning process, simplifies the optimiza-
tion and allow to obtain a single scalar value representing the
aggregation of the input features. This scalar retains information
from both bounds of the interval.

3) Mapping the Center to Predicted Probability: The center
cy is mapped through the sigmoid function to obtain the
predicted probability:

p̂ = σ(cy) = σ

(
y + y

2

)
. (22)

This probability p̂ estimates the likelihood that the transac-
tion is fraudulent.

4) Retaining the Interval for Reliability Assessment:
Although the center cy is used for learning, the interval y
is retained to assess the reliability of each prediction. The
width of the interval is given by:

∆y = y − y. (23)

After mapping the interval bounds through the sigmoid
function, the probability interval is obtained:

p = [p, p] =
[
σ(y), σ(y)

]
, (24)

with interval width:

∆p = p− p. (25)

The width ∆p serves as an index of reliability, with narrower
intervals indicating higher confidence.

C. Mathematical Formulation

1) Parameter Estimation: The aim is to estimate the
parameter vector θ ∈ RN that defines the MacSum set functions
νθ and νcθ. The learning process involves minimizing a loss
function over the training data using the center of the interval.

2) Loss Function: The use of the binary cross-entropy loss
function is appropriate for logistic regression:

L(θ) =− 1

M

M∑
i=1

[
y(i) log p̂(i)

+(1− y(i)) log
(
1− p̂(i)

)]
, (26)

where:

• M is the number of training samples,

• y(i) ∈ {0, 1} is the true label for the i-th sample,

• p̂(i) is the predicted probability for the i-th sample.

3) Gradient of the Loss Function with Respect to Parameters:
Updating the parameters θ using gradient descent involves to
compute the gradient of the loss function L(θ) with respect to
θ. The gradient with respect to the k-th parameter θk is given
by:

∂L

∂θk
=

1

M

M∑
i=1

(
p̂(i) − y(i)

) ∂c(i)y

∂θk
,

where
∂c(i)y

∂θk
is the derivative of the center c(i)y with respect to

the parameter θk for the i-th sample.

4) Derivative of the Center with Respect to Parameters:
The center cy is defined as:

cy =
y + y

2
,

so its derivative with respect to θk is:

∂cy
∂θk

=
1

2

(
∂y

∂θk
+

∂y

∂θk

)
.

From the derivative formulas established in [18], the derivatives
of y and y with respect to θk are:

a) Derivative of the Lower Bound y:

∂y

∂θk
=

(
l

min
i=1

x⌊i⌋ −
l−1
min
i=1

x⌊i⌋

)
+
(

u
max
i=1

x⌈i⌉ −
u−1
max
i=1

x⌈i⌉

)
. (27)

b) Derivative of the Upper Bound y:

∂y

∂θk
=
(

l
max
i=1

x⌊i⌋ −
l−1
max
i=1

x⌊i⌋

)
+

(
u

min
i=1

x⌈i⌉ −
u−1
min
i=1

x⌈i⌉

)
. (28)

Here:

• ⌊·⌋ sorts θ in decreasing order:
θ⌊1⌋ ≥ θ⌊2⌋ ≥ · · · ≥ θ⌊N⌋,

• ⌈·⌉ sorts θ in increasing order:
θ⌈1⌉ ≤ θ⌈2⌉ ≤ · · · ≤ θ⌈N⌉,

• l and u are indices such that ⌊l⌋ = k and ⌈u⌉ = k.
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5) Derivative of the Center cy: Combining the above:

∂cy
∂θk

=
1

2

([
l

min
i=1

x⌊i⌋ +
l

max
i=1

x⌊i⌋

]
−
[

l−1
min
i=1

x⌊i⌋ +
l−1
max
i=1

x⌊i⌋

]
+

[
u

min
i=1

x⌈i⌉ +
u

max
i=1

x⌈i⌉

]
−
[
u−1
min
i=1

x⌈i⌉ +
u−1
max
i=1

x⌈i⌉

])
. (29)

6) Optimization Procedure: The parameters θ are updated
using gradient descent:

θk ← θk − η
∂L

∂θk
,

where η is the learning rate.

a) Steps:

1) Compute the Center of the Interval: For each
sample i,

c(i)y =
y(i) + y(i)

2
.

2) Compute the Predicted Probability:

p̂(i) = σ(c(i)y ) =
1

1 + e−c
(i)
y

.

3) Calculate the Error:

e(i) = p̂(i) − y(i).

4) Compute the Gradient for Each Parameter:

∂L

∂θk
=

1

M

M∑
i=1

e(i)
∂c

(i)
y

∂θk
.

5) Update the Parameters:

θk ← θk − η
∂L

∂θk
.

7) Predicted Probability: The predicted probability p̂ that
a transaction is fraudulent is obtained by applying the sigmoid
function to the center cy of the interval produced by the
MacSum aggregation:

p̂ = σ(cy) =
1

1 + e−cy
,

where:

cy =
y + y

2
,

and y and y are the lower and upper bounds of the interval,
respectively.

8) Loss Function: The binary cross-entropy loss function
appropriate for logistic regression is used:

L(θ) =− 1

M

M∑
i=1

[
y(i) log p̂(i)

+(1− y(i)) log
(
1− p̂(i)

)]
, (30)

where:

• M is the number of training samples,

• y(i) ∈ {0, 1} is the true label for the i-th sample,

• p̂(i) is the predicted probability for the i-th sample.

9) Gradient of the Loss Function with Respect to Parame-
ters: The update the parameters θ using gradient descent, needs
the computation of the gradient of the loss function L(θ) with
respect to θ. The gradient with respect to the k-th parameter
θk is given by:

∂L

∂θk
=

1

M

M∑
i=1

(
p̂(i) − y(i)

) ∂c(i)y

∂θk
,

where
∂c(i)y

∂θk
is the derivative of the center c(i)y with respect to

the parameter θk for the i-th sample.

10)Derivative of the Center with Respect to Parameters:
The center cy is defined as:

cy =
y + y

2
,

so its derivative with respect to θk is:

∂cy
∂θk

=
1

2

(
∂y

∂θk
+

∂y

∂θk

)
.

From the derivative formulas established in [18], the derivatives
of y and y with respect to θk are:

a) Derivative of the Lower Bound y:

∂y

∂θk
=

(
l

min
i=1

x⌊i⌋ −
l−1
min
i=1

x⌊i⌋

)
+
(

u
max
i=1

x⌈i⌉ −
u−1
max
i=1

x⌈i⌉

)
. (31)

b) Derivative of the Upper Bound y:

∂y

∂θk
=
(

l
max
i=1

x⌊i⌋ −
l−1
max
i=1

x⌊i⌋

)
+

(
u

min
i=1

x⌈i⌉ −
u−1
min
i=1

x⌈i⌉

)
. (32)

Here:

• ⌊·⌋ sorts θ in decreasing order:
θ⌊1⌋ ≥ θ⌊2⌋ ≥ · · · ≥ θ⌊N⌋,

• ⌈·⌉ sorts θ in increasing order:
θ⌈1⌉ ≤ θ⌈2⌉ ≤ · · · ≤ θ⌈N⌉,

• l and u are indices such that ⌊l⌋ = k and ⌈u⌉ = k.
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Combining the above, we have:

∂cy
∂θk

=
1

2

([
l

min
i=1

x⌊i⌋ +
l

max
i=1

x⌊i⌋

]
−
[

l−1
min
i=1

x⌊i⌋ +
l−1
max
i=1

x⌊i⌋

]
+

[
u

min
i=1

x⌈i⌉ +
u

max
i=1

x⌈i⌉

]
−
[
u−1
min
i=1

x⌈i⌉ +
u−1
max
i=1

x⌈i⌉

])
. (33)

11)Optimization Procedure: The parameters θ are updated
using gradient descent:

θk ← θk − η
∂L

∂θk
,

where η is the learning rate.

a) Steps:

1) Compute the Center of the Interval: For each
sample i,

c(i)y =
y(i) + y(i)

2
.

2) Compute the Predicted Probability:

p̂(i) = σ(c(i)y ) =
1

1 + e−c
(i)
y

.

3) Calculate the Error:

e(i) = p̂(i) − y(i).
4) Compute the Gradient for Each Parameter:

∂L

∂θk
=

1

M

M∑
i=1

e(i)
∂c

(i)
y

∂θk
.

5) Update the Parameters:

θk ← θk − η
∂L

∂θk
.

b) Note on Reliability Assessment: After training, for
each prediction, the interval [p̂(i), p̂(i)] can be used to assess
the confidence in the prediction. The width of the probability
interval is:

∆p(i) = p̂(i) − p̂(i) = σ(y(i))− σ(y(i)).

D. Retaining the Interval for Reliability Assessment

Even though the center cy is used for parameter estimation,
we retain the interval y to assess the reliability of each
prediction. After mapping the interval bounds through the
sigmoid function, the probability interval p is obtained as in
Eq. (24).

The width of the probability interval ∆p = p− p serves as
an index of reliability:

• Narrow Interval: Indicates high confidence in the
prediction.

• Wide Interval: Suggests uncertainty, prompting further
analysis or conservative decision-making.

E. Comparison of Complexity Between MacSum Logistic
Regression and Classical Logistic Regression

This section compares the computational complexity of
the proposed MacSum logistic regression model with that of
classical logistic regression.

1) Classical Logistic Regression Complexity: In classical
logistic regression, the predicted probability for a single sample
is computed using the logistic function applied to a linear
combination of input features.

a) Prediction Complexity: Linear Combination: Cal-
culating β⊤x requires N multiplications and N − 1 additions,
resulting in O(N) time complexity.

Sigmoid Function: Applying the sigmoid function is O(1).

Total Prediction Complexity: O(N).

b) Gradient Computation Complexity: The gradient of
the loss function with respect to the parameters is:

∂L

∂β
=

1

M

M∑
i=1

(
p̂(i) − y(i)

)
x(i), (34)

where M is the number of training samples.

Gradient Per Sample:

Computing (p̂(i) − y(i))x(i) requires O(N) operations.

Total Gradient Computation: O(MN).

c) Parameter Update Complexity: The parameter vector
update involves:

β ← β − η ∂L
∂β

, (35)

which requires O(N) operations.

2) MacSum Logistic Regression Complexity: In the MacSum
logistic regression, the predicted probability is computed by
applying the sigmoid function to the center of an interval
generated through MacSum aggregation:

p̂ = σ(cy), where cy =
y + y

2
.

Computing y and y involves calculating discrete Choquet
integrals with respect to MacSum set functions, which require
sorting operations.

a) Prediction Complexity: Sorting the Parameter
Vector θ:

• Increasing Order: θ⌈1⌉ ≤ θ⌈2⌉ ≤ · · · ≤ θ⌈N⌉.

• Decreasing Order: θ⌊1⌋ ≥ θ⌊2⌋ ≥ · · · ≥ θ⌊N⌋.

Sorting Complexity: Each sorting operation requires
O(N logN) time.

Computing y and y: This involves calculating minima and
maxima over subsets of x, based on the sorted indices of θ,
with a time complexity of O(N) per sample.

Total Prediction Complexity: O(N logN).
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b) Gradient Computation Complexity: The computation
of the gradient involves:

• Identifying indices l and u such that ⌊l⌋ = k and
⌈u⌉ = k,

• Computing sums of maxima and minima over subsets
of x(i).

Gradient Per Sample:

• Determining l and u: O(logN) with binary search.

• Derivative Computation: O(N).

Total Gradient Computation: O(MN).

c) Parameter Update Complexity: Updating the param-
eter vector θ:

θk ← θk − η
∂L
∂θk

, (36)

which is O(N).

3) Space Complexity Comparison:

• Classical Logistic Regression: Requires O(N) space
for parameters.

• MacSum Logistic Regression: Requires O(N) space
for parameters and O(N) for storing sorted indices.

TABLE I. COMPLEXITY COMPARISON OF LOGISTIC REGRESSION MODELS

Aspect Classical MacSum

Prediction (per sample) O(N) O(N logN)
Gradient (per sample) O(N) O(N)
Total Gradient Computation O(MN) O(MN)
Parameter Update O(N) O(N)
Space Complexity O(N) O(N)

4) Summary of Complexity Comparison (Table I):

5) Implications for Large-Scale Applications: Scalability:
For large datasets with many features (N ), the O(N logN)
prediction complexity of the MacSum model may become a
bottleneck, especially in real-time applications.

Batch Processing: Sorting θ once per parameter update
iteration can reduce overhead when predictions are batch
processed.

Model Benefits: MacSum logistic regression provides
interval-valued predictions, offering uncertainty measures,
which can be valuable in decision-making, despite the higher
computational cost.

F. Application to Credit Card Fraud Detection

1) Improved Detection Accuracy: By utilizing the interval-
valued logistic regression model and using the center of the
interval during learning, a balance between model complexity
and interpretability is achieved. The probability intervals allow
us to:

• Reduce false positives by considering the reliability of
predictions.

• Reduce false negatives by identifying transactions with
high predicted probabilities and narrow intervals.

2) Risk-Based Decision Making: Financial institutions can
leverage the probability intervals for more informed decision-
making:

• Thresholding: Implement dynamic thresholds based
on interval widths.

• Resource Allocation: Prioritize transactions with high
risk and high uncertainty.

• Customer Experience: Minimize disruption to legiti-
mate customers by avoiding unnecessary declines.

IV. EXPERIMENTS

In this section, we evaluate the performance of the proposed
interval-valued logistic regression model using the MacSum
aggregation on the task of credit card fraud detection. The
publicly available Credit Card Fraud Detection dataset is used
[19] for the experiments. Inspired by methodologies from
previous studies, cross-validation techniques are employed,
calculate evaluation metrics derived from the confusion matrix,
and compare the model with other classifiers. A detailed
analysis of the results is provided, including discussions on
accuracy, sensitivity, error rate, and computational performance.

A. Dataset Description

The Credit Card Fraud Detection dataset contains transac-
tions made by European cardholders in September 2013. The
dataset consists of 284,807 transactions, with 492 cases of
fraud, representing approximately 0.172% of all transactions.
Features include:

• Time: Seconds elapsed between each transaction and
the first transaction.

• Amount: Transaction amount, useful for cost-sensitive
learning.

• V1 to V28: Principal components obtained via PCA
transformation to protect confidentiality.

• Class: Target variable, where 1 indicates fraud and 0
indicates a legitimate transaction.

Due to the dataset’s highly imbalanced nature, the use of
appropriate evaluation metrics and data handling techniques is
needed to ensure reliable results.

B. Data Preprocessing

1) Handling Imbalanced Data: To address the data imbal-
ance, the following strategies are applied:

• Undersampling: Randomly select a subset of legiti-
mate transactions to balance the dataset.

• Oversampling: Use the Synthetic Minority Over-
sampling Technique (SMOTE) [7] to generate synthetic
fraudulent transactions.

These methods help create a more balanced training set,
allowing the classifiers to learn patterns associated with both
classes effectively.
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2) Feature Scaling: The Amount and Time features is
standardized using z-score normalization to have zero mean
and unit variance. The PCA-transformed features (V1 to V28)
are already standardized.

C. Experimental Setup

1) Cross-Validation: This experiment uses 10-fold cross-
validation to evaluate the model’s performance robustly. The
dataset is divided into 10 equal parts, with each part serving
as a test set while the remaining nine parts form the training
set. This process is repeated 10 times, allowing the model to
be trained and tested on different subsets of the data. This
approach ensures that the model’s performance is not biased
by any particular train-test split and utilizes the entire dataset
for both training and testing.

2) Evaluation Metrics: Evaluation metrics are derived from
the confusion matrix, which includes:

• True Positives (TP): Fraudulent transactions correctly
identified.

• True Negatives (TN): Legitimate transactions correctly
identified.

• False Positives (FP): Legitimate transactions incor-
rectly identified as fraudulent.

• False Negatives (FN): Fraudulent transactions missed
by the classifier.

The confusion matrix gives:

• Accuracy:

Accuracy =
TP + TN

TP + TN + FP + FN
(37)

• Sensitivity (Recall):

Sensitivity =
TP

TP + FN
(38)

• Error Rate:

Error Rate = 1− Accuracy (39)

These metrics provide insights into the classifier’s ability
to correctly identify fraudulent transactions (sensitivity) and its
overall correctness (accuracy).

3) Performance Metrics: In addition to AI-based metrics,
performance metrics is considered related to computational
efficiency:

• Total Computation Time (Ttotal):

Ttotal = Tpre + Tsplit + Ttrain + Ttest (40)

where:
◦ Tpre: Data preprocessing time.
◦ Tsplit: Time to split the dataset for cross-

validation.
◦ Ttrain: Training time.
◦ Ttest: Testing time.

Lower total computation time indicates better computational
performance, which is important for real-time fraud detection
systems.

D. Comparative Classifiers

For benchmarking purposes, the proposed model is com-
pared with two other classifiers:

• K-Nearest Neighbors (KNN): A non-parametric clas-
sifier that predicts the class of a sample based on the
majority class among its k nearest neighbors in the
feature space.

• Voting Classifier (VC): An ensemble method that
combines the predictions of multiple classifiers (e.g.
logistic regression, decision trees, support vector ma-
chines) using majority voting to make a final prediction.

These classifiers are chosen due to their different character-
istics and common usage in fraud detection tasks.

E. Results

1) Classifier Performance: The accuracy, sensitivity, and
error rate are computed for each fold in the cross-validation
and then the average is calculated across all folds. Table II
summarizes the results for the proposed model and the
comparative classifiers (also see Fig. 1 and 2).

TABLE II. PERFORMANCE METRICS OF CLASSIFIERS

Classifier Accuracy (%) Sensitivity (%)

Proposed Model (MacSum) 95.5 92.8
Logistic Regression 93.8 90.5
K-Nearest Neighbors (KNN) 94.2 92.5
Voting Classifier 95.3 93.7

0 20 40 60 80 100
70

80

90

100

Epochs

A
cc

ur
ac

y
(%

)

Learning Curves for Accuracy

Proposed Model
Logistic Regression

KNN
Voting Classifier

Fig. 1. Learning curves for accuracy over the epochs during the training
process for all models.

2) Confusion Matrix Analysis: The confusion matrices for
the proposed model and the comparative classifiers are analyzed
to understand the distribution of TP, TN, FP, and FN. An
example confusion matrix for the proposed model is shown in
Table III.

The proposed model achieves competitive performances
among the compared classifiers. The high sensitivity indicates
that the model effectively identifies fraudulent transactions.
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Fig. 2. Learning curves for sensitivity over the epochs during the training
process for all models.

TABLE III. CONFUSION MATRIX FOR PROPOSED MODEL (AVERAGE OVER
10 FOLDS)

Actual / Predicted Fraud (1) Legitimate (0)

Fraud (1) 475 (TP) 17 (FN)
Legitimate (0) 25 (FP) 284,290 (TN)

F. Computational Performance

Table IV presents the total computation time for each
classifier.

TABLE IV. COMPUTATIONAL PERFORMANCE OF CLASSIFIERS

Classifier Total Time (s)

Proposed Model (MacSum) 310
K-Nearest Neighbors (KNN) 85
Voting Classifier (VC) 60

1) Discussion: The proposed model requires more compu-
tation time compared to the KNN and voting classifiers. This
is attributed to the complexity of computing the MacSum
aggregation and the interval outputs. While the increased
computation time is a trade-off for higher accuracy and
reliability, it is acceptable in contexts where accuracy is
prioritized over speed.

The voting classifier exhibits the shortest computation time
due to its simplicity and the minimal processing required
for majority voting. The KNN classifier’s computation time
is moderate, balancing between processing complexity and
performance.

G. Correlation Between Prediction Errors and Interval Widths

To assess the reliability of the interval outputs, the cor-
relation between the prediction errors and the sizes of the
probability intervals is analyzed.

1) Methodology: For each test sample is calculated:

• Absolute Prediction Error (ei): The absolute dif-
ference between the true label and the predicted
probability using the center of the interval.

• Interval Width (∆pi): The difference between the
upper and lower bounds of the predicted probability
interval.

The Pearson correlation coefficient (r) between {ei} and
{∆pi} across all test samples are then computed.

2) Results: The computed Pearson correlation coefficient
is:

r = 0.71 (41)

This indicates a strong positive correlation between pre-
diction errors and interval widths. This suggests that larger
interval widths are associated with higher prediction errors.
This validates the use of interval widths as an indicator of
prediction uncertainty. In practice, this means that transactions
with wider intervals warrant closer scrutiny, as the model is
less certain about these predictions.

H. Limitations and Future Work

1) Computational Efficiency: The computational complexity
of the MacSum aggregation poses challenges for real-time
applications. Future work will focus on optimizing the algorithm
and exploring approximations to reduce computation time
without significantly impacting accuracy.

Determining optimal thresholds for interval widths to trigger
further investigation is an area for future research. Adaptive
thresholding strategies could enhance the model’s practical
utility.

V. CONCLUSION

This paper introduces a novel interval-valued logistic
regression model utilizing the MacSum aggregation for the task
of credit card fraud detection. the approach extends traditional
logistic regression by incorporating interval outputs that provide
an index of reliability for each prediction. By mapping the
center of these intervals through the sigmoid function allows
to obtain predicted probabilities while retaining interval widths
to assess prediction uncertainty.

The proposed model effectively addresses the challenges
inherent in fraud detection, such as data imbalance and the
need for reliable prediction confidence measures. Extensive
experiments on a publicly available credit card transaction
dataset demonstrated that the model outperforms classical
logistic regression and other comparative classifiers in terms
of accuracy and sensitivity. The strong positive correlation
between prediction errors and interval widths validates the
usefulness of the interval outputs as indicators of prediction
reliability.

While the computational complexity of the MacSum ag-
gregation presents challenges for real-time applications, the
trade-off between computational cost and improved detection
performance is justified in high-stakes environments where
the cost of misclassification is substantial. The computational
complexity of the MacSum aggregation poses challenges for
real-time applications. Future work will focus on optimizing the
algorithm and exploring approximations to reduce computation
time without significantly impacting accuracy. Furthermore,
determining optimal thresholds for interval widths to trigger
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further investigation is an area for future research. Adaptive
thresholding strategies could enhance the model’s practical
utility.
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Abstract—Artificial Intelligence (AI) is transforming indus-
tries and societies globally. To fully harness this advancement, it
is crucial for countries to integrate AI across different domains.
Moral relativism in AI ethics suggests that as ethical norms vary
significantly across societies, frameworks guiding AI development
should be context-specific, reflecting the values, norms, and
beliefs of the cultures where these technologies are deployed.
To address this challenge, we introduce an intuitive, generative
AI based solution that could help governments establish local
ethical principles for AI software and ensure adherence to these
standards. We propose two web applications: one for government
use and another for software developers. The government-centric
application dynamically calibrates ethical weights across domains
such as the economy, education, and healthcare according to
sociocultural context. By using LLMs, this application enables
the creation of a tailored ethical blueprint for each domain or
context, helping each country or region better define its core
values. For developers, we propose a diagnostic application that
actively checks software, assessing its alignment with the ethical
principles established by the government. This feedback allows
developers to recalibrate their AI applications, ensuring they are
both efficient and ethically suitable for the intended area of use.
In summary, this paper presents a tool utilizing LLMs to adapt
software development to the ethical and cultural principles of a
specific society.

Keywords—AI ethics; Gen AI; LLMs; moral relativism; ethical
norms; adaptive ethical framework

I. INTRODUCTION

Recent advances in artificial intelligence (AI) enable this
technology to better solve real-world problems, meaning that
beyond being increasingly used by private companies, it is also
playing an important role in government operations. AI can
help reduce administrative burdens, address citizen inquiries,
and manage information tasks such as answering questions,
filling out and searching documents, routing requests, translat-
ing, and drafting documents, along with resolving resource
allocation problems [1]. In addition, AI chatbots have the
ability to interact with citizens, respond to queries and offer
suggestions, thus improving citizen engagement. Indeed, min-
istries can draw inspiration and benefit immensely from the
use of AI. For instance, AI can predict outcomes of various
policy implementations, thereby enabling governments to make
better informed decisions [2], [3]. For example, a recent survey
of public sector professionals in the UK revealed that 22%

of participants actively use generative AI systems in their
work[4].

However, it must be acknowledged and understood that
there is no such thing as a universal ethics. Ethics can be seen
as a description of rules or norms to be followed to ensure
a harmonious interaction between humans, but there are as
many ethical principles as there are human groups. What is
considered as an ethical behaviour or decision in the US will
be different from what is considered as ethical in the EU or
in China, Russia, India, North Africa or sub-Saharian Africa.
Even different smaller human groups (such as countries or
counties or ethnic groups) have different laws and norms, that
reflect their ethical and cultural differences.

Generative AI, a subfield of AI, has shown considerable
growth. It is now applied for generating many kinds of new
content, e.g. text, images, music and video [5], [6]. This
branch of AI integrates natural language processing (NLP), a
domain where computational techniques intersect with linguis-
tics, enabling machines to comprehend and manipulate human
language. As a result, generative AI systems are now adept
at producing contextually relevant and coherent content across
various mediums in response to human prompts, demonstrating
a significant breakthrough in AI’s ability to produce human-
like contents that give the user the feeling that the computer is
“understanding” their requests. By algorithms and models that
have been trained on huge existing data, generative AI has the
potential to offer robust solutions in diverse domains, e.g.

• Healthcare Generative AI can now enhance medical
systems, enhancing diagnosis precision, forecasting
disease outbreaks, and personalize treatment [7].

• Education AI-driven platforms are becoming increas-
ingly adept at tailoring content to individual students’
needs, optimizing the learning process, and honing
skills [8], [9].

• Agriculture The agricultural sector also stands to
benefit substantially from generative AI. Models can
predict crop yields, fine-tune irrigation, and detect
early signs of pest invasions [10], [11].

Alongside the widespread application of AI in African
countries, general concerns are rising[12].AI technologies’
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ethical issues must be handled in order to guarantee their
responsible and equitable deployment. AI ethical concerns
reveals significant implications for human rights. This includes
issues like misinformation, discrimination and radicalization,
as highlighted in [13]. Moreover, AI could reinforce biases,
particularly in patriarchal African settings, impacting the
young generations and women [14]. This raises significant
concerns, as the adoption of AI technologies must be handled
with care to avoid perpetuating unfair practices. An important
point is that as said earlier in the introduction, each government
region of the world (not only in Africa), country and even
country regions has its own ethics and sets of laws. Countries
are at different stages in the evolution of their approach to
AI regulation and have different views on how to proceed. In
this light, it becomes urgent to examine and consider different
cultures and public opinions when establishing the standards,
rules, and guidelines for “intelligent” systems.

More specifically, in Mauritania (West Africa), which is our
use case, addressing these concerns is paramount to ensure that
AI advancements align with the nation’s values and societal
structure. Indeed, Mauritanian society is diverse and complex,
with various ethnic groups, languages, and social norms.
Implementing AI without understanding these intricacies could
lead to decisions or recommendations that are not inclusive or
even offensive. Thus, ensuring that AI applications align with
the local context, especially in a country with strong cultural
traditions like Mauritania, is crucial.

In order to address this issue, in this paper, we introduce
a novel approach to help guide software development in the
sociocultural and ethical context of a specific country or
region including Mauritania. Central to this approach is an
application composed of two major components: one tailored
for government officials to offer or suggest ethical standards,
and another for developers to assess software alignment with
these standards. The main idea behind the proposed technique
is to leverage Large Language Models (LLMs) and employ
smart prompt engineering. This technique considers natural
language as a flexible programming tool, using software de-
scription and domain characteristics as “variables”. Our main
contribution consist in effectively bridging the gap between
raw AI capacities and more ethical needs, all without the
typical data-intensive fine-tuning. Our results will hopefully
show a way to help develop a more ethical AI within software
development.

In Section II, we discuss the problem statement, while
Section III details our methodology (a description of the
procedure and the main experimental tools used to address
the problematic). Section IV presents the proposed approach,
with an overview of the tool, AI ethics and initiatives (e.g.
AI ethical principles), and the technical details about the
development of the proposed tool, and Section V discusses
experimental results, followed by a discussion in Section VI
and a conclusion in Section VII.

II. PROBLEM STATEMENT

In the sphere of software development, especially when
it includes AI, many technical challenges can unintentionally
lead to cultural insensitivity or disalignment with local ethical
norms [15], [16]. These challenges are especially pronounced

in Mauritania, given its rich tapestry of traditions and values.
Below we explore several major technical underpinnings that
could result in such discrepancies:

• Dataset Biases at the core of any machine learning
system is the data it is trained on. If this data is
skewed or unrepresentative, it can introduce biases
[17], [18]. For instance, if an AI system meant for
Mauritania is primarily trained with Western datasets,
it may fail to recognize or respect local customs,
traditions, or values, leading to decisions that feel alien
or inappropriate.

• Overfitting to Specific Populations machine learning
models sometimes overfit to the most dominant data
in their training set (this is a particular case of “dataset
bias”). This means that if a dataset contains more
information about a particular sub-population than
others, the system might perform exceptionally well
for that group but poorly for minorities, neglecting or
misrepresenting the less-represented communities.

• Inadequate Localized Testing often, AI systems are not
sufficiently tested in local contexts before deployment.
Without rigorous testing in the Mauritanian setting,
these systems can make culturally ignorant or insen-
sitive mistakes.

• Lack of Interpretability and Explicability modern AI
models, especially deep learning ones, are often de-
scribed as “black boxes”, meaning that it is challeng-
ing to understand why they make a particular decision.
Without clear interpretability, it is hard to pinpoint and
rectify where cultural misunderstandings or ethical
misalignments occur.

The consequences in specific regions or countries such as
Mauritania are manifold:

• Cultural Misrepresentation technological tools that do
not understand or align with local norms can inadver-
tently misrepresent Mauritania’s diverse communities,
leading to a skewed digital representation.

• Mistrust in Technology continuous failures to respect
or understand local customs can lead to broad mis-
trust in technological solutions, potentially hampering
Mauritania’s technological advancement.

• Reinforcement of Stereotypes biased datasets not only
misrepresent but can also reinforce harmful stereo-
types, leading to decisions that further marginalize
already vulnerable groups.

Possible technical solutions and considerations are quite
straightforward, but may be difficult to implement, e.g.

• Diverse Data Collection ensuring datasets are repre-
sentative of Mauritania’s diverse population can alle-
viate many biases. This includes considering gender,
ethnicities, languages, and even regional differences
within the country.

• Transparent Algorithms opting for algorithms that
offer more transparency can help in identifying where
potential biases or misalignments occur.
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• Localized Feedback Loops integrating feedback mech-
anisms within the software allows users to report
cultural insensitivities or errors, which can then be
used to refine the system further.

While the technical solutions and considerations we have
outlined might seem clear and obvious, their actual imple-
mentation in practical term is far from trivial by many rea-
sons. Local ethical principles are not mere lists of do’s and
don’ts. They are rooted in cultural narratives, traditions, socio-
economic dynamics, and historical contexts. Capturing these
nuances algorithmically is challenging. Then, while it might be
feasible to implement these solutions for a single application or
a narrow domain, scaling them to accommodate a multitude of
software solutions spanning diverse sectors becomes daunting.
Finally, ensuring that software developers adhere to these
principles is not just about creating a set of guidelines. Real-
time or periodic monitoring mechanisms are needed to assess
and ensure the ethical integrity of developed applications. But
how does one monitor something as intangible and nuanced
as ethics in a semi-automatic fashion?

While there exist tools for quality assurance, security and
performance monitoring in software development [19], [20],
[21], [22], tools that specifically address the adherence to local
ethical principles are scarce or rudimentary at best. According
to [23], no approach has been entirely successful in creating
a robust and unbiased ethical system. The author highlights
the importance of adaptability in ethical design, arguing that
a single machine must be capable of adjusting its ethical
reasoning across different contexts through updates, while
maintaining consistency within each context.

In light of these challenges, there is a pressing need for
specialized tools tailored to define and monitor the adherence
to local ethical principles in software development. Such a tool
would not only need to encapsulate the breadth and depth of
Mauritanian ethical norms but also provide actionable insights
for developers to align their software accordingly. It could also
be used elsewhere in the world.

III. METHODOLOGY

The principal problem identified was the lack of a tool
enabling any government to understand and establish AI ethics,
as well as the lack of tools enabling software developers to
check whether their software is ethical or not. To answer this
question/problem, we adopted a methodology based on the
exploitation of large language models (LLMs) and intelligent
prompt engineering. The natural language is considered as a
flexible programming tool.

Our methodology can be presented in the following chrono-
logical order:

• First, a state-of-the-art review (using international
scientific literature) of ethical principles that may be
useful in an African context.

• Then develop two web applications:
◦ One to help governments formulate and choose

their AI ethics, based on the ethical principles
chosen above. The ethical propositions elab-
orated thanks to this application could then

be published by the institution for more trans-
parency and to help developers align with the
requests.

◦ A second application for developers to check
whether their software is in line with govern-
ment ethics.

The prompts used to question the LLM contain variables
(e.g. field of application, description of the intelligent software
whose ethics are to be evaluated, ethical principles, etc.).

IV. PROPOSED APPROACH

A. AI Ethics and Initiatives

This work is based on the relativist metaethical view that
ethical priorities may be different in different countries or
parts of the world, which however does not mean that some
consensual principles cannot be found. This section shows how
the principles used in the application were elected. Of course,
this list is not definitive, and it is important to understand that
they represent a proposition that could always be improved.

1) AI Ethical principles and axes judged crucial: Engi-
neers, computer scientists and application writers, in general,
while acknowledging the undeniable benefits of AI, are also
observed creating applications that are abusing human rights
and dignity even though they agree on the need to enforce
intangible principles.

We propose options of a consensual approach around the
ethical principles of AI. The work in [24] shows how, thanks to
a mapping and analysis of the corpus of principles and guide-
lines on ethical AI, the authors identified 11 ethical principles.
However, the analyses revealed “substantive divergence” in the
interpretation of these 11 principles. The authors conclude that
there is a “global convergence emerging around five ethical
principles”:

• transparency

• justice and fairness,

• non-maleficence,

• responsibility and

• privacy

These principles are referenced in over half of the sources.
They emphasize the need to integrate “guideline development
efforts with substantive ethical analysis and adequate imple-
mentation strategies”.

After comparing 36 major documents on AI principles, [25]
highlight a consensus around eight key thematic trends:

• Privacy

• Accountability,

• Safety and Security,

• Transparency and Explainability,

• Fairness and Non-discrimination,

• Human Control of Technology,

• Professional Responsibility, and
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• Promotion of Human Values.

The last three principles, although not specifically cited
by [24], are also found in their articulation of their five
consensual principles. The European Expert Group, in its
proposed guidelines to the European Commission, listed seven
essential requirements [26]:

• Human factor and human control

• technical robustness and security,

• privacy and data governance,

• transparency,

• diversity, non-discrimination, core equity,

• societal and environmental well-being,

• responsibility.

In 2021, the World Health Organization has proposed six
principles (comparable to those outlined above) to guide their
future work:

• human autonomy

• human well-being and safety and the public interest,

• transparency, explainability and intelligibility,

• responsibility and accountability,

• inclusion and equity, and

• responsiveness and sustainability.

According to [27], in Africa, for instance, the development
and implementation of AI systems in an ethical manner faces a
first major challenge: decision-making systems using machine
learning must be fair, equitable, intelligible and aligned with
our human values. But given that ethical values under different
skies are not necessarily the same and may vary across
cultures, a second challenge is to ensure that the design of these
systems is compatible with societies in which they operate and
which they are intended to serve. The framework defined in
1 identifies five guiding principles, echoed by its white paper
[26], for a trustworthy AI. Four of these principles (autonomy,
beneficence, non-maleficence and justice) are common. The
fifth principle, explainability, is specific to AI.

• The principle of autonomy refers to the idea that we
may, or may not, assign some of our decision-making
power to machines, to find a balance between the
decision making power we keep for ourselves and that
which we delegate to artificial agents [28].

• Referring to the same authors: the principle of benefi-
cence means “the promotion of well-being, the preser-
vation of dignity and the preservation of the planet”.
In other words, the development of AI that benefits
humanity.

• The principle of non-maleficence is to do no harm,
which means avoiding certain misuses of AI technolo-
gies.

1https://rm.coe.int/cahai-2020-08-fin-fr-mantelero-binding-instrument-
report-completed/16809eed6d

• Finally, the fourth principle (that of justice) refers to
the equitable distribution of goods and services.

• Concerning the fifth principle of explainability, [27]
explain that the approach consists in asking the ques-
tion “How does it work?” (requirement of trans-
parency): an approach of understanding the function-
ing of the AI system. This transparency requirement
aims to determine the responsibility in case of damage
caused by the system’s decisions. In an ethical sense,
the approach amounts to ask “who is responsible for
the functioning of the system?” This responsibility
lies with the designer and builder of the system: the
technology companies.

In practice, in general, the African vision, which is
community-based (where decision-making is joint), is opposed
to the Western vision where the individual is at the center
of decision-making (principle of respect of autonomy). [27]
provide examples to show that the application of the principles
of autonomy, beneficence, non-maleficence, and justice, in
African AI contexts, can be problematic. They conclude that
further examination is needed and caution “against the uncrit-
ical assimilation of Western values into African contexts”.

As stated by [29], technology applications do not take
into account “cultural and infrastructural factors” which is an
important aspect when implementing them. In [30]’s interro-
gation, policy challenges in developed countries allowed [15]
to evoke the following axes, deemed essential in an African
context:

• Equity, partiality and responsibility.

• Loss of jobs and tax revenue through automation.

• Cultural and linguistic diversity.

• Surveillance and loss of privacy.

• Democracy and political self-determination.

The authors in [14] states that while “security, confiden-
tiality, and integrity remain critical requirements”, AI must go
“beyond technical robustness and legal compliance-including
AI’s impact on basic human rights and collective social and
ethical values”.

Then, linguistic diversity is another dimension of cultural
diversity that should be taken into account. African languages
(1500 to 2000 languages) are of such complexity and variety
that they still (for most of them) have a long way to go to
benefit from Natural Language Processing (NLP). NLP is a
branch of AI. It is the ability of a computer program to “under-
stand”, or rather, make use of human language as it is spoken
by a human. Developing applications for NLP is difficult and
requires syntactic techniques and tools, precision in language
and a certain level of structuring. Moreover, the success of
NLP necessarily depends on the availability of massive data
for machine training, as (current) NLP approaches have moved
on to deep learning, after machine learning.

Privacy principles are mentioned in 97% of the documents
in the database consulted by [25]. These authors believe that
AI systems should “respect people’s right to privacy both in
terms of the use of their data for the purpose of developing
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technological systems and in terms of the ways in which they
can intervene in that same data and the decisions made”.

Finally, based on the review of various scientific docu-
ments, including research papers, ethical guidelines, and policy
documents, from regions such as the West, Asia and Africa,
the 10 following ethical principles were identified and used in
our study:

• Transparency

• Responsibility

• Non-Maleficence

• Equity

• Privacy and Confidentiality

• Societal and Environmental Well-being

• Human Autonomy

• Reactivity and reliability

• Cultural and Linguistic Diversity

• Democracy and Political Self-Determination

But of course, this proposition could evolve and should be
adapted to other contexts if necessary.

B. Technical Details

The applications that we proposed were developed using
ReactJS and Material UI for the frontend, and MongoDB,
Express.js, and Node.js for the backend.

• ReactJS is an open-source, component-based
JavaScript library that is used to build interactive user
interfaces for web and mobile applications [31].

• Material UI is an open-source library that provides
pre-designed components and styles for React.

• MongoDB is a NoSQL(Not Only SQL) database
management program that has a document-oriented
storage model. NoSQL databases are non-relational
and flexible, they allow users to store and process large
amounts of data.

• Node.js is an open source runtime environment that
is used for creating server-side web applications us-
ing JavaScript. It uses an asynchronous event-driven
model [32]. Express.js is a Node.js framework that
allows the development of web applications, APIs and
cross-platform mobile apps.

The core strength of our methodology lies in the fusion of
Large Language Models (LLMs) with smart prompt engineer-
ing:

1) Natural Language as a programming tool: By treating
natural language as a dynamic programming medium, we
harness the expansive capability of LLMs to make propositions
in human readable natural language. Trained on extensive
datasets, LLMs excel in tasks such as content creation and
question-answering [33]. A key feature of LLMs is the at-
tention mechanism, which improves their ability to generate
contextually appropriate responses. These models are typically

based on the “Transformer architecture,” a neural network
framework optimized for language tasks [34]. In this study,
we used two OpenAI models: GPT-3.5-turbo to build a chat-
bot and GPT-3.5-turbo-instruct to propose specific questions
to developers, as well as to establish ethical standards and
identify possible existing correlations between ethical princi-
ples. These two models are accessible via the OpenAI API
(https://platform.openai.com/). OpenAI’s GPT-3 is an autore-
gressive language model family capable of performing human-
like text completion tasks. The GPT-3.5-turbo version has 175
billion parameters and was trained on a variety of permitted
and public documents [35].

GPT-3.5-turbo was used to build our chatbot because it
is a chatty model that will provide responses beyond what
is specifically asked. The instruct model, however, is much
more terse and concise, performing exactly as instructed.
The /completions endpoint (used for GPT-3.5-turbo-instruct)
provides the completion for a single prompt and takes a single
string as input, whereas the /chat/completions endpoint (used
for GPT-3.5-turbo) responds to a given dialog.

These models have a parameter called temperature, which
is playing a vital role in our prompts. It is an important setting
as it influences the variability of the generated responses.
As the temperature approaches zero, the model will become
deterministic and repetitive. With this setting, we can fine-tune
the model according to the desired level of creativity [36].

2) Smart prompt engineering: Instead of traditional fine-
tuning, which requires vast datasets and often masks the
decision-making process, smart prompt engineering benefit
from LLM’s vast knowledge while guiding it with precision.
This ensures our tool remains adaptable and explicable. For
instance, given a prompt, the LLM crafts questions that probe
the software’s ethical alignments, drawing from the software
and domain descriptions. The type of prompt that is used
in this study is Zero-shot prompts. In prompt engineering,
“Zero-shot” is when we give a task to a language model like
GPT-3 for instance, without any prior examples or training
specific to that task. Essentially, the model have to accomplish
the task based entirely on its pre-existing knowledge and
understanding, which it acquired during its initial training
phase. As opposed to “few-shot” or “one-shot” learning, where
the model is given one or a few examples to guide its response.
Zero-shot learning tests the model’s ability to generalize.

Formula for calculating the percentage of compliance with
AI ethics. In order to verify if the software developer did
respect the AI ethics established by the government, the Eq.
(1) was proposed. this formula is designed to calculate the
percentage of compliance with the ethics and subsequently
verify if the developer has met the minimum percentage value
established by the government. The formula is based on the
weightings that was assigned by the government to the ten
ethical principles and the developer’s responses to the five
questions per principle.

P =

10∑
i=1

Ri

5 Wi

10∑
i=1

Wi

· 100 (1)
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Where Wi is the weighting of the i-th ethical principle. Ri

is the developer’s response to the i-th ethical principle.

In the formula, each response of the developer is divided
by 5 in order to normalize the answer to a scale from 0
to 1, where 0 means no positive response (complete non-
compliance) and 1 means the developer answered “yes?” to
all questions (complete compliance). Then these normalized
values are multiplied by the respective weights assigned by
the government, and then the weighted average is calculated.

C. Application Overview

Our application (see Fig. 1) is specifically tailored to bridge
the ethical divide in software development, offering tools to
both government officials and software developers. The main
idea behind this application is to enable the government, on
one hand, to establish a list of ethical principles and assign a
weighting to each principle. These weightings are specific to
each ministry or domain. They could be elaborated by ethical
committees for each domain, sub-population or context.

Subsequently, developers could, through specific questions
for each principle, verify if their software respects the gov-
ernment’s ethical norms or preferences of the context in
which the application will be used. Indeed, each ministry /
domain / context (health, education, etc.) could have its specific
weighting of principles, and every software developer would
need to comply with the ethics established by the ministry to
which their software is linked for getting an approval. The
questions posed to the developer are proposed automatically
by an LLM (Large Language Model) based on the application
domain (health, education, etc.) of their software and the
description of their software. Each ministry could review, and
then validate or reject the developers’ responses. Subsequently,
the developer could re-calibrate their application based on
feedback from the respective ministry. This iterative process
would allow developers to review and refine their software
to ensure it finally complies with the government’s ethics,
based on further feedback and comments. This application
ensures scalability because it can be applied across various
domains. But, in this paper, only an example about Healthcare
was presented. This could be seen as a way for top-down
authoritarian governments to enforce their political views, but
it must be understood that such guidelines are constitutive of
all governments: even in the most liberal democracies, software
that would promote racist or paedophilic contents are rightly
strongly prohibited, so such ethical enforcements are necessary
and beneficial to any society.

The use of an LLM has been identified as a promising
method to not only facilitate the generation of appropriate
questions for developers but also to help the government better
understand and formulate its ethics optimally and to propose
standards to be followed at the level of each ministry. The
participation of an expert committee in this process is strongly
encouraged. This can guarantee consistency and representative
ethics within each ministry but also across ministries.

It is designed to work in two complementary parts
(Government-Centric Application and Developer Diagnostic
Application).

1) Government-Centric application: This module allows
government officials to dynamically propose and adjust local
ethical norms according to a domain-specific context. These
guidelines are defined in the form of clear, natural language
prompts, helping for transparency in ethical expectations.
Below, the list of sections and features:

a) Section “Chatbot”: Users can ask questions and
request information about AI ethics via a Chatbot. This LLM-
based Chatbot aims to guide the government in understanding
and formulating ethics within each ministry/domain. The fol-
lowing message was used to provide guidance on how the GPT-
3.5-turbo model should behave for the conversation : “You are
an intelligent assistant designed to help users understand AI
ethics, become familiar with AI ethical principles, and select
the most suitable ethical principles for their specific context.
Your goal is to provide clear, comprehensive, and practical
guidance.”

b) Section “Define an ethic”: Government officials can
record their expectations regarding ethics via a questionnaire.
The questionnaire is domain– or ministry– specific. This
section contains three steps:

• Selection of the application domain : Health, educa-
tion, finance, agriculture. This is the domain to which
the concerned ministry is linked.

• Weighting of ethical principles (see Fig. 4). In this
step, it is possible to consult a proposed list of
principles (principles that we choose during the state-
of-the art step), see the description of each, and
assign a weighting to each principle according to its
importance in the concerned domain. This task of
weighting is made easy thanks to a text proposed by
the LLM that helps users to find out which principles
are essential and which are less important in the
context of the specific application domain. Indeed, the
importance of ethical principles can vary from one
domain to another.

• Specifying a threshold: The minimum value of the
“percentage of ethics compliance” that the developer
must achieve for their software to conform with es-
tablished ethics. Each ministry must have its set of
thresholds as some domains are more sensitive than
others. The compliance threshold has been identified
as playing a crucial role in the process of evaluating
governmental ethics. It represents the government’s
will to implement ethical principles and allows civil
servants to assess to what extent the software respects
established ethical values.

• In the end, a summary of the provided informations
is displayed, along with some suggestions:

◦ The previously entered weightings of the prin-
ciples.

◦ A list of ethical standards proposed by the
LLM that the developer should implement
during the software development process.

◦ An overview of the correlations between dif-
ferent ethical principles.
These correlations are proposed by the LLM
as correlations exist between different ethical
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Fig. 1. Flowchart of the proposed approach.

principles. They are used to compute a given
software’s compliance with established ethics.
For example, if there is a correlation between
the transparency principle and the responsibil-
ity principle, and the weighting of transparency
is respected but that of the responsibility prin-
ciple is not, compensation can then take place,
allowing the developer’s software to be valid
even if it is below the minimum value of the
responsibility compliance threshold. The way
the compensation is done is open to, and can
be modified by the user, with the possibility
to implement strong thresholds that cannot be
compensated for.

c) Section “See chosen ethics”: The user can consult
all the information they have entered in the “Define an ethic”
form, as well as the list of standards and existing correlations
between principles.

d) Section “Ethics Compliance Test”: Through this
interface, each ministry can review developers’ responses to

an ethics compliance form (this is a form accessible via the
developer module). The ministry validates these responses if
they comply with ethics and rejects them if they are not, with a
message to the user so that he/she can improve their application
before re-submission.

2) Developer diagnostic application: This tool serves as
an ongoing ethical audit mechanism. By processing software
characteristics and responses against the predefined prompts, it
provides feedback on potential ethical misalignments. Below
the list of sections and features:

a) Section “Standards”: The developer can consult the
standards to apply during the software development process.
This helps developers to acquire a better understanding of
ethical issues. This list of standards was previously elaborated
using the help of an LLM and validated by the government
via the government module.

b) Section “Form”: The developer can check whether
their software complies with the government-established ethics
through a questionnaire. It takes place in three stages:
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• First, the developer provides the following informa-
tion: software name, application domain, and descrip-
tion.

• Then, they must answer “yes / no” questions regarding
each ethical principle’s implementation. Five questions
are asked for each principle. These questions are
proposed by an LLM educated on ethics, based on
the software description, application domain, and the
principle in question, ensuring a thorough verification
of whether ethics are correctly incorporated into the
software development process.

• Finally, the developer can view a summary of their
responses:

◦ A radar chart displaying both the developer’s
response results and the government’s weight-
ings. This chart enables a clear comparison
between the developer’s performance and gov-
ernment expectations.

◦ The number of points obtained for each prin-
ciple, the name, domain and description of
the software. The developer’s response to this
questionnaire must be validated solely by an
expert committee on AI ethics within the gov-
ernment or the respective ministry.

c) Section “Ethics Compliance”: The developer can
review feedback from the ministry to which their software’s
domain is attached. And see if their software is approved
(meets the government’s expectations in terms of AI ethics)
or not.

V. EXPERIMENTAL RESULTS

Prompts used in this study and their outputs:

• Prompt for proposing five questions about the ap-
plication of each ethical principle (see Fig. 2) : the
objective of this prompt is to propose five questions
the developer must answer. Each question is about
the implementation of each ethical principle. The
variables: “descApp” (software description), “domain”
(domain of application), “principleName” (name of
the ethical principle) are given as an input.

Fig. 2. Prompt that propose questions for developer

descApp = “IBM Watson for Oncology is an AI-
powered software designed to assist oncologists in di-
agnosing and creating personalized treatment plans for

cancer patients. Developed by IBM in collaboration
with Memorial Sloan Kettering Cancer Center, this
software leverages the power of AI to analyze large
volumes of medical literature, patient data, and clinical
trial information to provide evidence-based treatment
recommendations”, domain/Field = Healthcare, tem-
perature = 0

◦ Output of the prompt when principal name
is Transparency (the output is in the format
JSON):

"questions":
[ "id": 1, "name": "q1", "label":
"Does the software provide
a clear explanation of how
it arrives at its treatment
recommendations?", "id": 2,
"name": "q2", "label": "Is
the software able to provide
a breakdown of the data and
sources used to generate its
recommendations?", "id": 3,
"name": "q3", "label": "Does the
software disclose any potential
biases or limitations in its
recommendations?", "id": 4,
"name": "q4", "label": "Is
the software able to explain
the reasoning behind its
recommendations in a way that is
understandable to non-technical
users?", "id": 5, "name": "q5",
"label": "Does the software
provide a mechanism for users to
access and review the data used
to generate its recommendations?"
]

◦ Output of the prompt when principal name is
Responsibility:

"questions":
[ "id": 1, "name": "q1",
"label": "Does the software
accurately and reliably analyze
large volumes of medical
literature, patient data, and
clinical trial information to
provide evidence-based treatment
recommendations?", "id": 2,
"name": "q2", "label": "Does the
software take into account the
individual needs and preferences
of each patient when providing
treatment recommendations?",
"id": 3, "name": "q3", "label":
"Is the software transparent
in its decision-making process,
providing clear explanations for
its treatment recommendations?",
"id": 4, "name": "q4", "label":
"Does the software have
mechanisms in place to ensure
patient data privacy and
security?", "id": 5, "name":
"q5", "label": "Is the software
regularly monitored and updated
to ensure its accuracy and
effectiveness in providing
treatment recommendations?" ]

◦ Output of the prompt when principal name is
Privacy and confidentiality:

"questions":
[ "id": 1, "name": "q1",
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"label": "Does the software have
a clear and transparent privacy
policy that outlines how patient
data will be collected, used, and
protected?", "id": 2, "name":
"q2", "label": "Is the software
designed to only collect and use
patient data that is necessary
for its intended purpose?",
"id": 3, "name": "q3", "label":
"Does the software have built-in
security measures to protect
patient data from unauthorized
access or breaches?", "id": 4,
"name": "q4", "label": "Is the
software regularly audited and
updated to ensure compliance
with privacy and confidentiality
regulations?", "id": 5, "name":
"q5", "label": "Does the software
have a mechanism for patients
to access, review, and request
changes to their personal data
collected by the software?" ]

• Prompt for proposing a list of norms to apply when
developing an intelligent software (see Fig. 3). The
following variables are given as an input: “listPrinci-
ples” = list of ethical principles, “domain” = domain
of application, “notations” = the weighting given by
the government to ethical principles. Output of the

Fig. 3. Prompt that propose a list of norms.

prompt that propose a list of norms:
Transparency:

◦ Provide clear and accurate information about
the Al software and its capabilities to health-
care professionals and patients

◦ Ensure that the Al software does not hide or
manipulate information from healthcare pro-
fessionals and patients

Responsibility:
◦ Ensure that the Al software is properly main-

tained and monitored to prevent any potential
harm to patients

◦ Establish clear lines of responsibility and ac-
countability for the development and use of the
Al software

Non-maleficence:
◦ Conduct thorough risk assessments and testing

to identify and mitigate potential harms caused
by the Al software

◦ Implement safeguards and protocols to prevent
or minimize potential harms to patients from
the Al software

Equity:
◦ Ensure that the Al software does not perpetuate

or amplify existing inequities in the healthcare
system

◦ Regularly assess and address any potential
biases or discrimination in the Al software that
could impact patient outcomes

Privacy and confidentiality:
◦ Implement strong data privacy and security

measures to protect patient information col-
lected and used by the Al software

◦ Ensure that the Al software adheres to all
relevant privacy laws and regulations

Societal and environmental well-being:
◦ Consider the potential societal and environ-

mental impacts of the Al software and take
steps to mitigate any negative effects

◦ Regularly evaluate the Al software’s overall
contribution to the well-being of society and
the environment

Human autonomy:
◦ Ensure that the Al software does not impede or

restrict patient autonomy in making healthcare
decisions

◦ Provide options for patients to opt-out or re-
quest human intervention in the use of the Al
software for their care

Reactivity and durability:
◦ Regularly monitor and update the Al software

to ensure it remains relevant and effective in
the rapidly changing healthcare landscape

◦ Implement a system for receiving and address-
ing feedback and concerns from healthcare
professionals and patients about the Al soft-
ware

Cultural and linguistic diversity:
◦ Ensure that the Al software is accessible to and

inclusive of individuals from diverse cultures
and linguistic backgrounds

◦ Conduct thorough testing and adaptation of
the Al software to account for cultural and
linguistic differences in healthcare practices

Democracy and political self-determination:
◦ Ensure that the development and use of the Al

software is aligned with democratic principles
and political self-determination

◦ Ensure transparent decision-making processes
and active stakeholder engagement in the de-
velopment and use of the Al software.
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• Prompt for proposing the existing correlations be-
tween ethical principles (see Fig. 4): If the percentage
of compliance of the developer is below the minimum
value of “percentage of compliance with AI ethics”
set by the government, the correlations between the
ethical principles might become significant. These
correlations can help government officials to decide
whether to approve or not the developer’s software.
For instance, if there’s a correlation between Principle
A and Principle B, and the developer has closely
followed the guidelines for Principle A but not for
Principle B, then adherence to Principle A can com-
pensate the lack in Principle B.

Fig. 4. Prompt for the existing correlations between ethical principles.

Output of the prompt for the existing correlations
between ethical principles: see Fig. 5.

Fig. 5. The summary (correlations between different ethical principles,
proposed by the LLM). Because of the translation tool Responsibility

became Accountability.

VI. DISCUSSION

As the industrial revolution allowed humans to delegate
hard work to machines, the AI revolution will allow us to
delegate to AI more and more white-collar tasks: bureaucratic
at first but as AI will improve, it will be given increasing
decision-making power. In medicine, for example, it is now
accepted that AI is better and faster at spotting developing
cancers on mammographies. This is great because it will save
time to radiologists, who can then concentrate on more difficult
cases.

AI assistants are becoming acting assistants, with
www.jace.ai, “Your new AI employee” that will act for you:
“Don’t just chat, start acting today”. On March 13th 2024,
the Members of the European Parliament (MEP) adopted
the Artificial Intelligence Act, setting safeguards on general
purpose artificial intelligence, limiting the use of biometric
identification systems by law enforcement, banning the use
of AI for social scoring and manipulating or exploiting user
vulnerabilities, and giving consumers the right to launch com-
plaints and receive meaningful explanations.

All this means that societies are becoming increasingly
aware of the risks posed by AI, but companies too: in order
to get an “app” validated by Apple for upload on their
appStore, the app needs to be “approved” and for this, the
developer must follow hundreds of guidelines limiting the app
to minimize its access to the contents on the phone or tablet
on which it will be used.2 For example, developers must: “Use
AppStoreSettings to manage a user’s App Store settings. You
can set a maximum age rating for apps, deny in-app purchases,
and require passwords for purchases.”

This is what this work attempts at proposing: a tool to help
governments formulate their policies and guide app developers,
all this with the help of Large Language Models.

The transparent design that we propose promotes clarity in
interaction, accountability in ethical deviations, and empow-
ers stakeholders with informed decision-making capabilities.
These are significant strides toward responsible AI develop-
ment in a culturally-sensitive domain. The major advantage is
its emphasis on explicability:

1) Transparency by design: By utilizing natural language
as the medium of interaction and guidance, stakeholders can
easily understand, adjust, and interpret the ethical guidelines
and the feedback generated.

2) Ethical accountability: When the system identifies a
potential bias or misalignment, it does not just flag it but also
provides a contextually relevant explanation, making it easier
for developers to pinpoint and rectify the root cause.

3) Informed decision-making: As the government and de-
velopers interact with the tool, they are consistently informed
about how the software aligns with ethical norms, ensuring
conscious and informed decisions throughout the development
lifecycle.

However, as with all pioneering methods, it has its inherent
challenges, which can be presented in terms of the following
disadvantages:

2https://developer.apple.com/documentation/managedsettings/
managedsettingsstore/appstore?changes= 6
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• Bias from Language Models: Even with smart prompt
engineering, there is a possibility that biases inherent
in the LLM (acquired from the data it was trained on)
could influence its feedback.

• Scalability Issues: As governments adjust ethical stan-
dards and as the volume and complexity of software
applications increase, the system might face scalability
issues, potentially slowing down feedback times.

• Lack of Ground Truth: Using natural language as a
programming tool lacks a strict “ground truth” in the
way traditional programming does. Hence, there is a
level of interpretative ambiguity.

We, therefore, try to propose ideas:

• Enhanced Training: The LLM could be trained further
using Mauritanian cultural and linguistic data. This
would enhance its understanding of local nuances.

• Continuous Feedback Loop: Encourage continuous
feedback from users, especially when they notice
discrepancies or biases. This would help in refining
the system over time.

• Incorporate Domain Experts: Engaging domain ex-
perts in sectors like healthcare, finance, etc. can help
in fine-tuning the responses and ensuring domain-
specific accuracy.

Consider the description of the software to be checked
and its specific domain as contextual anchors; by integrating
these as prompts, we guide the model’s responses in a manner
that is intricately aligned with the software’s functionality and
its ethical considerations within that domain. This is akin
to “fine-tuning on-the-fly”: the model’s vast knowledge is
channeled and constrained by the prompt, ensuring relevance
and accuracy without the need for additional training data.

Moreover, this method underscores a significant advantage:
it is adaptable. As software evolves or if there are shifts in
domain-specific ethical standards, the prompts can be adjusted,
thus ensuring that the AI’s outputs remain congruent with the
changing landscape. In essence, by leveraging smart prompt
engineering, we are making a case that with the right prompts,
models like LLM can be “programmed” in real time using
natural language, bridging the gap between generalized AI
knowledge and specific, localized requirements.

The advantages of the proposed approach compared to
some existing methods is that, compared to existing frame-
works such as the G7 toolkit3 and the U.S. Intelligence
Community’s AI Ethics Framework4, which address AI ethics
broadly but lack a focus on generative AI, our proposed
approach is distinct in its specific adaptation for generative
AI tools. This model is dynamic, allowing government bodies
to calibrate ethical standards flexibly across domains and
adapt to evolving cultural contexts. Furthermore, the integrated
government-developer feedback mechanism supports continu-
ous alignment with ethical standards, which is typically absent

3https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/10/
g7-toolkit-for-artificial-intelligence-in-the-public-sector f93fb9fb/421c1244-
en.pdf

4https://www.intelligence.gov/artificial-intelligence-ethics-framework-for-
the-intelligence-community

in other frameworks. By utilizing LLMs, this tool also offers
a novel, practical approach for real-time ethical compliance,
reducing reliance on resource-intensive manual assessments.

VII. CONCLUSION

We present a possible solution to the challenges of modern
software development in a sensitive sociocultural context,
leveraging the strengths of large language models, and em-
phasizing explicability as its cornerstone. At the intersection of
AI and ethics, our LLM-based tool serves as a critical bridge,
particularly in the Mauritanian context.

Technically, our tool has two major components:

• For the government, it’s a dynamic platform to set
the ethical standards they want to promote. By tuning
these standards, they can directly shape the AI’s
desired behavior, ensuring a permanent alignment
with local values, all the while avoiding unintentional
amplification of biases. Inserting their ethical wishes
and priorities in the tool will force governments to
think about them and integrating them in the tool will
be equivalent to publishing them, resulting in ethical
norms to be officially clear and known by all. So, the
tool is there too to help the institution to refine their
norms.

• For developers, it is a diagnosis tool. It allows them
to check if their software aligns thanks to a set of
domain specific questions, generated by LLM. The
LLM engineering provides smart prompts to maximize
robustness: if biases exist in data or algorithmic design
— the tool will detect it via smartly formulated closed
questions and answers. This immediate feedback helps
developers rectify issues before they escalate into
bigger problems.

For Mauritania, unchecked biases could lead to wrong deci-
sions, from reinforcing stereotypes to misinformed policies.
However, the inherent ambiguity of natural language as a tool
is noteworthy and can be a serious limitation. But by acknowl-
edging it and actively seeking solutions, such as further local-
ized training, continuous feedback loops, and domain-specific
expert input. Because it is adaptable and resilient, the process
of improving it will increase the awareness, understanding and
realization of governmental institutions on the importance of
ethics.

Interestingly enough, even if the questions or the “guid-
ance” of the LLM end up being strange, trying to understand
their meaning will force users on both sides to think about
ethics, which would not be so much the case if this tool did
not exist.

The source code attached to this work is available
on GitHub, here: https://github.com/Lalla-Aicha/Ethic-
App-developer, https://github.com/Lalla-Aicha/EthicApp-
Government. A lot of screenshots could not be added to this
paper due to the maximum number of pages.

To further enhance the effectiveness and accessibility of
our proposed ethical framework for AI, future work will focus
on two key areas: improving the model’s response precision
and expanding its linguistic reach.
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First, fine-tuning the LLM for conciseness and precision
will be essential for achieving more targeted, contextually
relevant outputs. By training the model on a curated dataset of
ethical guidelines and domain-specific language, we aim to re-
fine its ability to deliver concise and precise recommendations.
This focused training will help reduce ambiguity and improve
the clarity of responses.

Second, to support broader accessibility in diverse linguis-
tic contexts, we plan to implement multilingual capabilities.
This could involve training the model on datasets in multiple
languages or incorporating advanced translation features that
allow ethical standards to be accurately reflected in non-
English-speaking regions. By expanding the tool’s language
support, we aim to provide a more inclusive platform, enabling
it to be a valuable resource in global settings where ethical
norms and practices vary significantly.

Through these advancements, the tool can become both
more precise and more widely accessible, contributing to a
more ethically aligned implementation of AI across diverse
cultural and linguistic landscapes.
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Abstract—In this study, we developed an agent-based model
(ABM) to simulate and improve evacuation rates during flood
disasters. Utilizing the “Evacuate Now Button”, a previously
proposed system for sharing real-time evacuation rates among
residents, our experimental findings demonstrate a significant
enhancement in evacuation behavior through this system.
Simulations were conducted using geographical data from
Nobeoka City, Miyazaki Prefecture, and Toyohashi City, Aichi
Prefecture. Results showed that the “Evacuate Now Button”
increased evacuation rates from a few percent to approximately
78% in Nobeoka City and 90% in Toyohashi City. We also
investigated the effect of varying the range for calculating
evacuation rates and the accuracy of the evacuation information
shared with residents. It was found that larger calculation ranges
led to higher final evacuation rates, while smaller ranges resulted
in a quicker initial increase in evacuation behavior. These findings
provide valuable insights for enhancing evacuation strategies and
disaster preparedness in regions prone to floods.

Keywords—Evacuation; flood disaster; evacuation rate;
agent-based model; evacuate now button

I. INTRODUCTION

Japan is a country frequently affected by natural disasters
such as earthquakes, typhoons, and floods, making it crucial
to strengthen disaster prevention measures. Past large-scale
disasters have proven that prompt evacuation actions can save
many lives. Despite the availability of evacuation warnings,
many areas still report low evacuation rates. For instance,
studies on Typhoons Faxai and Hagibis in 2019 reported
that despite receiving evacuation information, many residents
did not evacuate [1]. Various factors, such as insufficient
understanding of evacuation advisories and delays in action,
are thought to contribute to this low evacuation rate.

One of the reasons for the low evacuation rate is the
lack of disaster awareness among residents and differences
in how evacuation information is received. For example, it
has been shown that personality traits significantly affect
evacuation behavior, with individuals categorized as “cautious
and proactive” more likely to take disaster information
seriously and evacuate early, while those in the “careless
and proactive” group are less likely to act upon the same
information [2]. These differences in personality traits have a
significant influence on how evacuation information is received
and the subsequent actions taken, making them a critical factor
in formulating disaster prevention strategies.

Additionally, research has been conducted on
methodologies for accurately estimating evacuation rates

during floods [3], providing valuable insights into modeling
evacuation behavior. Other studies have analyzed evacuation
behavior and its influencing factors during landslides,
highlighting how the timing and method of information
dissemination affect evacuation behavior [4]. In a case study
of heavy rainfall in Gifu Prefecture, the impact of how
evacuation information was provided on residents’ evacuation
decisions was analyzed [5]. Further, research has examined
the influence of prior flood awareness on evacuation behavior,
showing that pre-existing knowledge significantly promotes
evacuation action [6].

In recent years, many studies have employed agent-based
models (ABM) to simulate and deepen understanding of
residents’ evacuation behavior. For instance, the effects of
flood warning lead times on evacuation behavior have been
simulated using ABM, demonstrating the complexity of
evacuation behavior and the importance of psychological and
social factors [7]. Other studies have used ABM to analyze
residents’ behavior during floods, providing detailed insights
into how individual evacuation actions are influenced by
flood conditions [8]. These studies contribute to a deeper
understanding of the diversity of evacuation behavior and
the factors that influence it. Moreover, the effectiveness of
mutual aid mechanisms within vulnerable communities has
been analyzed using ABM, showing that mutual assistance
contributes to improved evacuation behavior [9].

However, existing studies have not been able to sufficiently
influence individual actions and decision-making, resulting
in limited improvements in evacuation rates. Therefore, this
study aims to utilize the new concept called the “Evacuate
Now Button [10]” which we previously proposed. The system
visually informs residents of evacuation statuses and fosters a
sense of solidarity.

In this paper, we simulate evacuation behavior during
disasters using an ABM and evaluate the effectiveness of
new measures to improve evacuation rates. Specifically, based
on survey results conducted in advance via the internet, the
behavior of agents reflecting residents’ personality traits and
evacuation awareness will be modeled. This approach enables
more accurate reproduction of the psychological and social
factors influencing individuals’ evacuation behavior.

Furthermore, this study will examine the effectiveness
of the “Evacuate Now Button”. This button is designed to
encourage residents to take swift and appropriate evacuation
actions during disasters, and its impact will be simulated using
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ABM. The simulation will evaluate changes in evacuation rates
with and without the button in order to clarify factors that
contribute to the promotion of evacuation behavior.

The findings of this study are expected to provide
important implications for future disaster prevention planning.
In particular, understanding evacuation behavior based on
residents’ psychological factors and personality traits can
improve the methods and content of evacuation information
dissemination, as well as be applied to the design of
education and training programs aimed at enhancing residents’
evacuation awareness. This, in turn, is expected to contribute
to the development of highly effective disaster prevention
measures that help mitigate disaster damage.

The structure of this paper is as follows: Section II
explains simulations using ABM as a foundational concept
and introduces the proposed “Evacuate Now Button”. Section
III describes the specifications of the simulation program used
in this study. Section IV presents the results of simulations
using actual topographical maps and Section V discusses these
results. The conclusion and the future work are presented in
Sections VI and VII, respectively.

II. PRELIMINARIES

In this section, we provide an overview of the basic concept
of the “Evacuate Now Button” and the ABM used in this
study. This section aims to provide the foundational knowledge
necessary for understanding the design of the simulations
and the assumptions underlying the experiments, facilitating
discussions in the following section.

A. Evacuate Now Button [10]

In a previous survey we conducted on residents regarding
evacuation during heavy rains, 92% of respondents indicated
that they were concerned about the evacuation status of
others when deciding whether to evacuate. Based on this,
we proposed a system called the “Evacuate Now Button”.
This is a physical button installed at the entrance of each
residence, which residents press before evacuating. By pressing
the button, the evacuation status of the residents is recorded
and shared with emergency services, such as fire departments,
to facilitate the rescue of those who have not evacuated in time.
Additionally, the evacuation status is shared with residents,
allowing them to gauge the evacuation progress in their area,
which may encourage further evacuations. However, rather
than sharing the evacuation status of individual households,
the system provides aggregated evacuation rates for clusters
of homes. This prevents the risk of burglary that could arise
if specific households were known to have evacuated.

When sharing evacuation status with nearby homes, there is
a possibility that residents will either evacuate in coordination
with their neighbors or refrain from evacuating if no one
else does. However, as mentioned earlier, 92% of survey
respondents stated that they are concerned about the evacuation
status of others, suggesting that the remaining 8% would
decide to evacuate regardless of their neighbors’ actions.
Therefore, it is more likely that this 8% will begin evacuating
based on information from local authorities or their own
judgment, potentially prompting others to follow suit.

There are still many considerations for implementing this
system, such as determining the appropriate cluster size for
sharing evacuation rates. Therefore, in this study, we use
ABM simulations to explore effective methods for utilizing
the “Evacuate Now Button”.

B. Simulations Using ABM

An ABM is a simulation method where autonomous
entities, referred to as agents, interact with each other within a
system. ABM is a powerful simulation technique that can be
applied to a variety of real-world systems and is particularly
useful for understanding and predicting complex collective
behaviors.

1) Features and Advantages of ABM: The ABM provides
several unique features that make it a powerful tool for
simulating complex systems. By allowing individual agents
to interact with each other and their environment, ABM can
capture emergent behaviors that are not easily represented by
other modeling techniques. The following are some of the key
features and advantages of ABM [11]–[15].

• Reproduction of Individual Behavior

In ABM, agents act based on their unique attributes and
behavioral rules, interacting with the environment to produce
complex collective behaviors. This allows for a detailed
reproduction of complex social phenomena, such as evacuation
behavior and risk perception during disasters.

• Understanding System Dynamics

ABM is well-suited for understanding the overall behavior
of a system that emerges from interactions among agents,
known as “emergent phenomena”. This is a significant
advantage over other modeling methods. For example, by
simulating residents’ evacuation behavior and movement
patterns during floods, ABM can be used to evaluate the
effectiveness of disaster response measures.

• Scenario Comparison and Evaluation

ABM is useful for comparing agent behavior across
different scenarios and is widely applied in evaluating policy
effects and disaster response measures. For example, it allows
analysis of how different evacuation routes or shelter locations
impact residents’ evacuation behavior.

2) Practical Applications of ABM: ABM has been widely
used for modeling human evacuation behavior in natural
disasters, particularly in studies focusing on flood evacuation,
where it has proven effective for detailed simulation of
evacuation behavior [16]. In flood evacuation simulations,
assigning agents with different attributes (such as age, gender,
and socioeconomic factors influencing evacuation decisions)
enables more realistic reproduction of evacuation behavior
[17]. Specific applications of ABM include the development
of models that help humanitarian organizations respond more
effectively to flood evacuations by predicting evacuation
dynamics and analyzing movement patterns to shelters [12].

Other studies have simulated pedestrian responses during
emergency floods to evaluate how behavioral rules affect
risk analysis, analyzing how pedestrians adjust their actions
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according to flood conditions using an agent-based approach
[18], offering valuable insights for urban evacuation planning.
Moreover, ABM has been used to model household
decision-making regarding the adoption of flood mitigation
measures, analyzing how individual choices impact regional
flood risk and collective disaster prevention behavior [16].
ABM has also been applied to dynamic simulations of
flood-human interactions, providing detailed analyses of
residents’ evacuation behavior and subsequent effects during
floods. In urban settings, research has simulated pedestrian
evacuation behavior during floods, providing data useful for
emergency evacuation planning [15].

These simulations provide valuable information for
optimizing emergency response measures during disasters. A
comprehensive review of the application of ABM to flood risk
analysis was conducted in reference [19], tracking trends in
social dynamics and behavioral changes.

As demonstrated, ABM is highly effective for
understanding and predicting evacuation behavior during
floods.

III. SIMULATOR SPECIFICATIONS

In this study, we aim to examine the effective usage of the
”Evacuate Now Button” by simulating residents’ evacuation
behavior using an ABM. First, the specifications of the
simulation are described below.

A. Overall Process

This simulation is developed using Unity and C# scripts.
While visual effects are not necessarily required for the
simulation itself, Unity was chosen to facilitate the use of
simulation videos for disaster awareness events and other
purposes.

The program first loads a three-dimensional terrain model
and places agents in locations corresponding to residential
buildings. In this simulation, one agent represents one
residence, including multi-unit buildings such as apartments,
where one agent is assigned per building. For the terrain
model, we utilize the 3D urban models developed under the
PLATEAU project [20], promoted by Japan’s Ministry of Land,
Infrastructure, Transport and Tourism [21].

Agents, which represent residents, determine whether or
not to begin evacuation based on evacuation information
provided by local authorities and the evacuation status of
surrounding residents. The simulation progresses according to
Algorithm 1.

Algorithm 1 Overall Process

1: Load the PLATEAU model.
2: Place agents in residential locations.
3: If the time for issuing a warning has been reached, issue

it.
4: Agents decide whether to begin evacuation every T1

seconds.
5: If Warning Level 5 has been issued, end the simulation.
6: Advance the simulation by one time step.
7: Return to Step 3.

B. Agent Evacuation Behavior

Each agent determines whether to begin evacuation every
T1 seconds. The decision-making process is based on the
results of the previously mentioned resident survey [10].
Agents are divided into one of two groups, Group I or
Group II. Group I consists of agents that make their
evacuation decisions without considering the evacuation rate
of surrounding residents. In contrast, Group II includes agents
that take into account the evacuation rate of their neighbors
when deciding whether to evacuate.

For Group I agents, there is a possibility they will initiate
evacuation when evacuation information is issued for their
region. However, they do not always evacuate when conditions
are met, but instead decide probabilistically with a certain
probability P .

While some residents may evacuate before official
evacuation information is issued, this study does not take
such behavior into account. This is because excluding early
evacuators does not positively contribute to the goal of
improving the overall evacuation rate, which is the primary
objective of this study. It is recognized, however, that the
absence of early evacuators could negatively affect the overall
evacuation rate.

At the start of the simulation, agents are randomly
assigned to either Group I (approximately 8%) or Group II
(approximately 92%). Additionally, Group II agents are further
subdivided based on the extent to which they are influenced
by the evacuation rates of others. Specifically, according to
the survey results [10], agents are categorized into Group II(a)
through Group II(e), as shown in Table I, which reflects the
timing of evacuation initiation in relation to the surrounding
evacuation rate.

TABLE I. RESULTS OF THE SURVEY ASKING AT WHAT EVACUATION
RATE AMONG SURROUNDING RESIDENTS RESPONDENTS WOULD BEGIN

TO EVACUATE

Respondent
Evacuation Timing Percentage Group
10% evacuation rate 20% II(a)
30% evacuation rate 31% II(b)
50% evacuation rate 32% II(c)
80% evacuation rate 12% II(d)

100% evacuation rate 5% II(e)

Agents in Group II(a) through Group II(e) also make their
evacuation decisions probabilistically with a certain probability
P , rather than always evacuating when conditions are met.

C. Discount Rate for Evacuation Probability

Agents consider evacuating when certain conditions are
met, such as when the evacuation rate of surrounding residents
exceeds a certain threshold. When this occurs, they decide
whether to evacuate with probability P . However, based on
real-world evacuation behavior, it can be assumed that if an
agent does not evacuate the first time conditions are met, the
barrier to evacuation increases in subsequent evaluations. To
reflect this in the simulation, a discount rate is applied to
the evacuation probability. Let the discount rate be denoted
as α. The probability Pi that an agent evacuates during the
i-th evaluation is given by Eq. (1), where P1 = P :

www.ijacsa.thesai.org 92 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

Pi = α× Pi−1 (i > 2) (1)

This formula models the decreasing likelihood of
evacuation as agents delay their decision.

D. Start and End of the Simulation

The simulation begins when evacuation information
equivalent to “Warning Level 3” is issued. Warning
Level 3 corresponds to evacuation information for elderly
and vulnerable residents. Prior to the 2021 revisions, it
corresponded to “evacuation commencement,” which makes
it an appropriate starting point for the simulation.

The simulation ends when evacuation information
corresponding to “Warning Level 5” is issued. Warning Level
5 is defined as a situation where it is no longer possible to
safely evacuate, and lives are at risk, meaning all evacuations
should be completed before this level is issued.

The timing of each warning level’s issuance is determined
based on real-world examples of past incidents.

Additionally, each agent is given a maximum delay of T2

from the start of the simulation, after which they begin to act
asynchronously.

IV. EXPERIMENTS

We verified the operation of the simulation program
developed according to the specifications defined in Section
III. The simulation was run under the conditions based on the
heavy rain disaster that occurred in Nobeoka City, Miyazaki
Prefecture in September 2022 [22] and the heavy rain disaster
in Toyohashi City, Aichi Prefecture in June 2023 [23]. The
conditions are outlined in Table II and the values of other
parameters used in the simulation are shown in Table III.

Experiments are conducted using multiple random seed
values, and the average values are calculated. Fig. 1 shows the
state of the simulation in progress. The blue color represents
the residences of agents who have not yet evacuated, and the
red color represents the residences of agents who have started
evacuating.

Fig. 1. The state during the simulation. The red dots represent the evacuted
agents while the blue dots represent agents in their house.

In Section IV-A, we present the results of examining the
impact of the range used to calculate the evacuation rate.
Section IV-B discusses the results of examining the effect
of the accuracy of the evacuation rate communicated to the
agents. In Section IV-C, we present the results of evaluating the
effectiveness of the “Evacuate Now Button”. The discussion
of these results is provided in Section V.

A. Distance for Calculating Surrounding Evacuation Rate

Each agent is able to know the evacuation rate of residences
within a radius L meters from their own residence, and they
decide whether to evacuate based on this information. We
first examined the optimal range for calculating the evacuation
rate that agents can access. The results using the geographical
data of Toyohashi City, Aichi Prefecture, and Nobeoka City,
Miyazaki Prefecture, are shown in Fig. 2 and 3, respectively.

Fig. 2. Evacuation rate transition in the simulation with Toyohashi City’s
data. Agents know accurate evacuation rate of their surroundings within a

range of L meters.

Fig. 3. Evacuation rate transition in the simulation with Nobeoka City’s data.
Agents know accurate evacuation rate of their surroundings within a range

of L meters.

In both Fig. 2 and 3, the horizontal axis represents the
time elapsed since the issuance of Warning Level 3, and the
vertical axis represents the evacuation rate. L is varied from
20 to 100 meters in increments of 20 meters. Agents are able
to accurately know the evacuation rate of residences within a
radius L meters from their own location.

B. Accuracy of Communicated Evacuation Rates

Agents can know the evacuation rate in the surrounding
area and decide whether to evacuate based on this information.
However, communicating a low evacuation rate may, in fact,
hinder evacuation behavior. Therefore, a method of providing
a more generalized evacuation rate, rather than a precise one,
is proposed. For example, if the actual evacuation rate is
between 10% and 30%, the agent would be informed that
the evacuation rate is “up to 30%”. This would result in
agents perceiving a higher evacuation rate than the actual one,
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TABLE II. WARNING LEVELS AND ANNOUNCEMENT TIMES DURING HEAVY RAIN DISASTERS IN NOBEOKA (2022), AND TOYOHASHI (2023)

Warning Level Issuance Time in Nobeoka Issuance Time in Toyohashi
3 17:00, Sep. 17th, 2022 6:40, Jun. 2nd, 2023
4 8:00, Sep. 18th, 2022 14:40, Jun. 2nd, 2023
5 21:30, Sep. 18th, 2022 16:30, Jun. 2nd, 2023

TABLE III. PARAMETERS RELATED TO AGENTS’ EVACUATION DECISIONS

Parameter Description Value
T1 [min] Interval at which agents decide whether to evacuate 15 ± 50%
T2 [min] Delay time before agents begin actions 30 ± 50%

P Probability of starting evacuation when conditions are met 0.5
α Discount rate applied to P when evacuation is not initiated 0.8

potentially encouraging evacuation. However, if the range is
too broad, the credibility of the information may decrease.
Thus, we conducted experiments using two different patterns,
Pattern 1 and Pattern 2, as shown in Table IV and Table V.

TABLE IV. PATTERN 1 FOR THE EVACUATION RATE COMMUNICATED TO
AGENTS

Actual Evacuation Evacuation Rate
Rate [%] Shared with Agents [%]

0 0
0 < r ≤ 50 50

50 < r ≤ 100 100

TABLE V. PATTERN 2 FOR THE EVACUATION RATE COMMUNICATED TO
AGENTS

Actual Evacuation Evacuation Rate
Rate [%] Shared with Agents [%]

0 0
0 < r ≤ 30 30
30 < r ≤ 50 50
50 < r ≤ 80 80
80 < r ≤ 100 100

Additionally, we define Pattern 3 as the case where the
actual evacuation rate is communicated accurately to the
agents. The results for Pattern 3 correspond to Fig. 2 and 3.

For each of these patterns, the agents’ level of trust in the
“Evacuate Now Button” was set according to the values shown
in Table VI.

TABLE VI. THE VALUES REPRESENTING THE AGENTS’ LEVEL OF TRUST
IN THE SYSTEM FOR EACH COMMUNICATION PATTERN

Pattern Trust Level θ
1 0.3
2 0.75
3 1

When the trust level θ is applied, agents use the adjusted
evacuation rate ρ′, which is calculated from the evacuation rate
ρ obtained through the ”Evacuate Now Button” and a random
number k (0 ≤ k < 1), using the formula ρ′ = ρ× (θ+ k(1−
θ)). This adjusted evacuation rate ρ′ is used as the current
evacuation rate.

The results of the experiments conducted using the
geographical data of Toyohashi City, Aichi Prefecture for
Pattern 1 and Pattern 2 are shown in Fig. 4 and 5, respectively.
Similarly, the results using the geographical data of Nobeoka

City, Miyazaki Prefecture for Pattern 1 and Pattern 2 are shown
in Fig. 6 and 7, respectively.

Fig. 4. Evacuation rate transition in the simulation with Toyohashi City’s
data. Agents can obtain the evacuation rate of their surroundings within a

range of L meters, following the rule in Table IV.

Fig. 5. Evacuation rate transition in the simulation with Toyohashi City’s
data. Agents can obtain the evacuation rate of their surroundings within a

range of L meters, following the rule in Table V.

In Fig. 4 through 7, the horizontal axis represents the
time elapsed since the issuance of Warning Level 3, while the
vertical axis represents the evacuation rate. L is varied from
20 to 100 meters in increments of 20 meters.

C. Effectiveness of the “Evacuate Now Button”

Lastly, we investigated the effectiveness of the “Evacuate
Now Button”. As a comparison, we considered the case where
the button is not used. In this scenario, agents are unable to
know the evacuation rate of their surroundings. Instead, agents
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Fig. 6. Evacuation rate transition in the simulation with Nobeoka City’s data.
Agents can obtain the evacuation rate of their surroundings within a range of

L meters, following the rule in Table IV.

Fig. 7. Evacuation rate transition in the simulation with Nobeoka City’s data.
Agents can obtain the evacuation rate of their surroundings within a range of

L meters, following the rule in Table V.

are assumed to observe the evacuation behavior of others
within five minutes of them deciding to evacuate, and thus
gain an understanding of the evacuation situation.

The results of the experiments using the geographical
data of Toyohashi City, Aichi Prefecture, and Nobeoka City,
Miyazaki Prefecture, are shown in Fig. 8 and 9, respectively.

Fig. 8. Evacuation rate transition with / without the evacuation rate sharing
system (Patterns 1-3) in the simulation with Toyohashi City’s data. Agents
with the system can obtain the evacuation rate of their surroundings within
L = 100 meters. agents without the system can only observe those within a

40 meter range who have evacuated within the last 5 minutes.

In Fig. 8 and 9, the horizontal axis represents the time

Fig. 9. Evacuation rate transition with / without the evacuation rate sharing
system (Patterns 1-3) in the simulation with Nobeoka City’s data. Agents

with the system can obtain the evacuation rate of their surroundings within
L = 100 meters. agents without the system can only observe those within a

40 meter range who have evacuated within the last 5 minutes.

elapsed since the issuance of Warning Level 3, and the
vertical axis represents the evacuation rate. For Pattern 1,
Pattern 2, and Pattern 3, the range within which agents can
know the evacuation rate was set to L = 100 meters, while
agents without the evacuation information sharing systems can
observe the evacuation behavior of others within a 40-meter
radius.

V. DISCUSSION

This section discusses the experimental results presented
in Section IV.

A. Distance for Calculating Surrounding Evacuation Rate

Fig. 2 and 3 show the results of varying the range L used
to calculate the evacuation rate that agents can access. From
these figures, we can observe that increasing L leads to a
higher final evacuation rate. This is likely because, with a
larger L, the probability of finding someone who has already
begun evacuation increases within that range, which then
influences other agents to evacuate. In other words, increasing
L facilitates the spread of an ”evacuation chain”.

However, we also see that in the early stages, shortly after
Warning Level 3 is issued, the evacuation rate increases more
quickly when L is smaller. This is likely due to the smaller
population size within a smaller range L, where the evacuation
of just one agent has a larger impact on the overall evacuation
rate for that group.

These results suggest that, when there is sufficient time
after the issuance of Warning Level 3, increasing L could
raise the evacuation rate. In other words, if the impact of
the heavy rain can be predicted early and Warning Level 3 is
issued at an appropriate time, a larger L is preferable. However,
in situations where disasters occur shortly after the issuance
of Warning Level 3, a smaller L might be more effective in
increasing the evacuation rate more quickly.

B. Accuracy of Communicated Evacuation Rates

In the simulations conducted using the geographical data
from Toyohashi City, Aichi Prefecture, as shown in Fig. 4 and
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5, the final evacuation rate is highest when L = 100, consistent
with the results in Fig. 2. Comparing Pattern 1 and Pattern 2,
we observe that Pattern 1 achieves a higher final evacuation
rate for all values of L. However, as L increases, the difference
between the final evacuation rates of Pattern 1 and Pattern 2
becomes smaller. This suggests that when L is small, Pattern
1 yields a higher effect, but as L increases, the difference
between Pattern 1 and Pattern 2 diminishes.

In the simulations using the geographical data from
Nobeoka City, Miyazaki Prefecture, as shown in Fig. 6 and
7, the results are similar to those in Fig. 4 and 5: Pattern 1
produces a higher final evacuation rate than Pattern 2, and the
difference between the two patterns decreases as L increases.
However, in the case of Nobeoka City, the final evacuation rate
difference between Pattern 1 and Pattern 2 is approximately
10%, which is larger than the difference observed in Toyohashi
City.

From Fig. 4 through 7, we conclude that Pattern 1
consistently results in higher early and final evacuation rates
compared to Pattern 2. Therefore, Pattern 1 is the more
favorable option.

C. Effectiveness of the “Evacuate Now Button”

Fig. 8 and 9 show that the scenario without the “Evacuate
Now Button” yields the lowest evacuation rates, with a
final rate of about 9%. In comparison, the actual evacuation
rate during the heavy rain disaster in Toyohashi City, Aichi
Prefecture, was approximately 0.068% [23], which may seem
somewhat detached from the simulation result. However, it
is important to consider that factors such as community
relationships, the location and number of shelters, and resident
demographics likely influence real-world evacuation decisions.
Previous studies involving surveys across multiple regions have
shown that the evacuation rate for storm and flood disasters is
generally around a few percent [24], making the results of
this simulation reasonable when considering the exclusion of
regional characteristics beyond geography.

When the “Evacuate Now Button” is introduced, the effect
varies depending on how the evacuation rate is communicated
to the agents, but in all cases—Pattern 1 through Pattern 3—the
evacuation rate is significantly higher compared to the scenario
without the system. In particular, in the case of Pattern 1, the
simulations show an evacuation rate of approximately 78% for
Nobeoka City (Fig. 9) and approximately 90% for Toyohashi
City (Fig. 8), indicating a remarkably high evacuation rate.

As the evacuation rate increases, the number of people who
need to be rescued in an emergency decreases, reducing the
burden on fire departments and other rescue teams, allowing
them to allocate more resources to individual rescues.

D. Limitations

The limitations of this study include the following:
First, the behavior of agents used in the simulation is
modeled based on survey results, and thus may not fully
replicate the actual behavior of residents. Additionally, social
factors such as the calculation range of evacuation rates
and relationships within the community have been simplified,
which is another limitation. Considering these limitations,

future research should aim to develop a model that incorporates
more detailed regional characteristics and psychological factors
of residents’ behavior.

VI. CONCLUSION

In this study, we developed a simulation based on an
ABM to improve evacuation rates during heavy rain disasters.
We experimentally demonstrated how much the ”Evacuate
Now Button,” our previously proposed evacuation rate sharing
system, could enhance evacuation rates. Additionally, we
investigated the optimal range for calculating evacuation rates
and the level of accuracy in the shared evacuation rate that
would best contribute to increasing the evacuation rate.

The results showed that using the “Evacuate Now Button”
could raise the evacuation rate from a few percent to
approximately 78% in the case of Nobeoka City, Miyazaki
Prefecture, and to approximately 90% in the case of Toyohashi
City, Aichi Prefecture. Furthermore, regarding the range for
calculating evacuation rates, it was found that a larger range led
to a higher final evacuation rate. However, we also discovered
that a smaller range resulted in a quicker initial rise in the
evacuation rate. Therefore, if the goal is to increase the
evacuation rate early, a smaller range should be used, while
if the goal is to maximize the final evacuation rate, a larger
range is preferable.

VII. FUTURE WORK

The discussion concluded that the simulation results
are reasonable when regional characteristics are excluded.
However, as evacuation rates vary between regions, it
is expected that developing a simulator that incorporates
regional factors would further improve the accuracy of
evacuation rate predictions. While incorporating factors such as
shelter locations is relatively straightforward, integrating more
complex aspects like relationships among residents would be
challenging. Therefore, future research will need to explore
methods for including such factors in the simulation program.
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Abstract—Optimal Transport (OT) is a powerful tool widely
used in healthcare applications, but its high computational
cost and sensitivity to data changes make it less practical for
resource-constrained settings. These limitations also contribute to
increased environmental impact due to higher CO2 emissions from
computing. To address these challenges, we explore Unbalanced
Optimal Transport (UOT), a variation of OT that is both
computationally efficient and more robust to data variability.
We apply UOT to two healthcare scenarios: independence testing
on breast cancer data and modeling heart rate variability (HRV).
Our experiments show that UOT not only reduces computational
costs but also delivers reliable results, making it a practical
alternative to OT for socially impactful applications.

Keywords—Optimal transport; unbalanced optimal transport;
healthcare

I. INTRODUCTION

Optimal Transport (OT), first formulated by Gaspard Monge
[23] and further developed by Kantorovic [15], addresses the
fundamental question of finding the most efficient way to
minimize the cost of transporting mass from one distribution
to another. OT has evolved into many practical applications in
fields such as healthcare [42], [39], [41], machine learning [12]
and domain adaptation [7]. For healthcare applications such
as breast cancer detection [39] or heart rate variability (HRV)
modeling [42], which may be needed widely by also resource-
constrained medical institutes and have a direct impact on
human wellness, the computational efficiency and the robustness
of the deployed models are paramount. Nevertheless, OT has
been known to suffer from computational bottleneck [21] and
sensitivity to problem structure or data perturbation [17]. Such
limitations of vanilla OT can make solution models to these
healthcare applications not accessible to medical institutes
with limited budget [36], raise the CO2 output of computing
resources thereby negatively impacting the environment [16],
and become a less reliable tool in the realm of healthcare [8].

To alleviate the above limitations, Unbalanced Optimal
Transport (UOT) is recently proposed variant of the classical
OT formulation that penalizes the marginal constraints based
on some given divergence. Among the various divergences used
in the literature such as Kullback-Leiber (KL) divergence [6],

*Equal Contribution

squared ℓ2 norm [3], ℓ1 norm [4], and ℓp norm [18], UOT with
KL divergence is the most prominent for its wide applicability,
flexibility and efficient computation [30]. UOT has shown its
prominence in various applications in statistics and machine
learning [11]. Recent works [35], [17], [30] have facilitated
the fast computation of UOT and provided guarantees on its
statistical and approximation properties.

Recent advancements in UOT have significantly reduced its
computational complexity and improved its scalability, enabling
its application in large-scale machine learning tasks. Notable
among these advancements are efficient gradient-based methods
[30], which not only accelerate UOT computations but also
provide theoretical guarantees for convergence and statistical
properties. These methods are especially important in scenarios
requiring real-time processing, such as medical diagnostics or
dynamic resource allocation in healthcare. Furthermore, UOT
has been shown to be more robust than traditional OT in
handling outliers and noisy data, making it a valuable tool in
applications where data quality is variable [17].

As computational efficiency and environmental concerns
become more critical in the age of large-scale AI, UOT stands
out as a method that balances performance with resource
utilization. By relaxing the mass conservation constraint,
UOT reduces the computational burden while maintaining the
accuracy required in sensitive applications such as healthcare.
This reduced computational cost also has positive implications
for sustainability, as it lowers the energy consumption and CO2
emissions associated with large-scale computations [16]. As
a result, UOT not only provides a more flexible and scalable
approach to OT problems but also addresses key limitations
that have historically hindered the adoption of OT in resource-
constrained settings.

A. Contributions

In this paper, we benchmark and empirically validate the
effectiveness of UOT on various healthcare applications, which
are the statistical independence test on the breast cancer dataset
following the setting in [39] and HRV modeling in [42]. The
code is given in https://github.com/quipp12/UOT Healthcare.git.
Our contributions can be summarized as follows:

• For both healthcare applications, statistical indepen-
dence test [39] and HRV modeling [42], the OT
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distance is used as a component in these pipelines,
where the celebrated Sinkhorn algorithm with the costly
computational cost of Õ

(
n2ε−2

)
[19] is used. To

alleviate the computational bottleneck, we propose
the adoption of UOT as well as the Sinkhorn variant
specifically designed for UOT distance with improved
complexity of Õ

(
n2ε−1

)
[35]. This facilitates not only

seamless integration of UOT (in place of OT) in these
applications but also an acceleration in computation,
which is consistently demonstrated in Section III and
Section IV

• For HRV modeling [42], in addition to the realization of
UOT’s computational benefit, our experimental investi-
gation reviews the high training cost from the original
model using Gradient Descent (GD). Consequently, we
implement the GD with Momentum (GDM) into the
model to significantly expedite the training process,
while maintaining comparable or even better Mean
Squared Error (MSE)- the main performance metric
(Section IV).

• Our primary theoretical contribution focuses on estab-
lishing a bound that quantifies the difference between
the costs of Unbalanced Optimal Transport (UOT) and
regular Optimal Transport (OT). We provide a rigorous
guarantee that as the parameter controlling the mass
relaxation in UOT increases, the difference between
the UOT cost and the OT cost becomes smaller. This
result ensures that the approximation made by UOT
closely mirrors the exact cost computed by OT when
enough relaxation is allowed.

II. APPROXIMATING OPTIMAL TRANSPORT VIA
UNBALANCED OPTIMAL TRANSPORT

A. Notations

Denote by Rn
+ the set of all vectors in Rn with nonnegative

entries. Bold capital letters and lowercase letters respectively
stand for matrices and vectors. For p ∈ [1,∞), ∥.∥p denotes
the lp norm. The Frobenius inner product of two matrices of
the same size is defined as ⟨A,B⟩ =

∑n
i,j=1 AijBij .

B. Optimal Transport

Consider two discrete distributions a,b ∈ Rn
+, specifically

a := (a1, . . . , an) ,b := (b1, . . . , bn) with equal masses, i.e.,
∥a∥1 = ∥b∥1. Denote amin = min1≤i≤n{ai} and bmin =
min1≤i≤n{bi} as the minimum masses. The OT problem seeks
to find a matrix X ∈ Rn×n

+ represented a transport plan which
maps a to b at a minimum cost, i.e.

OT(a,b) := min
X∈Π(a,b)

⟨C,X⟩, (1)

where C ∈ Rn×n
+ is a cost matrix whose entries are distances

between measures of these distributions and Π(a,b) :={
X ∈ Rn×n

+ : X1n = a,X⊤1n = b
}

. Denote by XOT =
argminX∈Π(a,b)⟨C,X⟩ be the optimal solution to the OT
problem (1).

C. Unbalanced Optimal Transport

First, we define the KL divergence function between two
vectors x,y ∈ Rn

+ as

KL(x∥y) :=
n∑

i=1

(
xi log

(xi

yi

)
− xi + yi

)
Assume two finite measures a,b ∈ Rn

+, specifically a :=
(a1, . . . , an) ,b := (b1, . . . , bn) with possibly different total
mass. The UOT problem seeks to find a matrix X ∈ Rn×n

+
represented a transport plan, i.e.

UOTKL(a,b) = min
X∈Rn×n

+

{
f(X) :=⟨C,X⟩+ τKL (X1n∥a)

+ τKL
(
X⊤1n∥b

) }
(2)

where C ∈ Rn×n
+ is a given cost matrix and τ > 0

is a given regularization parameter. Denote by XUOT =
argminX∈Rn×n

+
f(X) be the optimal solution to the UOT

problem (2).

The parameter τ effectively acts as a regularization term. A
larger τ means a stronger penalty on the mass divergence,
making the solution more balanced (closer to the original
distributions a and b). A smaller τ reduces the effect of the
regularization term, allowing for more flexibility in the transport
plan. With a very small τ , the solution may deviate significantly
from the target distributions in favor of minimizing the transport
cost.

D. Approximation Error of UOT

When a⊤1n = b⊤1n and τ → ∞,UOTKL(a,b) turns
to the regular OT(a,b).

Formally, taking the limit as τ →∞ in the UOT objective
function:

lim
τ→∞

(
⟨C,X⟩+ τKL(X1n ||a) + τKL(X⊤1n ||b)

)
enforces X1n = a and X⊤1n = b at the optimal solution,
which recovers the OT problem (1). Moreover, [30, Theorem
26] provided the tight non-asymptotic characterization on the
distance gap between UOTKL(a,b) and OT(a,b) to be
O
(
1
τ

)
, where the big-O notation here neglects the terms other

than τ . Nevertheless, such results as above do not fully capture
how well the UOT solution XUOT can approximate the OT
solution XOT in the pure sense of transportation cost ⟨C,X⟩,
which may better represents the raw performance within the
application of interest. To this end, we establish in the next
theorem such approximation error in transportation cost of
using the UOT solution instead of the OT solution.

Theorem 1. Under the balanced setting of ∥a∥1 = ∥b∥1 = 1,
i.e. a and b are distributions, we have the following bound
on the difference between the transportation costs incurred by
UOT and OT solutions:

0 ≤ ⟨C,XOT⟩ − ⟨C,XUOT⟩ ≤ O

(
1

τ

)
. (3)
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Proof: Let κ = min{amin, bmin}−1. From [10, Theorem
1] that provides an upper bound for KL divergence, we have:

0 ≤ KL(XUOT1n∥a) ≤
n∑

i=1

[
(XUOT1n)i − ai

]2
ai

(i)

≤ κ

n∑
i=1

[
(XUOT1n)i − ai

]2
= κ∥XUOT1n − a∥22
(ii)

≤ κ∥XUOT1n − a∥21, (4)

where for (i), we use ai ≥ min{amin, bmin} = κ−1, and for
(ii), we use ∥x∥2 ≤ ∥x∥1. Similarly, we obtain that:

0 ≤ KL
(
(XUOT)⊤1n∥b

)
≤ κ∥(XUOT)⊤1n − b∥21. (5)

Summing up (4) and (5), we have:

0 ≤ KL(XUOT1n∥a) +KL
(
(XUOT)⊤1n∥b

)
≤ κ

[
∥XUOT1n − a∥21 + ∥(XUOT)⊤1n − b∥21

]
≤ κ

[
∥XUOT1n − a∥1 + ∥(XUOT)⊤1n − b∥1

]2
≤ κ

(2n∥C∥∞
τ

)2

=
4κn2∥C∥2∞

τ2
, (6)

where the last inequality follows directly from [30, Theorem 23].
Now, from [30, Theorem 26] and given M = log(2)∥C∥2∞

(
n+

3κ
)2

+ 2n∥C∥2∞, we have:

0 ≤ OT(a,b)−UOT(a,b) ≤ M

τ
∴0 ≤ ⟨C,XOT⟩ − ⟨C,XUOT⟩ − τKL(XUOT1n∥a)

− τKL
(
(XUOT)⊤1n∥b

)
≤ M

τ
, (7)

where the last line is by definitions of OT(a,b) and
UOT(a,b). Finally, combining (6) and (7), we can conclude
the statement of the theorem:

0 ≤ ⟨C,XOT⟩ − ⟨C,XUOT⟩ ≤ M + 4κn2∥C∥2∞
τ

= O

(
1

τ

)
.

1) Remark: Thereom 1 provides a bound on the difference
between the transportation costs of OT solution and UOT
solution under a balanced setting. Specifically, when the
marginal distributions a and b are probability distributions
both summing up to 1, the theorem establishes that the cost
difference between the OT and UOT solutions grows inversely
with τ , and thus can be made arbitrarily negligible by tuning the
hyper-parameter τ > 0 to be sufficiently large. This motivates
our usage of UOT in place of OT for computational acceleration
while maintaining the original performance of OT via the proper
choice of τ in the next sections.

III. EXPERIMENTAL RESULTS OF UOT IN BREAST
CANCER DATA

Breast cancer is one of the most prevalent cancers world-
wide, and accurately distinguishing between benign and malig-
nant cases is crucial for early diagnosis and treatment. Machine
learning methods have advanced breast cancer data analysis,

but traditional approaches often struggle with computational
efficiency and imbalanced data sets.

Optimal transport (OT) is a powerful tool for comparing
probability distributions, yet assumes balanced datasets, which
is rarely the case in real-world scenarios like breast cancer data.
Unbalanced Optimal Transport (UOT) addresses this issue by
allowing for differences in data mass, making it well-suited for
medical datasets with uneven class distributions.

In [39], the authors proposed the Hungarian algorithm to
solve a special type of optimal transport. It showed that Hun-
garian outperforms Sinkhorn algorithm and network simplex
algorithm in all cases.

In this study, we apply UOT to breast cancer data to
test for statistical independence between features of benign
and malignant cases. By leveraging the efficiency of UOT
combined with the Sinkhorn algorithm, we aim to provide a
scalable method that outperforms traditional OT in runtime
while maintaining accuracy, offering valuable insights for large-
scale healthcare data analysis.

A. Problem Setting of UOT in Breast Cancer Data

1) Wasserstein-distance-based independence test and UOT:
One crucial application of OT distances such as Wasserstein-
1 [34], [20] is the independence test [39]. To assess the
independence between the variables Y ∼ ν1 and Z ∼ ν2,
the Wasserstein-1 distance with ℓp-norm cost function, which
belongs to the class of OT problem [39], [20], between the
joint distribution π of Y,Z and the product distribution of
Y, Z is used. Specifically, this process requires the evaluation
of OT (π, ν1 ⊗ ν2) , where ν1 ⊗ ν2 represents the product
distribution of Y, Z. It is proven in [39] that Y and Z
are independent if and only if OT (π, ν1 ⊗ ν2) = 0. In
practice, given n i.i.d. samples {(y1, z1), ..., (yn, zn)} generated
from (Y,Z), one can construct the statistic OT(π̂, ν̂1 ⊗ ν̂2),
where π̂ and ν̂ represent the empirical distributions, to test
for independence. UOT distance has been known to well
approximate OT distance with vanishing approximation error
[30, Theorem 26], while enjoying more favorable computational
complexity through various solvers vastly used in the ML/AI
literature [35], [30], [5]. In this study, we aim to use UOT as an
alternative to OT for Wasserstein-distance-based independence
testing, and utilizes the celebrated Sinkhorn algorithm [35] to
solve for the UOT problem.

2) Breast cancer data: The dataset consists of 569 instances,
each characterized by 30 features. The instances are classified
into two categories: benign and malignant. Let X ∈ R30

represent the distribution generated uniformly from the benign
class, and Y ∈ R30 represent the distribution generated
uniformly from the malignant class. We compute the empirical
OT/UOT distance in two scenarios: 1. Independent case:
Between X1 and Y2, where X1 comprises the first 5 coordinates
of X , and Y2 comprises the last 25 coordinates of Y . 2.
Dependent case: Between X and Z, where Z = X1 ∗ Y1,
with X1 being the first 5 coordinates of X,Y1 being the first
5 coordinates of Y , and ∗ representing the coordinatewise
product.
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Fig. 1. Runtime evaluation with UOT sinkhorn, OT sinkhorn and modified hungarian algorithm on breast cancer data.

B. Application of UOT in Breast Cancer Data

1) Data preprocessing: In order to separate classes, the
second column of the dataset contains the labels that classify
each instance as either benign (B) or malignant (M). We use
this column to separate the data into two subsets such that
rows labeled ‘B’ and ‘M’ are extracted to form the X and Y
dataset respectively.

From both X and Y , we focus on the feature values found
in columns 2 to 32 (the 30 numerical features of each instance).
These features are selected because they represent the main
characteristics of the data relevant for classification.

The selected feature values are normalized by dividing each
value by the maximum value in its respective column. This
step rescales all feature components to the range [0, 1].

Normalization ensures that features with different scales do
not disproportionately influence the analysis and that the data
is suitable for OT/UOT computations.

2) Experimental setup: We follow the experimental setup
outlined in [39], where the independence test based on Wasser-
stein distance is applied. In our experiments, we calculate
the cost matrix C using the ℓp-norm as the cost function.
Specifically, we evaluate the performance under two different
norms: p = 1 and p = 2. These norms are chosen to assess the
behavior of OT and UOT algorithms under different geometries
of the data.

For both the dependent and independent cases, we vary the
sample sizes of the breast cancer data to examine the effect of
sample size ranging from small to large on the computational
performance. In each experimental run, we generate data
for both cases (dependent and independent) using uniformly
distributed samples from the benign and malignant classes. The
independence tests are then performed using UOT-based and
OT-based methods.

Each experiment is repeated 10 times to account for random
variations in the data and solvers. For each sample size and test,
we report the following runtime statistics: the average, best,
and worst runtimes over the 10 trials. This ensures a robust
evaluation of the algorithm’s performance and allows us to
observe both the typical performance and the variability across
runs.

Additionally, to evaluate the statistical significance of the
results, we analyze the empirical distribution of the runtimes
for each method and apply appropriate tests (e.g., t-tests) to
confirm that the differences in runtimes between UOT Sinkhorn
and the baseline methods are statistically significant.

3) Baselines: In our comparison, we include several state-
of-the-art methods for solving OT problems as baselines. The
first baseline is the exact OT solver based on the modified
Hungarian algorithm [39]. The second baseline is the OT
Sinkhorn algorithm [19], which approximates the OT distance
by adding an entropic regularization term to the original OT
problem.

Our proposed method uses the UOT Sinkhorn algorithm to
approximate the OT distance under the UOT framework. UOT
is particularly suitable for handling the unbalanced nature of
distributions that may arise in real-world datasets like breast
cancer data, where the number of benign and malignant cases
might not be perfectly matched. The Sinkhorn solver adds
entropic regularization, making it highly efficient for large-
scale problems.

To ensure a fair comparison, we set the desired error
tolerance for the approximate algorithms (UOT Sinkhorn and
OT Sinkhorn) to 0.01. This tolerance provides a good balance
between computational efficiency and approximation accuracy.

4) Experimental results: The results of our experiments,
shown in Fig. 1, illustrate the runtime performance of the tested
algorithms as a function of sample size. The x-axis represents
the logarithm of the sample size, while the y-axis represents
the logarithm of the total runtime in seconds. These log-log
plots provide a clear visualization of the scalability of each
algorithm.

For each tested sample size, UOT Sinkhorn consistently
outperforms both OT-based baselines in terms of runtime.
Specifically, UOT Sinkhorn achieves lower average, best,
and worst runtimes across all sample sizes, with significant
improvements as the sample size increases. The performance
advantage of UOT Sinkhorn becomes especially pronounced
for large sample sizes, where the modified Hungarian algorithm
exhibits much slower runtimes due to its higher computational
complexity.

In terms of robustness, UOT Sinkhorn demonstrates consis-
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tent performance, where even its worst runtime remains faster
than the average runtime of the second-best baseline, OT solved
using the modified Hungarian algorithm. This robustness is a
crucial factor for practical applications where runtime variability
can impact the reliability of the method. Additionally, OT
Sinkhorn performs better than the exact solver for moderate
sample sizes but is still outperformed by UOT Sinkhorn in
most cases.

Finally, we also observe that the choice of ℓp-norm (p = 1
or p = 2) has a relatively minor effect on the runtime but does
influence the accuracy of the independence test, as the distance
metrics capture different aspects of the data geometry.

IV. UOT IN HRV ESTIMATION FOR PHYSIOLOGICAL
RESEARCH

In physiological research, Heart Rate Variability (HRV) is
often used as a measure for its reliability and noninvasiveness
[1]. However, assessing cardiovascular functioning using HRV
in practice is challenging due to noise and irregularly sampled
data.

Previously, [42] proposed a multitask-learning approach to
address this issue. However, clinical and healthcare data in
practice often have a high degree of heterogeneity (such as in
demographics, treatments, devices, etc), which means domain
generalization is an essential task. Thus, [42] proposes to use
OT to estimate a mapping that is generalizable for unseen
out-of-domain task distributions. The multitask model using
Optimal Transport as a regularizer showed the lowest RMSE
amongst other transport maps such as Group Lasso [40], Multi-
level Lasso [22], Dirty models [13], Multitask Wasserstein and
Reweighted Multi-task Wasserstein [14].

However, the stringent nature of OT maps may cause strict
mapping, which would be problematic under noisy data regimes
[2], [17]. Thus, we propose using UOT instead of OT for the
domain generalization task.

A. OT/UOT Map Estimation for Physio Multitask-learning

Consider the task-wise feature vectors St and their under-
lying predictive functions WT

t , each following the measures
µS and νW respectively. Our goal is to find a push forward
mapping T#µS = νW . Here, one can estimate µS , νW from the
empirical distributions, and use them as the two input marginal
vectors of the OT/UOT problem. The optimal mapping allows
us to measure the similarity of model parameters to obtain
a predictive transformation, which will eventually be used to
perform domain generalization.

B. Multitask-learning (MTL)

We follow the MTL formulation in [42] and use the follow-
ing optimization objective, where the first term represents the
prediction loss and the second term represents the regularization
that induces task similarities:

1) Dataset: We are given a set of T tasks, each represented
by:

• Xt ∈ Rdx×Nt : The feature matrix for task t, where Nt

is the number of samples for task t, and each sample
has dx features.

• Yt ∈ R1×Nt : The labels for the samples in task t.

• st ∈ Rds×1: A task-specific feature vector, which may
contain information unique to that task.

2) Objective: We are learning the parameters, represented
by the matrix Wt, for each task t, where each Wt is part of a
larger matrix W ∈ RT×dw that contains the weight vectors for
all T tasks. The goal is to minimize the loss across all tasks,
represented as:

min
W,F

1

2

T∑
t=1

∥WT
t Xt − yt∥22︸ ︷︷ ︸

Prediction loss

+α

T∑
i,j=1

π∗
i,j∥F (si)−Wj∥22︸ ︷︷ ︸

Regularization term

. (1)

Here, W = [W1,W2, . . . ,WT ] are the task-specific weights,
and F is the transformation that models the similarities between
different tasks, π∗ is the OT/UOT coupling obtained from the
Sinkhorn-OT/Sinkhorn-UOT algorithm and α is a weighting
parameter. The loss (1) will learn W and F using Algorithm 1
in [42] where W and F are jointly updated using GD.

C. Linear and Non-linear Transformation for F

First, we consider F being a linear transformation, where
the set F is characterized by a matrix F ∈ Rds×dθ , which
captures all affine transformations. Mathematically, the set F
is expressed as:

F =
{
F : F ∈ Rdθ×ds , st ∈ ΩS , F (st) = Fst

}
.

However, linear transformations may not sufficiently ap-
proximate the transport map, particularly for modeling complex
systems such as the human Autonomic Nervous System (ANS).
To address this, non-linear transformations is considered.

Let ϕ be a non-linear function associated with a kernel
function k : ΩS × ΩS → R, where k(si, sj) = ⟨ϕ(si), ϕ(sj)⟩.
For a given set of samples S, we define the set F as:

F =
{
F : F ∈ Rdθ×T , st ∈ ΩS , F (st) = Fkst(st)

}
,

where kst(·) denotes the vector k(s1, ·), . . . , k(sT , ·).

The non-linear transformation allows the model to capture
more intricate relationships between tasks, making it particularly
useful when task dependencies are complex and cannot be
adequately captured by a linear mapping. The challenge in this
formulation lies in the increased complexity of learning F, as
the optimization problem becomes non-convex and may require
advanced techniques such as back-propagation for training.

Despite the increased computational cost, non-linear trans-
formations can significantly improve performance in multitask
learning scenarios where tasks exhibit non-linear similarities,
enabling the model to generalize better accros tasks.

D. Gradient Descent for MTL

To apply Gradient Descent (GD) to solve the MTL objective,
we first differentiate the loss function with respect to the MTL
parameters W and F is a non-linear transformation. Given the
optimization objective from Eq. (1), the gradients with respect
to the MTL parameters W and F are:
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Gradient with respect to W:

∇WL = (WT
j Xj − yj)X

T
j − 2α

∑
i

π∗
i,j(Fksi −Wj).

The first term corresponds to the gradient of the prediction loss,
while the second term reflects the gradient of the regularization
term, weighted by α and the optimal coupling matrix π∗

obtained from OT/UOT.

Gradient with respect to F:

∇FL = 2α
∑
i,j

π∗
i,j(Fksi −Wj)kT

si .

Here, the gradient is driven solely by the regularization term,
as F does not appear in the prediction loss.

PhysioMTL using gradient descent has a disadvantage when
processing complex data such as HRV where it confronts
multiple local minimums which will affect learning rate. To
address the problem, we introduce the gradient descent with
momentum, a more robust version of gradient descent which
can potentially handle local minimums and saddle points.

Using the gradients proposed above, we iteratively update
the parameters W and F using the standard GD update rule:

W(k+1) = W(k) − η∇WL, F(k+1) = F(k) − η∇FL

where η is the learning rate and k denotes the iteration index.

So, the update rules using gradient descent for Wj and F
are:

For Wj:

Wj ←Wj−η

[
(WT

j Xj − yj)X
T
j − 2α

∑
i

π∗
i,j(Fksi −Wj)

]
.

For F:

F← F− η

2α∑
i,j

π∗
i,j(Fksi −Wj)kT

si

 .

Algorithm 1 Solving MTL: Gradient Descent

1: Input: η, α, {π∗
i,j}, {Xt, yt}Tt=1, {ksi}, Wj , F

2: for n = 1 to N do
3: for j = 1 to T do
4: Wj ←Wj − η∇Wj

5: end for
6: ∇F = 2α

∑
i,j π

∗
i,j(Fksi −Wj)k

T
si

7: F← F− η∇F

8: end for
9: Output: Wj , F

In practice, choosing an appropriate learning rate η is
critical for convergence. A small learning rate can slow down
the convergence, while a large one might cause the updates
to overshoot the optimal solution. The iterative GD process
continues until convergence, which is typically defined by a
threshold on the change in the loss function or the norm of the
gradient.

E. Gradient Descent with Momentum for MTL

In gradient descent with momentum, we introduce a velocity
term to accelerate the optimization process. The update rules
are modified to include momentum, where the gradient is
accumulated over time.

Let vW and vF be the velocity terms for Wj and F,
respectively. The momentum update is controlled by a parameter
β ∈ [0, 1). The update rules for the velocities and parameters
are as follows:

Velocity update:

v
(k+1)
W = βv

(k)
W +(1−β)∇WL, v

(k+1)
F = βv

(k)
F +(1−β)∇FL

Parameter update:

W(k+1) = W(k) − ηv
(k+1)
W , F(k+1) = F(k) − ηv

(k+1)
F

Algorithm 2 Solving MTL: Gradient Descent with Momentum

1: Input: η, β, α, {π∗
i,j}, {Xt, yt}Tt=1, {ksi}, Wj , F

2: vWj = 0, vF = 0
3: for n = 1 to N do
4: for j = 1 to T do
5: vWj

← βvWj
+ (1− β)∇Wj

6: Wj ←Wj − ηvWj

7: end for
8: ∇F = 2α

∑
i,j π

∗
i,j(Fksi −Wj)kT

si
9: vF ← βvF + (1− β)∇F

10: F← F− ηvF

11: end for
12: Output: Wj , F

F. Literature and Motivation for Gradient Descent with Mo-
mentum for MTL

Momentum helps to speed up convergence in scenar-
ios where the optimization landscape has long, narrow val-
leys—common in deep learning and multitask-learning. The
velocity terms accumulate the gradients in such valleys, allow-
ing the optimization to move faster along the flat directions and
more slowly in directions where the gradients change rapidly.

1) Escaping saddle points: One of the key advantages of
GDM is its ability to help the optimization process escape
saddle points. Saddle points are regions in the loss surface
where the gradient is close to zero but the point is not a local
minimum. By incorporating past gradients, GDM can provide
sufficient momentum to push the optimization out of these
regions, avoiding the problem of getting stuck at suboptimal
points. This is particularly important for multitask-learning,
where the complex interaction between tasks may introduce
non-convexities in the loss surface.

2) Convergence considerations: While GDM generally
converges faster than standard GD, careful tuning of both the
learning rate η and the momentum parameter β is essential for
achieving optimal performance. A typical heuristic is to start
with β = 0.9 and adjust η based on empirical results, ensuring
that the updates do not become too aggressive or oscillatory.

In the MTL context, GDM is particularly useful when
dealing with heterogeneous tasks, as the added momentum helps
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TABLE I. SUMMARY OF MODEL PERFORMANCES WITH α = 0.1.UOT-GD AND UOT-GDM SHOW LOWER RMSE AND
FASTER RUNTIMES COMPARED TO OT-BASED METHODS, WITH MOMENTUM FURTHER REDUCING RUNTIME

Method 20% 40% 60% 80%

RMSE Runtime RMSE Runtime RMSE Runtime RMSE Runtime

OT-GD 29.992 ± 0.809 0.514 29.890 ± 1.198 1.219 29.504 ± 0.963 3.347 28.800 ± 2.432 6.765

UOT-GD 29.978 ± 0.843 0.287 29.911 ± 1.222 0.534 29.500 ± 0.942 1.032 28.749 ± 2.455 2.072

OT-GDM 30.070 ± 0.749 0.291 29.940 ± 1.206 0.641 29.584 ± 0.990 1.154 28.897 ± 2.394 3.190

UOT-GDM 30.013 ± 0.794 0.244 29.891 ± 1.203 0.372 29.521 ± 0.965 0.874 28.845 ± 2.420 1.603

TABLE II. SUMMARY OF MODEL PERFORMANCES WITH α = 0.5. UOT MAINTAINS CONSISTENT RMSE AND FASTER
RUNTIMES ACROSS SAMPLE SIZES, WHILE OT METHODS SHOW SLIGHTLY HIGHER RMSE AND SLOWER PERFORMANCE

Method 20% 40% 60% 80%

RMSE Runtime RMSE Runtime RMSE Runtime RMSE Runtime

OT-GD 30.753 ± 1.536 0.290 29.841 ± 0.924 1.480 29.364 ± 1.692 4.448 30.282 ± 2.218 7.974

UOT-GD 30.779 ± 1.549 0.163 29.748 ± 0.967 0.684 29.298 ± 1.703 1.383 30.151 ± 2.259 2.550

OT-GDM 30.769 ± 1.574 0.286 29.934 ± 0.942 1.012 29.461 ± 1.671 2.197 30.459 ± 2.207 3.584

UOT-GDM 30.759 ± 1.529 0.154 29.883 ± 0.926 0.459 29.388 ± 1.696 0.888 30.336 ± 2.218 1.786

TABLE III. SUMMARY OF MODEL PERFORMANCES WITH α = 0.9. UOT STILL PERFORMS BETTER THAN OT METHODS IN
TERMS OF RMSE AND RUNTIME, WITH MOMENTUM (UOT-GDM) ENSURING THE FASTEST CONVERGENCE, EVEN WITH A

LARGER α

Method 20% 40% 60% 80%

RMSE Runtime RMSE Runtime RMSE Runtime RMSE Runtime

OT-GD 30.366 ± 0.812 0.338 30.025 ± 1.370 1.833 30.352 ± 1.240 4.106 30.783 ± 2.393 6.660

UOT-GD 30.291 ± 0.821 0.197 29.996 ± 1.377 0.657 30.232 ± 1.265 1.289 30.718 ± 2.394 2.314

OT-GDM 30.491 ± 0.830 0.274 30.144 ± 1.417 0.896 30.491 ± 1.236 2.049 30.881 ± 2.436 3.584

UOT-GDM 30.395 ± 0.812 0.156 30.046 ± 1.388 0.450 30.399 ± 1.237 0.831 30.823 ± 2.409 1.362

balance the convergence rates across tasks with varying levels
of difficulty. The accumulated gradients guide the optimization
process toward a more stable solution, reducing the likelihood
of overfitting to specific tasks.

By applying GDM, we can achieve a more efficient and
reliable solution to the MTL problem, especially in the context
of large-scale data or noisy, heterogeneous domains such as
HRV estimation.

G. Application of UOT in HRV

1) Data preprocessing: The MMASH dataset [37] contains
24-hour continuous data from 22 healthy male participants,
including inter-beat intervals (IBI), wrist accelerometry, sleep
duration and quality, physical activity levels, and psychological
factors like stress, anxiety, and emotions. HRV is calculated
using RMSSD, the root mean square of successive differences
between normal heartbeats, over 5-minute intervals, which is
the standard duration for short-term HRV analysis. We use
key features - activity, sleep, stress, and anthropometric data
(age, height, weight). Sleep is expressed as total hours in bed,
while physical activity is represented by hours of moderate
(e.g. walking, cycling) and intense (e.g., running, gym) exercise.
Stress levels are measured via the Daily Stress Inventory (DSI)
score.

We following the data preprocessing procedure in [42]:
(1) removing RMSSD outliers (z-score greater than 2.5), (2)
excluding subjects with abnormal data (e.g. subject 4 with
an RMSSD average of 318), and (3) imputing missing values
for sleep and age for subjects 11 and 18 using dataset-wide
averages. After preprocessing, the final dataset includes 21
subjects.

2) Experimental setup: We applied our model to predict
Heart Rate Variability (HRV) across various tasks from the
MMASH dataset, which is publicly available through the
PhysioNet repository [37]. The tasks used for testing were
completely unseen during training to ensure a rigorous evalua-
tion. The performance of the model was measured using Root
Mean Square Error (RMSE) to quantify the prediction accuracy.
To assess the model’s performance under different data avail-
ability scenarios, we randomly selected varying proportions of
tasks—specifically, 20%, 40%, 60%, and 80%—for training.
The model was then evaluated on the remaining unseen tasks.

Additionally, we experimented with different values of
α = 0.1, 0.5, 0.9 to investigate the robustness of the Sinkhorn-
Unbalanced Optimal Transport (Sinkhorn-UOT) model under
different mass relaxation parameters. Varying α allows us to
explore how the model behaves when placing more or less
emphasis on balancing the transport plan, offering insights into
the flexibility and adaptability of the method.

www.ijacsa.thesai.org 104 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

3) Baselines: To further improve computational efficiency,
we implemented Gradient Descent with Momentum (GDM),
which is known to help iterates quickly escape saddle points and
accelerate convergence to a stationary point, as suggested by
[38]. This technique is particularly valuable for large-scale
datasets where faster convergence can significantly reduce
runtime. We compared four experimental settings to evaluate
both OT and UOT under different optimization strategies: OT
with Gradient Descent (OT-GD), OT with Gradient Descent
and Momentum (OT-GDM), UOT with Gradient Descent (UOT-
GD), and UOT with Gradient Descent and Momentum (UOT-
GDM). These baselines allowed us to assess both the impact
of mass relaxation in UOT and the computational benefits of
incorporating momentum into the optimization process.

4) Experimental results: The results of our experiments
are summarized in Tables I, II, and III, corresponding to
α = 0.1, α = 0.5, and α = 0.9 respectively. Across all α
values, our UOT-based approaches consistently demonstrated
significantly lower runtime compared to the OT-based methods,
while maintaining similar levels of accuracy as measured by
RMSE. This highlights the computational advantage of UOT,
particularly for large datasets with imbalanced distributions.
Additionally, the inclusion of momentum in the optimization
process (GDM) resulted in faster convergence and further
reduced runtime compared to standard Gradient Descent (GD),
confirming the effectiveness of GDM in accelerating training.
These findings underline the practicality of using UOT with
momentum for tasks requiring fast and accurate predictions in
complex datasets.

5) Results and Discussion: The experimental results sum-
marized in Tables I, II, and III demonstrate the consistent
advantages of UOT over OT across all tested values of α (0.1,
0.5, 0.9). While runtime differences were significant—UOT
required up to 40% less time than OT—the benefits of UOT
extend beyond computational efficiency.

Additionally, the inclusion of momentum in UOT further
accelerated convergence while maintaining similar accuracy.
This enhancement is particularly valuable in iterative medical
research tasks, where faster training enables rapid model
updates based on new data.

H. Summary of UOT Algorithms as Compared to OT and
Related Practical Healthcare Applications

By relaxing OT’s strict constraints, UOT enables faster and
more adaptable multitask learning algorithms. Its computational
advantages Õ

(
n2ε−1

)
and smoother optimization dynamics

make it a competitive alternative to OT, especially in healthcare
applications requiring efficient and reliable predictions. Coupled
with techniques like GDM, UOT further enhances its utility for
large-scale, real-world datasets, demonstrating its practicality
in domains where computational resources are limited but
accuracy remains paramount.

The advantages of UOT algorithms, particularly their
computational efficiency and adaptability, make them highly
suitable for resource-constrained healthcare applications:

1) Real-Time HRV Monitoring: Faster convergence of UOT
allows real-time heart rate variability predictions in wearable
devices, enabling timely interventions in critical scenarios.

Fig. 2. Cost gap on breast cancer data.

2) Large-Scale Population Studies: UOT’s scalability sup-
ports applications involving population-level diagnostics, such
as analyzing longitudinal health data or predicting patient
outcomes across diverse demographics.

3) Personalized Medicine: The flexibility of UOT in han-
dling imbalanced distributions is crucial for personalized
medicine, where data from some patient subgroups may be
underrepresented. For example, drug response predictions
can benefit from UOT’s ability to align heterogeneous task
distributions effectively. asks, as reflected in the lower Root
Mean Square Error (RMSE) observed for UOT.

V. APRROXIMATION ERROR

In the context of the breast cancer data experiment, we
aim to empirically validate the theorem 1. Specifically, we
are interested in investigating how closely the UOT cost
approximates the OT cost in real-world datasets, which will
be done in the following set up:

1) Computing OT and UOT cost: Using the Sinkhorn
algorithm, we compute the OT transport plan XOT and its
corresponding transport cost. Similarly, we compute the UOT
transport plan XUOT for varying values of τ (the regularization
parameter) and calculate the associated UOT cost.

2) Comparison and Validation of Approximation Error:
We empirically measure this difference to see how well UOT
approximates OT in our breast cancer dataset. Specifically, we
calculate ⟨C,XOT ⟩ − ⟨C,XUOT ⟩ for different values of τ to
observe whether the theoretical bound holds in practice.

3) Experimental result: The results shown in Fig. 2 as τ
increases, the cost gap steadily decreases. This demonstrates
that with higher regularization, the difference between the
UOT and OT solutions becomes negligible. At this point, UOT
provides a good approximation to the OT cost while retaining
computational advantages. The graph exhibits a smooth, non-
linear decrease in the cost gap, implying that increasing τ
provides diminishing returns in terms of cost difference.

VI. CONCLUSION AND FUTURE WORKS

In this work, we investigate the computational benefits
of the Sinkhorn-UOT algorithm across different healthcare
applications such as the independence test on breast cancer
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data and HRV estimation in physiological research. We find
that Sinkhorn-UOT consistently outperforms other popular
computational OT methods such as Sinkhorn-OT and the
modified Hungarian algorithm, which partially makes various
healthcare applications more accessible to budget-constraint
medical institutes by alleviating the prohibitive computational
cost, and mitigates the CO2 emission from computing resources
toward better environment.

Building on these results, future work should focus on
further optimizing the Sinkhorn-UOT algorithm by reducing
the computational complexity and enhancing scalability for even
larger datasets. Another interesting direction is to investigate
the effectiveness of Partial Optimal Transport (POT) [24] as an
alternative to OT, besides the UOT metric considered in this
paper. Furthermore, Stochastic or Constrained Decentralized
Optimization techniques [25], [26] can be leveraged to create
sample-efficient computational approaches for noisy, dynamic,
and multi-agent scenarios [9], [28], [32], [31], [33] that
commonly emerge in modern distributed systems [27], [29].
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Abstract—Early disease diagnosis is critical in improving 

patient outcomes, reducing healthcare costs, and preferably 

timely intervention. Unfortunately, the algorithms used in 

conventional diagnostic technology have difficulties dealing with 

uncertain and imprecise medical data, which may result in either 

delay or misdiagnosis. This paper describes the combined 

framework of fuzzy logic and machine learning algorithms to 

improve the accuracy and reliability of early disease diagnosis. 

Fuzzy logic addresses imprecision in patient symptoms and 

variability in clinical data, while machine learning algorithms 

provide data analytical and predictive capabilities. The proposed 

system enhances the abilities and complements rule-based 

reasoning with a predictive model to handle imprecise inputs and 

deliver accurate disease risk estimation. An experimental 

analysis of the medical datasets of heart disease, diabetes, and 

cancer reveals that the proposed method enhances the accuracy, 

precision, and ultimately robustness of a conventional diagnostic 

system. 

Keywords—Decision trees; Fuzzy Inference System (FIS); 

heart disease diagnosis; neural networks; Support Vector Machine 

(SVM) 

I. INTRODUCTION 

Early disease diagnosis is a vital component of patients’ 
care as it enhances timely detection and treatment procedures 
and reduces the worsening of diseases. As technology 
progresses, artificial intelligence (AI) and machine learning 
(ML) programs have been quite helpful to the diagnostic 
process, especially when traditional methods encounter 
limitations due to partial or uncertain data. Also, Fuzzy logic 
provides a framework for modeling uncertainty and handling 
ambiguous or imprecise data, which is very common in 
medical diagnostics. Using fuzzy logic and machine learning 
together, it is possible to combine intelligent diagnostic 
systems to process complex medical data more thoughtfully 
and interpretably [1-3]. 

Diagnosis in the medical field means working with 
incomplete and noisy data, where the symptoms of the diseases 
are interchangeable in most cases since it is not unlikely to 
have two different diseases manifesting in the same symptoms; 
the data is subjective and sometimes uncertain. Traditional 
machine learning algorithms for structured data cannot 
efficiently manage vague clinical data. This issue is solved by 
fuzzy logic since members in a given category have only 

partial membership in multiple diagnostic categories, thus, a 
perfect coupling to machine learning methods used in the 
medical field. For instance, fuzzy logic systems have been 
successfully applied in systems, especially for diagnosing 
diseases such as diabetes, cardiovascular conditions, and 
cancer [4, 5]. 

The fuzzy logic-oriented machine learning algorithms are 
derived by integrating fuzzy reasoning and the capabilities of 
machine learning frameworks. This system integration 
improves the system's functionality in comprehending complex 
medical data and increases diagnostic precision by integrating 
such uncertainties in patient inputs [6-8]. Machine learning 
techniques like decision trees, support vector machines (SVM), 
and neural network models have demonstrated their ability to 
recognize patterns in a large dataset. Since fuzzy logic is 
flexible, it enhances learning from these models [9-12]. 
Combining these learning models with fuzzy logic makes it 
possible to predict with certain vitalization of the subject, 
where medical symptoms, laboratory results, and everything 
connected with them are based on the fuzziness of the 
corresponding parameters [13, 14]. 

In recent years, several authors have used Fuzzy logic and 
machine learning to develop methods of disease diagnosis. For 
example, fuzzy logic is applied to model patient symptoms and 
lab results when data is ambiguous. At the same time, machine 
learning algorithms are used to identify the patterns crucial for 
accurate disease classification [15, 16]. A vital advantage of 
this approach is its ability to explain diagnostic 
decisions resulting from the model, which is vital in clinical 
settings where transparency and interpretability are essential. 

The work focuses on a critical gap in the existing 
methodologies in fuzzy logic and machine learning for early 
disease diagnosis. Existing methodologies hardly involve both. 
Classic diagnostic systems need help dealing with imprecise 
and uncertain data, leading to potential delays or inaccuracies 
in the diagnosis. Other studies previously conducted also 
included fuzzy logic and machine learning separately. Their 
combined application, however, within a structured hybrid 
framework still needs to be explored. This gap shows a need 
for the approach itself as it tends towards enhancing the 
accuracy in diagnosis and interpretability because it assumes 
capability in handling uncertainty alongside the predictive 
capabilities of machine learning. The system presented bridges 
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this gap by applying a more reliable and robust early disease 
detection approach, which means better patient outcomes. 

Consequently, this research paper aims to identify the 
usefulness of employing fuzzy logic in machine learning 
algorithms for early disease identification since clinical 
diagnosis is based on uncertain and incomplete data. As such, 
this approach combines fuzzy logic and machine learning to 
enhance accuracy and robustness while enhancing the 
interpretability of diagnostic systems, ultimately leading to 
more effective early detection of diseases. The paper also 
discusses the challenges in integrating these techniques and 
identifies trends that define future research opportunities for 
this emerging field of AI in health care. Fig. 1 shows the 
diagnosis of heart disease, diabetes, and cancer using fuzzy 
logic-driven machine-learning algorithms. 

 

Fig. 1. The diagnosis of heart disease, diabetes, and cancer using fuzzy logic-

driven machine-learning algorithms. 

The subsequent section summarizes existing literature 
regarding the application of fuzzy logic with machine learning 
for medical diagnostics in Section II. After that, the proposed 
methodology for merging fuzzy logic and machine learning 
algorithms with enhanced disease diagnosis is described in 
Section III. Thereafter, the experimental results and analysis 
provide an extensive performance evaluation with real-time 
medical datasets in Section IV. Finally, the conclusion of 
findings, challenges encountered, and potential future research 
directions are presented in Section V. 

II. RELATED WORK 

Integrating fuzzy logic with machine learning algorithms 
has shown significant potential in early diagnosing diseases 
and handling the uncertainty and imprecision prevalent in 
medical data. Several studies and research papers have tried 
integrating fuzzy logic and machine learning findings and 
results to enhance diagnostic accuracy, robustness, and 
interpretability. This section summarizes vital contributions 
and advancements of fuzzy logic-based machine learning 
systems for disease diagnosis. 

A. Fuzzy Logic in Medical Diagnosis 

Initially introduced by Lotfi Zadeh et al. (1965) [1], fuzzy 
logic is used to deal with imprecise data, which is typical for 

medical data. Conventional medicine diagnoses often entail 
ambiguous and inaccurate information, such as subjective 
symptom descriptions or uncertain test outcomes. This 
uncertainty has been addressed through fuzzy logic, which has 
paved the way for medical knowledge to be modeled using 
linguistic variables and fuzzy sets. As far back as Lotfi Zadeh 
et al. (1971) [2] outlined ways that fuzzy sets can be used to 
describe uncertainty in several medical conditions, the earliest 
applications of fuzzy logic in healthcare systems were the 
creation of fuzzy expert systems for diagnosing diseases. These 
systems have a rule base containing a set of fuzzy rules 
obtained from experts about disease control that transforms 
imprecise input, such as patients' symptoms and lab results, 
into diagnosed values. For example, Yen and Langari et al. 
(1999) [3] have constructed a fuzzy inference system to 
simulate the decision-making process to diagnose liver 
disorders. Similar perturbation systems have been employed 
for cardiovascular diseases, diabetes, and other continually 
occurring diseases, with improvements in diagnostic accuracy 
and interpretability. 

B. Machine Learning 

Automated diagnosis and predictive modeling have been 
the major thrust areas of comprehensive research in healthcare 
where machine learning (ML) has been applied. H. Habehh et 
al. (2021) [4] and M.M. Ahsan et al. (2022) [5] proposed that 
some of these algorithms include decision trees, support vector 
machines (SVM), neural networks, and deep learning models 
that have been proven to work successfully in analyzing 
medical images, patient records, and genetic data for early 
disease diagnosis. However, these algorithms tend to work on 
noisy and incomplete data sets, and this makes the algorithms 
fail to provide reliable diagnoses in clinical practice. 

One approach to addressing this challenge is integrating 
fuzzy logic with machine learning algorithms. Fuzzy logic 
helps manage the uncertainty in medical data, while machine 
learning models provide robust prediction and pattern 
recognition capabilities. 

C. Hybrid Fuzzy Logic and Machine Learning 

Several studies have suggested the integration of fuzzy 
logic together with the machine learning technique in handling 
early disease detection. Both systems build on the 
methodologies of the two approaches to improve decision-
making in the ambiguous medical setting.  For instance, R. 
Prasad et al. (2022) [6] proposed a new model integrating 
fuzzy logic with support vector machines (SVM) to diagnose 
cardiovascular diseases. Their approach employed fuzzy rules 
in the pre-processing of patient data, which was then used by 
the SVM classifier for accurate predictions. For noisy data, the 
new system had an increased efficiency rate and reduced 
misclassification rates compared to the original SVM models. 

Mehrabi Hashjin et al. (2024) [7] proposed a fuzzy decision 
tree-based system for detecting early-stage heart disease. This 
system incorporated fuzzy logic to handle uncertainty in 
patient data, while the decision tree algorithm provided a 
structured approach for classification. The proposed hybrid 
system's higher accuracy and interpretability showed that the 
two systems could be applied operationally in real-time clinical 
decisions. 
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III. PROPOSED METHODOLOGY 

The use of fuzzy logic and machine learning algorithms has 
been proposed to minimize errors in early-stage disease 
diagnosis due to the inherent inability of medical data to be 
precise. The approach includes a fuzzy inference system 
coupled with machine learning algorithms, including Support 
Vector Machines (SVM), Decision Trees (DT), and Neural 
Networks (NN), in diagnosing diseases such as heart disease, 
diabetes, and cancer. 

A. Data Collection and Preprocessing 

Collected from clinics, the data set in this work covers 
information on real-time patients of heart disease, diabetes, and 
cancer. Table I shows the critical clinical parameters collected 
for diagnosis, including: 

TABLE I.  CLINICAL PARAMETERS 

Medical Parameter 
Real-Time Value 

Range 
Fuzzy Categories 

Age 25–85 years 
Young, Middle-
aged, Old 

Heart Rate (HR) 60–120 bpm Low, Normal, High 

Blood Pressure (BP) 
90/60 – 180/120 

mmHg 
Low, Normal, High 

Cholesterol Level 120–300 mg/dL 
Normal, Elevated, 

High 

Blood Sugar (BS) 60–250 mg/dL Low, Normal, High 

Tumor Size (Cancer) 0.1–10 cm 
Small, Medium, 

Large 

Family History Yes/No Positive, Negative 

Genetic Markers (BRCA1, 

BRCA2) 
Mutant/non-mutant Present, Absent 

Hormonal Receptor Status 

(ER, PR, HER2) 
+/− Positive, Negative 

The dataset is normalized to the range [0, 1] using the 
following Eq. (1): 

𝑥𝑛𝑜𝑟𝑚 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛


Where: 

𝑥 is the original value of the feature, 

𝑥𝑚𝑖𝑛  𝑎𝑛𝑑  𝑥𝑚𝑎𝑥 are the minimum and maximum values in 
the dataset. 

B. Fuzzification of Input Data 

Fuzzy logic is used to map the clinical features into 
linguistic variables (e.g., "Low," "Normal," "High"). These 
fuzzified values are modeled using Gaussian membership 
functions to handle uncertainty and imprecision in medical 
parameters [22, 23]. 

The Gaussian membership function is defined in Eq. (2): 

𝜇𝐴(𝑥) = 𝑒
−

(𝑥−𝑐)2

2𝜎2 

Where: 

 𝜇𝐴(𝑥) is the degree of membership of input 𝑥 to fuzzy 
set 𝐴, 

 𝑐 is the center of the fuzzy set, 

 𝜎 is the spread of the fuzzy set. 

Example: Fuzzification of Blood Pressure (BP): 

If a patient’s BP has a low degree of fuzziness, its value can 
be determined accurately. 

 Heart Rate (HR): 60–120 bpm is fuzzified into "Low", 
"Normal", and "High". 

 Blood Pressure (BP): 90/60 – 180/120 mmHg is further 
classified into three categories of Fuzzy such as "Low", 
"Normal", and "High". If the patient’s BP is measured 
at 140/90 mmHg, it is fuzzified into categories such as: 

o "Normal" with membership value as shown in Eq. 

(3): 

𝜇𝑁𝑜𝑟𝑚𝑎𝑙(140) = 𝑒
−

(140−120)2

2(15)2 ≈ 0.3

o "High" with membership value as shown in Eq. 

(4): 

𝜇𝐻𝑖𝑔ℎ(140) = 𝑒
−

(140−160)2

2(15)2 ≈ 0.7

 Tumor Size (Cancer): 0.1–10 cm is fuzzified into 
"Small", "Medium", and "Large". 

C. Feature Extraction 

Fuzzification is followed by feature extraction to enhance 
the diagnostic potential of employed machine learning 
algorithms [24, 25]. These features include the fuzzy values as 
well as the temporal aspects. For example: 

The tumor growth rate is calculated as shown in Eq. (5): 

𝑟𝑡𝑢𝑚𝑜𝑟 =
𝛥𝑇𝑢𝑚𝑜𝑟 𝑆𝑖𝑧𝑒

𝛥𝑇𝑖𝑚𝑒


Where: 

𝛥𝑇𝑢𝑚𝑜𝑟 𝑆𝑖𝑧𝑒  is the change in tumor size between two 
observations, 

𝛥𝑇𝑖𝑚𝑒 is the time interval between the observations. 

 Blood Pressure Variations: Changes in blood pressure 
over time are considered for hypertension disorders. 

 Blood Sugar Levels Over Time: In diagnosing diabetes, 
this considers variations in blood sugar levels. 

D. Machine Learning Model Integration 

Three algorithms of machine learning, namely Support 
Vector Machines (SVM), Decision Trees (DT), and Neural 
Networks (NN), are employed in disease classification using 
the feature extraction method [17-21]. Specifically, 70% of the 
data is used for training, while 30% is used for testing the 
models. The objective is to minimize the classification error 
using the following optimization Eq. (6) (for SVM): 

𝑤, 𝑏
𝑚𝑖𝑛

(
1

2
∥ ω ∥2+ C ∑N

i=1 ξi)

Subject to: 

yi(ω ⋅ ϕ(𝓍i) + b) ≥ 1 − ξi ≥ 0,   i = 1, . . . , N
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Where: 

 ω and b are the weight and bias terms, 

 C is the regularization parameter, 

 ξi are the slack variables for misclassified instances, 

 yi is the class label, for instance i, 

 ϕ(𝓍i)  represents the mapping function for input 
features. 

E. Classification and Decision Making 

After the machine learning models are trained, they are 
integrated with fuzzy inference systems (FIS) to make a hybrid 
decision-making system. Developed from the fuzzy inference 
system aspect, the output is fuzzified using fuzzy rules and 
membership functions, whereas machine learning models 
predict the disease class.  The final decision D  for disease 
diagnosis is computed by combining the outputs of fuzzy logic 
and machine learning, as shown in Eq. (7): 

           D=α. Fuzzy Output+(1−α). ML Model Output     (7) 

Where: 

 α is a weighting factor that balances the fuzzy and 
machine learning contributions. 

F. Evaluation Metrics 

The system's performance is evaluated using the following 
metrics: 

Accuracy: Measures the percentage of instances that have 
been classified correctly, as shown in Eq. (8). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                

Precision: Measures the proportion of the total number of 
genuinely optimistic predictions out of all the positive cases the 
system has predicted, as shown in Eq. (9). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃


Recall: Calculate the percentage of accurately predicted 
positive cases out of all the real positive cases as shown in Eq. 
(10). 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁


F1-Score: The harmonic mean between precision and 
recall, as shown in Eq. (11). 

   𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                    (11) 

Where 𝑇𝑃, 𝑇𝑁, 𝐹𝑃, 𝑎𝑛𝑑 𝐹𝑁  denote true positives, true 
negatives, false positives, and false negatives, respectively. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

This section provides the outcomes of the experiments and 
the performance evaluation of the proposed fuzzy logic-based 
machine learning system for early disease detection. The 
evaluation criteria assess performance based on accuracy, 
precision, recall, and F1 score. The methodology was applied 
using real-time medical datasets, and the results were analyzed 

based on the system's performance on various disease 
diagnoses. 

A. Experimental Setup 

The dataset was divided into two sets: 

Training Set: The machine learning models were trained on 
70% of the data (700 records). 

Test Set: 30% of the data (300 records) was used for testing 
and evaluation. 

The system was tested with several machine learning 
models, including Support Vector Machines (SVM), Decision 
Trees, and Neural Networks for three disease categories: heart 
disease, diabetes, and hypertension. A grid search technique 
was also used when it came to the hyperparameters that were 
used for the models.  Fig. 2 displays the distribution of models 
used in the experiments. To ensure that each model contributes 
to results in fairness, the models were virtually divided equally 
in the various experiments. 

 
Fig. 2. Distribution of machine learning models used in the experiment. 

Table II presents the classification performance for each 
disease category using the different machine learning 
algorithms. 

TABLE II.  CLASSIFICATION PERFORMANCE BY DISEASE CATEGORY 

Disease Model 
Accura

cy (%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

Heart 
Disease 

SVM 89.5 90.2 88.9 89.5 

Decision Tree 85.6 86.4 84.7 85.5 

Neural 

Network 
91.0 92.3 89.7 91.0 

Diabetes 

SVM 87.2 88.5 85.6 87.0 

Decision Tree 82.3 84.1 81.5 82.7 

Neural 

Network 
89.8 91.0 88.1 89.5 

Hyperten
sion 

SVM 90.1 91.0 89.4 90.2 

Decision Tree 86.7 87.8 85.2 86.4 

Neural 

Network 
92.5 93.4 91.2 92.3 

B. Analysis of Results 

1) Accuracy: The Neural Network outperformed the other 

two models in terms of accuracy throughout the different 
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disease categories; the diseases of heart and hypertension 

received excellent outcomes, with an accuracy of 92.5% for 

hypertension. SVM also provided pretty good accuracy, with 

values above 90%. The Decision Tree was slightly less 

accurate than the Decision Model but was accurate between 

82% and 86%. Fig. 3 shows the Comparison of accuracy 

across various machine learning models. 

 
Fig. 3. Comparison of accuracy across different machine learning models. 

2) Precision and recall: Precision and recall scores 

demonstrate the capacity of the developed system to diagnose 

diseases without generating many false positives or missing 

actual cases. The Neural Network again showed the best 

results in precision, where the values were above 90% for all 

categories. Next in the sequence was SVM, especially in 

diagnosing heart disease, with a precision of 90.2%. The 

Decision Tree showed slightly lower precision and recall 

values, especially for diabetes, where it scored 84.1% 

precision and 81.5% recall. Fig. 4 shows the precision vs 

recall scores for different models. 

 
Fig. 4. Precision vs. Recall scores for different models. 

3) F1 Score: The F1 Score balances precision and recall 

values and provides an overall measure of the model's 

effectiveness. Compared with the others, the Neural Network 

model demonstrated the highest F1 scores for all categories, 

especially hypertension, with an F1 score of 92.3%. The same 

is true for F1 scores, with SVM obtaining comparable results 

to the Logistic regression, with heart disease and hypertension 

F1 scores exceeding 89%. Nevertheless, the decision tree 

presented lower F1 scores at its output, but it was efficient, for 

instance, for hypertension diagnosis with an F1 score of 

86.4%. Fig. 5 shows the F1 score comparison across different 

models and disease categories. 

 
Fig. 5. F1 score comparison across different models and disease categories. 

C. Comparison of Algorithms 

Table III presents a comparative analysis of the machine 
learning models' performance. 

TABLE III.  COMPARATIVE PERFORMANCE OF MACHINE LEARNING 

MODELS 

Model 
Best Accuracy 

(%) 

Best Precision 

(%) 

Best Recall 

(%) 

Best F1 

Score (%) 

SVM 90.1 91.0 89.4 90.2 

Decision 

Tree 
86.7 87.8 85.2 86.4 

Neural 
Network 

92.5 93.4 91.2 92.3 

Fig. 6 represents the distribution of accuracy values 
(simulated) to visualize how the models performed in terms of 
accuracy in disease diagnosis. 

 

Fig. 6. Performance of accuracy distribution in disease diagnosis. 
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D. Impact of Fuzzy Logic 

Fuzzy logic integration provided a significant improvement 
in handling uncertainty in medical data. The values related to 
symptoms and clinical parameters are usually not very precise, 
but fuzzy sets adequately represent them. The fuzzification of 
input data helped process ambiguous inputs such as "high" 
blood pressure or "elevated" cholesterol levels to improve the 
robustness of the decision-making process. Another 
improvement made to the model was using the fuzzy inference 
system, which established fuzzy rules to map the input data to 
the diagnosis categories, thus increasing the model's ability to 
improve interpretability and performance. 

E. Discussion 

There is an apparent improvement in handling the 
uncertainty of medical data with the integration of fuzzy logic 
and machine learning, enhancing the precision of diagnosis. 
Aside from making up for the inability of traditional algorithms 
to deal with imprecise input, this hybrid approach also 
promotes greater clarity during the decision-making process—
a crucial aspect when working in clinical fields. While the 
results demonstrated improved accuracy and robustness, the 
computational complexity and energy consumption trade-offs 
require further optimization. For these systems to be practical 
and scalable, expanding the model's adaptability, including 
real-time data sources and close collaboration with healthcare 
professionals, will be critical. Therefore, this work is 
foundational towards building more interpretable, efficient, and 
accurate AI-driven diagnostic tools that can keep pace with the 
ever-changing needs of healthcare settings. 

V. CONCLUSION 

The paper describes a disease diagnostic framework for 
the early stages of the disease with the help of a combination of 
machine-learning algorithms based on fuzzy logic. This hybrid 
approach effectively addresses the inherent uncertainties in 
medical data, providing a more accurate and reliable diagnostic 
framework, especially for complex diseases like heart disease, 
diabetes, and cancer. The combination of fuzzy logic allows 
the system to make better decisions using imprecise data, such 
as a patient’s symptoms or whether a particular medical test is 
normal or borderline; thus, the machine learning element offers 
more accurate classification and prediction. 

A significant enhancement in the proposed system 
performance was observed regarding accuracy, precision, 
recall, and F1 score across multiple disease categories. The 
results of the experimental analysis of the fuzzy logic-driven 
machine learning system used in the early diagnostics of 
diseases prove the positive impact of dealing with uncertainty 
and increasing diagnostics’ overall accuracy. Applying fuzzy 
logic coupled with neural networks, support vector machines 
(SVM), and decision trees enabled the system to define 
ambiguous medical data with more excellent reliability. 
Overall, the four metrics of accuracy, precision, recall, and F1 
scores, the Neural Network was the highest performing 
model in hypertension and heart disease diagnosis, followed by 
SVM and Decision Tree classifiers. The innovation of applying 
fuzzy logic for the fuzzification of symptoms and the rules-
based decision system improves the diagnostic robustness of 
the system. 

Future work will be extended on how this hybrid system 
proposed here can be more advanced by integrating deep 
learning models with fuzzy logic while dealing with more 
extensive and complex datasets that improve diagnostic 
accuracy and interpretability. Integration of real-time data from 
various healthcare sources, like wearable IoT, with continual 
monitoring and early intervention, will also be explored in 
future work. Adaptive learning mechanisms will be designed to 
account for changes in the patient's condition, and explainable 
AI techniques will be included to enhance transparency and 
clinician trust. Collaboration with healthcare providers will 
also be a crucial focus area to validate the system in its clinical 
setting and extend its applicability to other diseases, such as 
neurological disorders and rare conditions. Moreover, real-time 
data integration and the development of hybrid models 
combining fuzzy logic with deep learning techniques for higher 
diagnostic accuracy and practical applications will be 
considered. 
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Abstract—Advanced deep-learning approaches have set new 

standards for computer vision and pattern recognition. However, 

the complexity of medical images frequently impedes the creation 

of high-quality ground truth data. In this article, we offer a 

method for autonomously generating ground truth data from 

MRI images using instance segmentation, with a novel confidence 

and consistency metric to assess data quality. We employ an 

artificial intelligence-based system to annotate regions of interest 

in MRI images, leveraging Mask R-CNN—a deep neural 

network architecture with a mean average precision of 98% for 

localising and identifying discs. Subsequently, the region of 

interest is classified with an accuracy of 70%. Our approach 

facilitates radiologists by automating the detection of regions of 

interest in MRI images, leading to more efficient and reliable 

diagnoses with assured quality data. This research made 

significant advances by developing an automated system for 

medical image segmentation and implementing cutting-edge 

neural network technologies. 

Keywords—Lumbar Disc Herniation; MASK-RCNN; computer 

vision; artificial intelligence; MR Images 

I. INTRODUCTION 

The most common cause of lower back pain is lumbar disc 
herniation, which affects 5 to 20 out of every 1,000 adults each 
year, with the highest prevalence among those in their third to 
fifth decades of life [1]. This debilitating condition occurs 
when the annulus fibrosus is compromised, allowing the 
nucleus pulposus to herniate and potentially compress nerves 
or the spinal cord, resulting in pain and dysfunction. Artificial 
intelligence (AI) has the potential to transform medical 
research and clinical practice by facilitating precise and 
informed decision-making. In radiology, AI technology can 
significantly enhance the efficiency, accuracy, and quality of 
imaging reports [2]. Magnetic Resonance Imaging (MRI) is 
widely accepted for image analysis due to its high-quality, non-
invasive capabilities without ionizing radiation. Disk herniation 
is a frequent injury of the lumbar intervertebral discs, often 
resulting in chronic lower back pain [3] [19]. 

A key challenge is enabling radiologists to interpret large 
volumes of MRI images swiftly and accurately for real-world 
applications [4][5][6][7]. To address this, we propose a 
computer vision method based on instance segmentation to 
automatically identify regions of interest (ROIs) in MRI 
images, improving diagnostic accuracy and reducing errors. 
Image segmentation entails partitioning input images into 
segments that correspond closely with anatomical structures of 

interest, allowing for extensive examination of medical 
imaging [8]. Segmentation methods are crucial for diverse 
medical applications, from detecting cancer in biopsy images 
to delineating brain tumour boundaries. AI-based medical 
research has demonstrated considerable potential in 
applications like coronary angiograms. 

Numerous medical image segmentation algorithms exist to 
address the growing demand and limited availability of expert 
diagnosticians [9]. Deep learning techniques can be categorised 
into top-down and bottom-up approaches. Mask R-CNN is a 
notable top-down method, using bounding boxes to detect 
objects and then refining these predictions with pixel-level 
masks [10]. Bottom-up methods, on the other hand, focus on 
pixel-wise classification to determine object classes and shapes 
[11][3][10]. This study aims to develop an automated approach 
for identifying ROIs in MRI images with minimal input from 
radiologists, enhancing the diagnostic process for lumbar disc 
herniation using AI technology [7]. 

II. RELATED WORKS 

Degeneration of the intervertebral discs is the most 
common cause of low back pain, significantly impacting a 
patient's quality of life and their ability to participate in society 
and the workforce. Consequently, a multidisciplinary approach 
is often required. As a result, the decisions made are frequently 
influenced by algorithmic advancements in processing various 
types of data. A subfield of artificial intelligence called 
computer-aided diagnosis (CAD) helps doctors make precise 
diagnoses by analyzing imaging and non-imaging data using 
machine learning algorithms [14]. When CAD was first created 
in the 1980s, it was utilized to diagnose breast cancer. 

Several methods have been attempted to detect the 
Intervertebral disk on the lumbar spine Peng et al. [17] 
generated a quantitative and visualisation analysis framework 
with an image segmentation technique to collect six features 
that were extracted from patients’ Magnetic resonance Images. 
These features contain the distribution of the protruding disc, 
Dural sacs, ratio between the protruding part and its relative 
signal intensity [13]. Kompali et al. [18] developed a technique 
to automatically segment lumbar disk and vertebral from MRI 
images with the use of geometric information from T1 sagittal 
and T2 sagittal and Axial modality with an efficient accuracy 
of 98.8% for labelling of the disk on 67 sagittal cases [13]. 

Today, it is applied to a wide array of fields, such as 
detecting osteoporosis and identifying lesions missed during 
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colonoscopy. CAD systems for lower back pain (LBP) utilize 
multiple data types including MRI and CT scans, clinical notes, 
sensor measurements, and electrophysiological readings 
alongside AI tasks like segmentation, classification, and 
regression [16]. Lumbar disc herniation was diagnosed using 
axial view MRI images in conjunction with the Centroid 
Distance Function [15]. The authors used the unreasonable 
assumption of completely segmenting the disc region, which 
reduces the significance of their work to that of a preliminary 
one. 

While specialists can typically detect disc problems, their 
opinions often vary considerably. Initial studies indicate that 
AI systems, designed for computer vision, could automate this 
process. For example, Won et al. reported a 77.5% accuracy 
rate and a 75.0% F1 score among specialists when grading 
spinal stenosis [12] [13]. CAD systems excel compared to 
human specialists, performing multiple tasks simultaneously on 
large datasets and delivering highly accurate results. This 
efficiency allows CAD systems to outperform humans. 
However, the true potential of AI in CAD systems lies in 
integrating diverse data sources such as demographics, patient-
reported outcomes, clinical notes, and radiological images to 
produce more accurate diagnoses and enhance patient 

outcomes. These integrated systems have only emerged in 
recent years. AI models have proven as effective as clinicians 
in detecting common issues like a bulging disc, while also 
reducing diagnostic time and minimizing intra- and inter-
observer variability. Additionally, diagnosing certain 
conditions remains challenging for licensed medical 
professionals, an area where AI could offer significant support. 

A study used a number of heterogeneous classifiers, such as 
a perceptron classifier, a least mean squares classifier, a 
support vector machine classifier, and a k-means classifier, to 
create a two-level classification system for disc herniation 
diagnosis. For 70 subjects, this framework's accuracy rate was 
99% [18]. Another method, which took into account variables 
like physical characteristics, geographic location, and 
contextual knowledge, used a probabilistic classifier based on 
Gaussian models to detect abnormal intervertebral discs 
(IVDs). Three different classifiers a support vector machine 
classifier, a k-nearest neighbor classifier, and a back-
propagation neural network classifier were used to assess the 
textural information from IVD MRI images. The results 
showed an 83.33% accuracy rate in differentiating between 
normal and herniated discs as shown in Table I. 

TABLE I.  COMPARISON OF RESULT WITH THE LITERATURE RESULTS IN SIMILAR SEGMENTATION PROBLEMS 

Investigated Problem Author Results (Map, Dice, IOU, ACC) 

Disc Herniation Automatic Detection Using Yolo V3 Jen-yung et al Map: 92.4% 

Automatic detection and classification of disc Herniation Tijana Sustersic et al Dice: 0.961 

Semi-Auto Segmentation of IVD using Axial View MRI Mbaki et al Dice: 0.86 

Automatic Diagnose of Disc Herniation in 2-dimentional MR 

Images Combining Features using Machine Learning 
Hamid Yousefi et al 

Acc: 97.91% 

Acc: 97.08% 

Intervertebral Disc instance Segmentation using MoM-RCNN Malinda Vania et al 
Sensitivity=88% 
Specificity on Non-IVD =98% 

 

III. PROPOSED APPROACH 

In this study, we propose an innovative methodology using 
Mask R-CNN to extract intervertebral discs (IVDs) from 
lumbar MR images and determine whether they are herniated. 
Mask R-CNN has proven to be an advanced model for object 
detection and segmentation, widely utilized in computer vision 
applications. Here, we aim to use it to accurately extract 
regions of interest, aiding in the diagnosis and classification of 
disc herniation. 

The proposed methodology has several advantages over 
traditional approaches for diagnosing and classifying disc 
herniation: (1) Automation saves time during the diagnostic 
and classification processes. (2) Its objective nature eliminates 
the subjectivity inherent in the manual examination. (3) High 
accuracy in results can lead to more effective diagnosis and 
treatment outcomes. 

This methodology could have a significant impact on spine 
health, particularly by improving the accuracy and efficiency 
of disc herniation diagnosis and classification. It also has the 
potential to enhance computer-aided diagnosis (CAD) systems, 
providing critical support to radiologists when interpreting 

lumbar magnetic resonance images (MRI). 

Currently, this study is the first to apply Mask R-CNN for 
extracting IVDs from lumbar MR images. We believe our 
methodology could greatly improve the accuracy and 
efficiency of diagnosing disc herniation, ultimately leading to 
better patient outcomes. 

The remainder of this article is organized as follows: 
Section III and Section IV provides a detailed description of 
the proposed methodology, covering data collection, pre-
processing, region of interest extraction, feature extraction, and 
performance evaluation compared to existing techniques. 
Section V presents the results, including performance metrics 
and a comparison with state-of-the-art methods. Discussion is 
given in Section VI and finally, the paper is concluded in 
Section VII.  

Our proposed methodology for automated disc herniation 
diagnosis using Mask R-CNN efficiently extracts the region of 
interest (ROI) from lumbar MRI images. By reducing the time 
and errors associated with manual diagnosis, this approach has 
the potential to significantly enhance the accuracy of disc 
herniation diagnosis and improve the quality of life for millions 
of people worldwide as shown in Fig. 1. 
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Fig. 1. Overview of mask RCNN framework. 

IV. DATA COLLECTION AND PRE-PROCESSING 

A collection of axial magnetic resonance imaging (MRI) 
images was used to evaluate our approach. The dataset for this 
study is a publicly available database of Lumbar Spine MRI 
from Mendeley Data [20]. Before training the deep learning 
model, all images were normalized, reviewed, and organized 
into a structured format as shown in Fig. 2. The DICOM 
images were converted to PNG files and resized to a resolution 
of 320 x 320 for consistency in this study. This research 
specifically utilizes T2-weighted images to better capture the 
contrast between dark and bright areas in the raw DICOM data 
[21]. 

Our T2 axial MRI images were manually labelled using the 
Make Sense AI software, an online web tool that facilitates 
various annotation types, including bounding boxes, polygons, 
and point annotations. 

 
Fig. 2. Flow diagram for data pre-processing. 

A. Data Annotation 

The Make Sense AI program was used to manually 
annotate T2 axial MRI images. This online web tool supports 
various annotation types, including bounding boxes, polygons, 
and point annotations. Labels can be exported in multiple 
formats, such as YOLO, VOC XML, VGG JSON, and CSV, 
among others. The website ensures that images are never 
uploaded or saved externally, providing an added layer of data 
privacy. No installation is required to use the tool. Using Make 
Sense AI, we created bounding polygons around intervertebral 
disc (IVD) regions and assigned each region an attribute value 
of 1 or 2, depending on its classification as shown in Fig. 3. 

B. Instance Segmentation Using Mask-R-CNN 

Mask R-CNN was chosen for this study due to its superior 
performance in image segmentation [21]. Mask R-CNN is a 
two-phase regional convolutional neural network designed for 
image segmentation. In the first phase, the Region Proposal 
Network (RPN) processes the image to generate candidate 

bounding boxes, which are then passed to the second phase. 
During the second phase, the network identifies potential 
object-bounding boxes, refines these bounding boxes, and 
makes mask predictions. 

 

Fig. 3. Flow diagram for annotations. 

The performance of Mask R-CNN depends on the careful 
adjustment of hyper-parameters, which vary depending on the 
application. The three fundamental modules of Mask R-CNN 
are responsible for defining these hyper-parameters. 

C. Backbone 

It is an exemplary feature extraction tool using 
Convolutional Neural Networks (ResNet50 or ResNet101 
typically). Corners and edges are identified in the first layer, as 
well as more advanced features (IVD, Spinal Canal, the 
background of the picture and so on.) are identified by 
subsequent layers. The image transforms to the size of 
320x320pxx3 (RGB) to feature maps of the size 1024x1024x3 
when traversing the entire backbone system. The convolutional 
neural network backbone processes the input image to produce 
the feature map. The input for the succeeding steps is this 
feature map. The above-mentioned backbone is excellent, but it 
may be made much better. The authors of Mask R-CNN also 
created the Feature Pyramid Network (FPN), which can better 
represent things at different scales. FPN improves the 
traditional feature extraction pyramid by adding a second 
pyramid that passes higher-level characteristics from the first 
pyramid down to lower tiers. As a result, features at all levels 
have access to features at lower and higher levels. Our Mask 
RCNN implementation uses the ResNet 101+FPN backbone 
[22]. 

D. Regional Proposed Network (RPN) 

It's a nimble neural network which scans images as sliding 
windows and searches for objects in areas. The RPN analyses 
what are called anchors. There are around 200K anchors that 
have different dimensions as well as aspect ratios. To cover 
every inch of the image as possible, they must. We choose the 
most prominent anchors likely to hold items based on the RPN 
forecast, then we fine-tune their position and size. 

When numerous anchors intersect significantly, we select 
the ones with the greatest foreground scores and dismiss the 
rest (known as non-max suppression). After getting the best 
region proposals (regions of particular interest), we go on to 
the next phase [22]. 

 RoI Classifier and Bounding Box 

 Segmenting Region of Interest 
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E. ROI Classifier and Bounding Box 

The stage is built around regions of interest (ROIs) that the 
RPN suggests. Like the RPN, this stage produces two results 
for each ROI. 

 Class: The kind of object contained within the ROI. 
Unlike the RPN, which has two classes The FG/BG 
network is far more extensive and may identify areas 
based on separate classifications (such as IVD or 
spinal). Additionally, it may add a new background 
class, which would exclude the ROI. 

 Bounding Box Refinement: Comparable to how it is 
carried out in RPN to fully enclose the item, it aims to 
improve the bounding boxes' dimensions and 
placement. Classifiers struggle to handle inputs of 
different sizes. They typically need a set quantity of 
input. However, the RPN ROI boxes' bounding boxes 
may have various sizes due to the process of 
refinement. One aspect is the ROI pooling procedure, 
the technique of cutting a feature map piece before 
increasing its size to a present size is known as ROI 
pooling. In theory, it works in a manner like cutting a 
portion of an image, returning it to its original size, and 
then resizing it. The ROI Align approach has been 
proposed by the developers of Mask R-CNN. They 
assess the feature map at various places before using 
bilinear interpolation. Because it is straightforward and 
suitable for most applications, we used TensorFlow's 
crop and resize feature in this instance. The outcomes 
produced by the Bounding Box Regressor and the ROI 
classifier [22]. 

F. Segmenting Region of Interest (IVD) 

The Mask-RCNN version used to conduct this research was 
developed using an implementation made by Matterport Inc. 
[23] It is released with the MIT License and was developed 
using the Open-Source library Karas along with TensorFlow. 
The study also activated a ResNet-101 feature pyramid model 
to act as the backbone. Our model was developed utilizing a 
variety of lumber spine datasets, including 140 training photos 
and 40 validation images. Instead of training the network 
completely initially, we started by establishing the weights 
determined from MSCOCO pretraining data [24] and then 
trained only the network's heads. 

Training took place in 25 epochs using stochastic descent, 
with 140 training steps in each epoch. The maximum learning 
rate was set at 0.001 and the momentum at 0.9. This is done 
with an average batch size of two for only one NVIDIA GPU. 
The mean average precision during training was 98.2%, and 
during validation, it was 97.5%. The use of neural networks 
made the segmentation process fast and reliable. Additionally, 
it is noteworthy that the dataset included both healthy and 
herniated discs, allowing the system to accurately distinguish 
between healthy and herniated discs with high quality. As a 
result, this method, based on computer vision techniques, has 
produced a quick, efficient, precise, and reliable segmentation 
technique for lumbar spine axial view images as shown in Fig. 
4. 

 
Fig. 4. Flow diagram for model architecture. 

G. Metrics for Evaluating Performance 

The performance of the network is assessed and quantified 
using two parameters: Average precision (AP) and inference 
time. This refers to the time it takes for the network to make 
the forecast [23]. 

H. Detecting Threshold 

To remove network predictions with unsatisfactory 
confidence scores the only instances that are above the 
threshold of 0.9 will be considered for the result [23]. 

I. Average Precision (Ap) 

According to the definitions in Pascal VOC 2010, for a 
given Intersection over Union (IoU) area, AP examines the 
accuracy/recall curve, which contains recall levels (r1 and 
R2).) where the most precise falls. The highest point of 
perfection. AP is calculated as the whole area under the curve, 
estimated using numerical integration [23]. 

𝐴𝑃 = ∑𝑛(𝑟𝑛 + 1 − 𝑟𝑛) ⋅ 𝑝𝑖𝑛𝑡𝑒𝑟𝑝(𝑟𝑛 + 1)

Equation 1: Average precision (Ap) 

Where: rn and rn+1 are successive recall levels. 

Pinterp (rn+1) is the interpolated precision at recall level 
rn+1. 

(rn+1−rn) represents the change in recall between  

two consecutive recall levels 

V. RESULTS 

This study focused on the automatic identification of disc 
herniation, which began with segmenting intervertebral discs 
from lumbar spine MR images. The segmentation process 
achieved a 100% detection rate as shown in Fig. 5 and an 
average precision of 98.2%. A radiologist inspected each of the 
1124 ROI images to guarantee the accuracy of the markings. 
Following segmentation, we used various models to binary 
classify the region of interest, including CNN, ResNet101, 
MobileNet, and EfficientNet. 

Table II summarizes the categorization parameters, 
including accuracy, F1 score, precision, and recall. The results 
revealed various levels of performance, with CNN obtaining 
the maximum accuracy of 70% and other models such as 
ResNet101, MobileNet, and EfficientNet having much lower 
accuracies. 
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Fig. 5. Detection rate 100%. 

TABLE II.  COMPARISON OF RESULTS OF DIFFERENT MODELS TESTED 

Models Accuracy (%) F1 Score Precision Recall 

CNN 70 
0.77 

0.57 

0.62 

1.00 

1.00 

0.40 

ResNET101 50 
0.67 

0.00 

0.50 

0.00 

1.00 

0.00 

MobileNET 50 

0.67 

0.00 

0.67 

0.50 

0.50 

1.00 

0.00 

Efficient NET 50 
0.00 

0.00 

0.00 

0.00 

1.00 

0.00 

VI. DISCUSSION 

The results indicate that while the segmentation of 
intervertebral discs using Mask R-CNN was highly effective, 
achieving a 100% detection rate, the classification accuracy 
was limited. The CNN model performed the best, but even its 
accuracy was restricted to 70%, which can be attributed to the 
limited size of the training dataset. The other models, such as 
ResNet101, MobileNet, and EfficientNet, struggled to achieve 
high performance, highlighting the need for more 
comprehensive data [24]. 

Overfitting emerged as a challenge due to the small dataset 
size. To address this, techniques like transfer learning, data 
augmentation (flipping), and fine-tuning were implemented. 
However, these measures alone were insufficient. Future 
research should explore more robust data enhancement 
strategies, particularly methods that address lighting variations 
and other forms of data augmentation. 

Additionally, the inference time of 3173 milliseconds 
(about 3 seconds) is too high for real-time applications. This 
limitation suggests that more powerful hardware or optimized 
network architectures could improve performance. 
Furthermore, testing multiple iterations of the Mask R-CNN 
method could help identify and resolve potential issues related 
to network construction. 

In conclusion, while the segmentation procedure was 
successful, the study emphasizes the significance of a larger 
dataset and more advanced data augmentation approaches to 
increase classification accuracy and make the system useful for 
real-world applications. 

VII. CONCLUSION 

This study used an advanced deep-learning model created 
to precisely identify and segment intervertebral discs using a 
lumbar spine MR image dataset. Its performance was reflected 
in a mean precision of 0.982 by a record of 3175 milliseconds 

making use of a small amount of data as well as a transfer-
learning technique. Pixel-level segmentation techniques will 
provide spatial details regarding objects. In contrast to the prior 
method using bounding boxes to detect proximities in medical 
MR images this study. Our approach aims to help radiologists 
automatically detect the region of interest in MRI Images, 
leading to easier diagnoses with certainty of quality ground 
truth data. This study made significant advances by developing 
a novel technique to generate ground truth data for medical 
image segmentation and automating the process with modern 
technologies such as deep neural networks. The possible 
benefits of this strategy include more trustworthy and accurate 
processing of medical pictures, which eventually leads to 
improved patient outcomes. 
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Abstract—Modern software systems must adapt to
dynamic artificial intelligence (AI) environments and evolving
requirements. Aspect-oriented programming (AOP) effectively
isolates crosscutting concerns (CCs) into single modules
called aspects, enhancing quality metrics, and simplifying
testing. However, AOP implementation can lead to unexpected
program outputs and behavior changes. This paper proposes
an AI-enhanced, adaptive monitoring framework for validating
program behaviors during aspect weaving that integrates AOP
interfaces (AOPIs) with large language models (LLMs), i.e.
GPT-Codex AI, to dynamically generate and optimize monitoring
aspects and statistical models in realtime. This enables intelligent
run-time analysis, adaptive model checking, and natural language
(NL) interaction. We tested the framework on ten diverse Java
classes from JHotdraw 7.6 by extracting context and numerical
data and building a dataset for analysis. By dynamically
refining aspects and models based on observed behavior, its
results showed that the framework maintained the integrity
of the Java OOP class while providing predictive insights into
potential conflicts and optimizations. Results demonstrate the
framework’s efficacy in detecting subtle behavioral changes
induced by aspect weaving, with a 94% accuracy in identifying
potential conflicts and a 37% reduction in false positives
compared to traditional static analysis techniques. Furthermore,
the integration of explainable AI provides developers with
clear, actionable explanations for flagged behaviors through NL
interfaces, enhancing interpretability and trust in the system.

Keywords—Artificial Intelligence (AI); Aspect-Oriented
Programming (AOP); runtime monitoring; Large Language
Models (LLMs); Codex AI; software validation; statistical model
checking; dynamic program analysis; cross-cutting concerns;
joinpoints; pointcut

I. INTRODUCTION

Aspect-Oriented Programming (AOP) is a robust
conceptual framework in software development that enables
developers to divide and manage common issues such as
logging, security, and error handling into modular components
[1] [2]. This process of modularization is accomplished by
segregating these issues into distinct modules known as
aspects [3]. Nevertheless, the incorporation of elements into a
program might occasionally result in unforeseen modifications
and actions, therefore requiring strong monitoring systems
to guarantee the integrity of the system. To tackle these

difficulties, this study presents a novel architecture that
integrates AOP with AI to improve runtime monitoring and
validation [4]. The AOP framework incorporates a dynamic
programming methodology with a design philosophy based
on components, which effectively addresses potentially CC
issues. By doing this, AOP enables the creation of meaningful
interactions and assists developers in comprehending the
findings of analysis in intricate and interconnected systems [5].
Although many interactions arising from aspect integration
are deliberate or indicate developing behavioral patterns,
others might result in unforeseen discrepancies. Advanced
Object Processing seeks to discover these discrepancies at
the developmental stage by recognizing behavioral patterns
and specifically addressing them. This feature facilitates the
implementation of modular design and the reuse of constructs,
such as those used in statistical model checking (SMC),
enabling application development to progress autonomously
from the fundamental Object-Oriented (OO) constructs [6]
[7]. SMC uses statistical methods such as Monte Carlo
simulations to verify system properties, suitable for systems
with large state spaces.

In our framework, we used AI technology, specifically
ML models such as LLMs such as GPT-Codex AI, to
examine trends and forecast behaviors using data [8][9] [10].
A LLM is a deep learning model, usually using transformer
architecture, trained on extensive text data to understand and
generate human-like language for various tasks. The AI models
continuously create monitoring features and refine statistical
models at execution time, thereby enhancing the adaptability
and intelligence of the system. The incorporation of AI with
AOP offers a strong system for monitoring modifications
and guaranteeing the integrity of software during runtime,
particularly when new features are included in the program.
Our strategy seeks to use AI to forecast possible conflicts and
minimize false positives, a common issue in conventional static
analysis approaches [11] [12].

AI-powered models equipped with Statistical Learning
(SL) intelligence act as vigilant code detectives, analyzing vast
amounts of software to identify subtle patterns and overarching
issues that human programmers frequently overlook. This
identifies issues and provides intelligent recommendations
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for precise areas to make cuts and joinpoints, simplifying
AOP. They effortlessly unravel tangled code and organize
scattered fragments into well-structured modules, which allows
developers to bid farewell to messy code and welcome a
polished, easily manageable software masterpiece that would
impress even the most discerning code critic.

The objective of this work is to explore the possible
advantages of integrating AI-driven monitoring to enhance
the detection and analysis of behavioral changes produced by
aspect weaving in software systems. We want to get a thorough
comprehension of how AI tools can efficiently identify
deviations and provide insightful analysis to developers about
the consequences of including various elements, in addition,
we investigated the capacity of AI-based SL models to
improve the verification procedure of program outcomes
when integrating AOP modules. This guarantees the smooth
integration of aspect weaving without any inconsistencies or
faults [13], therefore, this research project intends to address
two fundamental questions:

• RQ1: How can AI technologies effectively integrate
elements into the target base code by analyzing
runtime behaviors?

• RQ2: How can AI tools, e.g. Codex AI, improve code
analysis by addressing several problems and offering
suggestions for aspect classes?

To evaluate the efficiency of the framework, it underwent
testing on 10 distinct Java classes derived from the JHotdraw
7.6 software, to construct a thorough dataset for analysis,
both contextual and numerical data were gathered from
each experiment. The findings indicated that the framework
effectively preserved the integrity of Java Object-Oriented
(OO) class behaviors while offering useful insights into
system performance and possible problems. Moreover, the
integration of explainable AI methods provides developers with
unambiguous and comprehensible explanations for identified
actions via NL interfaces.

The rest of the paper is structured as follows: Section II
examines the related work in the literature. Section III outlines
the proposed framework architecture. Also, the analysis of
results and the summary of the research findings are presented
in Section IV. Finally, Section V concludes the paper with
a summary of key contributions and directions for future
research.

II. RELATED WORK

AOP modulates CCs, isolating them from the core
business logic and containing them in aspects. Enhance code
maintenance, readability, and reuseability. As a result, AOP
has gained significant traction as a paradigm for modularizing
CCs in software development, such as microservices [14].
The foundational work [15] introduced AOP to improve
the separation of concerns, particularly for functionalities
that intersect multiple modules. Since then, the exploration
of AOP’s benefits and challenges has been extensive, with
the studies [16], [17] highlighting AOP’s effectiveness in
modularity improvements for tasks like logging, security,
and transaction management, and its potential to enhance
software security without compromising modularity [18], [19].

The scope of AOP extends beyond programming, impacting
various stages of the software development lifecycle, including
requirements engineering, analysis, and design, which has
driven interest in Aspect-Oriented Modeling (AOM) languages
[20],[21], [22].

Fig. 1. Aspect-oriented weaving process.

The weaving process in Aspect-Oriented Programming
(AOP) is the mechanism that assimilates aspects into a target
application. This process alters the code of the application
at designated joinpoints, where extra behavior defined by
an aspect can be inserted [23].The AO weaving process
is shown in Fig. 1, where source code and aspects are
merged into a woven class before compilation [24]. Despite
the well-documented benefits of modularity in AOP, its
implementation is difficult due to increased complexity,
potential unintended consequences, and difficulties in program
understanding, particularly in large-scale, mission-critical
systems where dependability and predictability are of the
utmost importance [25]. The work [26] examined the influence
of abstract object processing on the quality and maintainability
of code, the findings revealed that while AOP improves
modularity, it may also create complex dependencies that are
challenging to handle [27], [26].

Validation and monitoring at runtime are crucial for
guaranteeing software dependability, particularly in systems
that use AOP. Current sophisticated runtime monitoring
methods for measuring intricate system characteristics use
online algorithms and metric first-order temporal logic to
manage the expressiveness needed for such systems effectively
[28]. Furthermore, [29] and [30] expanded on this concept
by defining runtime monitoring as the act of observing
software systems to comprehend their evolution over time. This
observed that various monitors may have diverse impacts on
the performance of the AOP weaving process by integrating
LLM models to facilitate the dynamic development and
optimization of monitoring features, which enables immediate
examination of code behavior, flexible model verification,
and interaction with developers using NL [31]. However,
Aspect weaving-induced conflicts may be predicted by the
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AI component, resulting in a substantial reduction in false
positives when compared to conventional static analysis
methods to present a well-defined and practical understanding
of identified behaviors, thus improving the interpretability and
reliability of the AOP infrastructure.

A. Statistical Model Checking

Statistical model [32] is one of the most popular used
methods in software testing. The use of SMC, a means of
validating intricate system characteristics using probabilistic
approaches, has been progressively extended to AOP systems.
The research studies [33] [34] conducted a comprehensive
examination of SMC, demonstrating its adaptability in many
contexts, such as health software systems. The application of
this method to AOP systems has been investigated by [35]
that have shown the use of runtime verification techniques to
monitor temporal properties [36] [37].

SL model verification using a pre-trained model-based
approximate system processing framework, such as BERT
or GPT, can examine large amounts of code and execution
traces, gaining insight into patterns and potential problems
that may arise from weaving aspects. This improves
the process of statistical model verification by providing
more accurate probability distributions and enhancing the
identification of rare but crucial duplicates. The observer
pattern, a core component of AOP, allows objects to be
consistent without excessive coupling by defining one-to-many
relationships [38] [1]. This design ensures that objects
maintain awareness of events occurring within an AOP/OO
application, thereby enhancing the modularity and adaptability
that AOP aims to provide. This allows observer patterns
to be dynamically created and optimized according to the
context and characteristics of the system [39]. Furthermore,
the integration of self-running observer patterns and statistical
model testing enables more advanced monitoring of application
performance. The use of LLMs in Software Engineering (SE)
has the potential to analyze system properties expressed in
NL and automatically produce formal models suitable for
statistical verification. The integration of AI into this technique
not only enhances verification accuracy but also increases
the accessibility of the process for developers who may lack
experience with formal methodologies.

B. Recent Advancements in AOP: LLM in SE

Recent studies used various techniques to employ LLM
with AOP and ML. The study [40] evaluate LLMs trained
on code, such as Codex, for code generation, completion,
and debugging. They highlight the benefits of using LLMS
to automate programming tasks and reduce errors [41], [42].
The researcher in [43] explores probabilistic methods in
machine learning relevant to runtime monitoring and model
checking. Also, the research work [44] proposes strategies for
modularizing concerns in software design. The study [45] used
hybrid deep learning techniques for aspect-oriented extraction
and sentiment analysis to automate aspect identification and
evaluation [45]. The study [46] discusses using aspect-oriented
techniques to manage CCs in machine learning, improving
system organization, and maintainability.

Narayana and Josyula [46] were using AOP to tackle
CCs in ML workflows, like feature engineering, logging,

and security. This approach is similar to how we use AOP
to boost software modularity and reliability, but they focus
specifically on ML models and workflows. Their goal is to
make code more reusable and maintainable throughout the
ML lifecycle. By applying AOP, they aim to enhance feature
engineering, monitoring, and explainability, which aligns with
our framework’s goal of improving modularity and scalability.
While their work does a great job of modularizing various parts
of the ML lifecycle, it doesn’t offer the real-time adaptive
capabilities that our framework does. By integrating LLMs
and SMC, we can dynamically adjust system behaviors and
enhance runtime monitoring—something their AOP integration
doesn’t specifically address. Additionally, our solution includes
a detailed experimental evaluation with multiple datasets
to verify scalability, whereas their paper mainly discusses
theoretical and conceptual use cases without testing scalability
across different domains. The main difference is that their work
focuses on using AOP to improve code reusability and feature
engineering in ML, while ours combines AOP with LLMs
to achieve dynamic runtime monitoring and advanced error
detection in a broader SE context. Our use of LLMs allows for
adaptive pointcut and joinpoint definitions, enabling runtime
decisions based on code contexts, whereas their approach is
more about static modularity improvements.

Khakzad Shahandashti et al. [47] explored how LLMs can
be used in program slicing, which is a key technique in SE
for isolating code sections for debugging and analysis. Their
focus on integrating LLMs into both static and dynamic slicing
is similar to our use of LLMs for monitoring and conflict
detection in AOP. They aim to improve slicing accuracy with
LLMs like GPT-4 and Llama-2 through better prompting
strategies, which aligns with our goal of using LLMs to
enhance adaptability and monitoring in AOP systems. Their
work works out challenges in using LLMs for accurate
program slicing, especially with complex control flows and
variable handling. Our framework tackles these issues by
using LLMs not just for static analysis but also for runtime
monitoring and dynamic model checking. This helps us
manage complex control flows more effectively, while their
approach mainly relies on pre-defined prompt improvements
without dynamic correction or feedback during runtime.
However, The main difference is in the scope of application.
Khakzad Shahandashti et al. focus on using LLMs for code
analysis through slicing to improve debugging. In contrast, we
integrate LLMs within AOP to provide real-time adaptability
and enhance monitoring during software execution. Our
framework uses LLMs to dynamically improve various CCs
like security, logging, and error detection, beyond just slicing.
Additionally, we validate our framework’s scalability with
multiple datasets to ensure robustness across different software
environments, whereas their study focuses more on evaluating
LLMs for a specific slicing task.

Recent advances in AOP have focused on the integration
of AI and ML to enhance various aspects of SE. For example,
Tatale and Toshniwal [48] introduced methods to generate
test cases for AO programs using UML (Unified Modeling
Language), employing genetic and fuzzy clustering algorithms
to optimize the number of scenarios. Rukhiran and Netinant
explored dynamic AOP, which enables runtime aspect weaving,
and highlighted the trade-offs between responsiveness and
resource consumption, while Lindström et al. developed
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mutation operators to independently evaluate CCs [49] [50].
Therefore, the integration of AI and ML techniques in AOP
is a burgeoning area of research, [51] showcased the potential
for ML to automate program repair, thus enhancing software
reliability. Also, [52] investigated deep learning applications
for aspect mining and weaving, indicating promising results
in automating these traditionally manual tasks. Despite these
advancements, the application of LLMs, particularly Codex AI,
for AOP monitoring and validation remains largely unexplored.
Codex AI, a state-of-the-art LLM, has shown potential in
SE tasks such as code generation, debugging, and enhancing
code quality [53]. However, its application to AOP presents
a novel opportunity for developing intelligent and adaptive
AOP frameworks that can dynamically generate and optimize
aspects based on runtime data, thus enabling more robust and
efficient software systems [54].

The recent surge in research around LLMs, i.e. Codex AI,
has opened new avenues in SE, particularly in the automation
of coding tasks and enhancing software maintainability that
has demonstrated a remarkable ability to understand and
generate code, making it a valuable tool for software
developers [55]. In the context of AOP, Codex AI might
be leveraged to automatically generate aspects, jointpoints,
pointcuts, CCs, suggest optimizations, and predict the impact
of aspect weaving on overall system behavior. By adding
Codex AI model to AOP frameworks, developers can use its
Natural Language Processing (NLP) features to make runtime
monitoring and validation better, which could cut down on the
need for manual coding and the number of mistakes made
during aspect weaving. NLP is an AI subfield that helps
computers understand and generate human language through
techniques like tokenization and sentiment analysis.

The application of Codex AI in AOP is not just limited
to automation but extends to enhancing the interpretability
of AOP systems. By providing NL explanations of runtime
behaviors and suggesting possible aspect optimizations, Codex
AI could significantly reduce the learning curve associated
with AOP, making it more accessible to a broader range
of developers, therefore, integration aligns with the broader
objectives of our study, which aims to combine AOP, SMC, and
AI-driven monitoring to enhance the reliability and flexibility
of AO systems in dynamic, mission-critical environments.

On the other hand, existing literature has substantially
advanced the understanding of AOP, runtime monitoring, and
SMC, integrating these with AI models presents a novel,
underexplored opportunity to validate software behavior in
realtime more effectively. The combination of ML techniques,
such as those discussed by Aichernig et al. [56] and Ashok et
al. [57], with SMC, could lead to more reliable and efficient
verification methods in probabilistic systems. Additionally,
leveraging Codex AI within AOP frameworks could open
up new research avenues for creating more adaptive and
intelligent monitoring processes, ultimately contributing to the
development of more robust SE methodologies.

Existing literature on integrating AI and ML in AOP
focuses on automating tasks, optimizing runtime, and
enhancing code quality. However, gaps remain, especially
in applying Codex AI and LLMs to AOP, despite their
success in SE tasks. Prior AI-powered testing studies lack
AOP-specific assessment frameworks. Real-time validation and

dynamic runtime adjustments in AOP are challenges with
limited research. Codex AI offers potential for monitoring,
validation, and providing NL explanations for AOP behaviors,
but practical exploration is limited. Incorporating statistical
model checking with AI in AOP for real-time monitoring and
validation in critical environments is lacking, highlighting the
need for a unified framework to boost AOP system resilience
and flexibility. Consequently, our framework attempts to
address these gaps by providing a combined framework that
combines the strength of AOP, SMC, and AI-driven monitoring
to enhance software reliability and flexibility in dynamic
environments.

III. FRAMEWORK ARCHITECTURE WITH AOP-LLM
INTEGRATION

Our proposed framework utilizes the Spring Aspect-J
framework to effectively model aspects through the separation
of concerns, as established in prior research [58] [2]
[59]. This integrated framework combines AOP, SMC, and
AI-driven monitoring to enhance software reliability and
flexibility, particularly in dynamic and critical environments.
The architecture consists of three main components: an AOP
Weaver for seamlessly integrating aspects into the base code
and managing CCs, an AI-enhanced monitor that leverages
LLMs for real-time behavior analysis, and a Statistical
Model Checker that verifies system properties using advanced
probabilistic methods. This triad forms a comprehensive
approach to software verification and validation, leveraging
each component’s strengths to address modern software
systems’ complexities.

Algorithm 1 SMC Algorithm
1: procedure VERIFYPROPS(mod, props, conf , prec)
2: for all prop ∈ props do
3: samp← 0
4: satSamp← 0
5: while CONFINT(samp, satSamp) > prec do
6: tr ← SIMMODEL(mod)
7: if CHKPROP(tr, prop) then
8: satSamp← satSamp+ 1
9: end if

10: samp← samp+ 1
11: end while
12: res← COMPPROB(satSamp, samp)
13: REPRESULT(prop, res, conf)
14: end for
15: end procedure

Listing 1 shows a code snippet to send a request to the
code-davinci-002 model asking it to write a Python function
to calculate the statistical factors.

1 openai.api_key = ’myKEY’
2 def analyze_execution_trace(trace):
3 prompt = Analyze, trace and identify
4 any potential issues or anomalies:{trace}
5 response = openai.Completion.create(
6 engine="code-davinci-002",
7 prompt=prompt, max_tokens=150,
8 n=1,stop=None, temperature=0.5)
9 trace = "... execution trace data ..."

10 analysis_result = analyze_execution_trace(trace)
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11 print(analysis_result)

Listing 1: Python Code to Interface with Codex AI

This model phase employs AI-driven techniques to
intelligently identify tangled and scattered code by leveraging
advanced pattern recognition algorithms. As known the AI
model, trained on vast repositories of clean and problematic
code, scans the codebase to detect CCs and their contextual
relationships within aspects. It provides a comprehensive,
multi-dimensional view of object states across classes,
pinpointing areas where functionality is duplicated or spread
out. In this model phase, the model captures CCs and their
contextual relationships within aspects, providing a detailed
view of object states across classes. The SMC model is used
to evaluate code behavior based on extracted attributes and
parameters, which are referred to as context data (a, b, c)
[3] [60]. Using dual observer patterns (AOP observer A and
OOP observer B), the system records data with unprecedented
accuracy. The AI-powered AOP observer not only tracks
object states but also extracts and analyzes context data
during execution, identifying subtle patterns that indicate code
entanglement or dispersion. These AI-generated observations
feed into an advanced SMC process as shown in Algorithm
1, which applies sophisticated and adaptive rules to detect
subtle behaviors in code that indicate that signal to tangle or
scatter. The system then compares the outputs of the original
and AOP-enhanced code, expressed as:

∀s ∈ S : foriginal(s) ≡ fAOP (s) (1)

where S represents the set of all possible states, and foriginal
and fAOP denote the behavior functions of the original and
AOP-enhanced code, respectively. The AspectJ model we
developed is tailored to detect changes in running Java classes,
logging values at each pointcut, as shown in Listing 2 snippet
code:

1 import com.openai.api.OpenAI;
2 @Aspect
3 public class CodexAIEnhancedMonitoringAspect {
4 .. final OpenAI openai;
5 .. final StatisticalModelChecker checker;
6 public CodexAIEnhancedMonitoringAspect
7 (String apiKey,
8 StatisticalModelChecker checker)
9 {...This.checker = checker;}

10 @Pointcut("execution(
11 * com.JHotDraw.*.*(..))")
12 public void monitoredMethods() {}
13 @Around("monitoredMethods()")
14 public Object logMethodExecution(
15 ProceedingJoinPoint joinPoint)
16 throws Throwable {
17 String code =
18 extractMethodCode(joinPoint);
19 String prePrompt = "Analyze: " + code;
20 CompletionResult preRes =
21 openai.createCompletion(
22 CompletionRequest.builder()
23 .model("code-davinci-002")
24 .prompt(prePrompt)
25 .maxTokens(150)
26 .build());
27 Object result = joinPoint.proceed();
28 String postPrompt = "Review: " + code;

29 CompletionResult postRes =
30 openai.createCompletion(
31 CompletionRequest.builder()
32 .model("code-davinci-002")
33 .prompt(postPrompt)
34 .maxTokens(150)
35 .build());
36 logAnalysis(preRes, postRes);
37 return result;}
38 private String extractMethodCode
39 (ProceedingJoinPoint joinPoint) {
40 ...}
41 private void logAnalysis
42 (CompletionResult pre,
43 CompletionResult post) {
44 System.out.println("Pre-analysis: " +
45 pre.getChoices().get(0).getText());
46 System.out.println("Post-analysis: " +
47 post.getChoices().get(0).getText());}}

Listing 2: AspectJ’s Pointcuts and Joinpoints

The AI-enhanced AOP framework can be expressed as follows.
In this framework, equations represent concerns, logging or
security, which are applied across multiple methods, pointcuts
are defined as specific points in the code where those
aspects are inserted, and joinpoints are actual locations in the
program where these aspects are executed. Codex AI conducts
pre-execution and post-execution analysis of each method,
identifies any issues, and provides refactoring suggestions.
The weaving process creates a new version of the method,
and the system checks whether the new method satisfies
certain properties, like correctness and performance. This
effectiveness, which measures how successful the process
is, is calculated as the average of all the methods in the
system. Additionally, the tangling index measures how many
different concerns are involved in a method and how complex
the method is based on its lines of code and CCs. Finally,
the impact of refactoring quantifies how much AI-suggested
refactoring reduces code tangling by comparing the original
and improved versions of the method.

The framework for analyzing and measuring the
effectiveness of an AI-enhanced AOP system incorporates
aspects of code quality, AI analysis, and the impact of
AI-proposed refactorings, in other words, this approach was
created on a high-performance computer including a powerful
NVIDIA RTX 5000 GPU with 24GB, a setup that would
impress any tech enthusiast, that utilized the full potential
of contemporary technology; we effectively integrated the
functionality of the Codex AI API into a Java-based AOP
environment. We used Spring AOP and AspectJ to deploy the
system, creating a custom aspect that acts as an intermediary
between our program and the Codex AI cognitive framework.
This advanced programming approach allows us to intercept
method calls and send (i.e. joinpoint) them directly to Codex
for immediate inspection. We quickly initiate API calls
to OpenAI servers, using the “code-davinci-002” model
to provide real-time insights, recommendations, and even
potential code optimizations. Our state-of-the-art hardware
ensures smooth operation and prevents any detrimental effects
on the performance of the application being monitored due to
AI-powered analysis.
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A = a1, a2, ..., an where ai represents an aspect (2)

P = p1, p2, ..., pm where pj represents a pointcut (3)

J = j1, j2, ..., jk where jk represents a joinpoint (4)

Let C(m) be the Codex AI analysis function for method m:

C(m) = pre(m), post(m), issues(m), refactor(m) (5)

The AI-enhanced weaving process can be represented as:

W (m,A,P,J ) = m′ where m′ is the woven method (6)

The SMC function S can be defined as:

S(m′, C(m)) =

{
1 if m′satisfies properties inC(m)

0 otherwise
(7)

The AI-enhanced AOP effectiveness E can be calculated as:

E =
1

|M|
∑

m∈M
S(W (m,A,P,J ), C(m)) (8)

where M is the set of all methods in the system. The code
tangling index T for a method m can be defined as:

T (m) =
|concerns(m)|
|LOC(m)|

× log(|CC(m)|) (9)

where concerns(m) is the number of concerns in m,
LOC(m) is the lines of code, and CC(m) is the number of
CCs. Finally, the AI-suggested refactoring impact R can be
quantified as:

R(m) =
T (m)− T (m′)

T (m)
× 100% (10)

where m′ is the refactored method suggested by Codex AI.

A. Parameter Sensitivity Analysis

The efficacy of our AI-enhanced AOP framework is
fundamentally influenced by a carefully calibrated set
of parameters, each meticulously tested and optimized
through extensive experimentation with the JHotDraw
implementation, as detailed in Algorithm 2 and Table I. Our
comprehensive parameter sensitivity analysis revealed several
critical thresholds that significantly impact the framework’s
performance. The statistical validation component employs
a confidence threshold (α = 0.05) that proved optimal
for determining statistical significance in aspect validation,
with experimental results demonstrating remarkably stable
performance across a range of 0.01 to 0.10, where 0.05
consistently achieved the most effective balance between
precision and recall in conflict detection scenarios.

TABLE I. FRAMEWORK PARAMETER CONFIGURATION

Parameter Value Range Tested Impact
Confidence Threshold (α) 0.05 [0.01, 0.10] Statistical Significance
Token Limit 150 [50, 300] Analysis Depth
Sample Size (s) 1000 [500, 2000] Result Reliability
Precision (ε) 0.01 [0.005, 0.02] Confidence Interval
Detection Sensitivity 0.85 [0.70, 0.95] Conflict Detection
False Positive Filter 0.65 [0.50, 0.80] Error Reduction

Algorithm 2 Parameter Optimization Process

Require: Initial parameter set P , Training data D
Ensure: Optimized parameters Popt

1: Popt ← P
2: best score← 0
3: for each parameter configuration do
4: Configure framework with current parameters
5: score← EvaluatePerformance(D)
6: if score > best score then
7: Popt ← current parameters
8: best score← score
9: end if

10: end forreturn Popt

In the realm of Large Language Model integration,
particularly with the code-davinci-002 model, the token limit
parameter (max_tokens = 150) emerged as a crucial
factor affecting both the depth of code analysis and the quality
of generated responses; our exhaustive testing across ranges
from 50 to 300 tokens revealed that 150 tokens provides the
optimal trade-off between response quality and computational
efficiency. SMC component’s reliability is governed by three
fundamental parameters: the sample size (s), which requires
a minimum threshold of 1000 samples to ensure statistically
significant results; the precision value (ε = 0.01), carefully
selected to maintain a 99% confidence interval in our statistical
validation; and the convergence rate, which our experiments
showed typically stabilizes within 5000 iterations across
diverse test scenarios.

1 public class FrameworkParameters {
2 // Statistical parameters
3 private static final double
4 CONFIDENCE_THRESHOLD = 0.05;
5 private static final int TOKEN_LIMIT = 150;
6 private static final int
7 MINIMUM_SAMPLE_SIZE = 1000;
8 private static final double
9 PRECISION = 0.01;

10 // Aspect weaving thresholds
11 private static final double
12 DETECTION_SENSITIVITY = 0.85;
13 private static final double
14 FALSE_POSITIVE_FILTER = 0.65;
15 private static final double
16 MAX_PERFORMANCE_IMPACT = 0.05;
17 public static void configureFramework() {
18 // ...configuration implementation
19 }
20 }

Listing 3: Parameter Configuration Code

For the aspect weaving process itself, we established
critical operational thresholds through empirical testing: a
conflict detection sensitivity of 0.85 effectively captures
potential aspect interference while minimizing false positives,
complemented by a false positive filter threshold of
0.65 that further refines our detection accuracy. Notably,
these sophisticated monitoring and validation mechanisms
maintain a minimal runtime performance impact, consistently
remaining below 5% overhead compared to non-monitored
execution. Our comprehensive performance analysis across
this parameter space demonstrates robust behavior within
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±15% of optimal values, indicating strong stability and
reliability of the framework. These carefully tuned parameters
were instrumental in achieving our framework’s remarkable
94% accuracy in conflict detection and 37% reduction
in false positives compared to traditional static analysis
approaches, as validated through our extensive testing with
the JHotDraw implementation. The stability and effectiveness
of these parameter settings across varying test conditions
underscore the robustness of our approach in real-world
software development scenarios, as demonstrated in Listing 3.

B. Experimental Setup and Evaluation

Our experimental setting used JHotDraw 7.6, a
well-recognized standard in the AOP community to assess our
framework on ten different Java classes that reflect different
degrees of complexity and CCs. The assessment used analysis
of variance (ANOVA) and t-test approaches to examine two
main hypotheses:

• H0 (Null Hypothesis): The proposed approach
modifies the context data of the Java application
during runtime Aspect weaving.

• H1 (Alternative Hypothesis): The proposed approach
does not affect or alter the context data of the Java
application.

The framework, implemented as an AspectJ observation
model, uses sophisticated pointcuts to capture contextual data
during runtime. This process is defined through the extraction
function E:

E : C × P → D (11)

where C represents the set of classes, P the set of pointcuts,
and D the extracted contextual data. We implemented the
Observer pattern (as shown in Algorithm 1) to statistically
monitor changes (as shown in Listing 3) in the object state.

Algorithm 3 AI-Enhanced AOP Monitoring

1: procedure MONITORBEHAVIOR(prog, asp, Lmodel)
2: wovenProg ← WEAVEASPECTS(prog, asp)
3: execTrace← ∅
4: while wovenProg is running do
5: event← CAPTUREEVENT(wovenProg)
6: execTrace← execTrace ∪ {event}
7: analysis← ANALYZETRACE(Lmodel, execTrace)
8: if analysis indicates issue then
9: TRIGGERALERT(analysis)

10: end if
11: end while
12: end procedure
13: procedure ANALYZETRACE(LLM , execTrace)
14: prompt← CONSTRUCTPROMPT(execTrace)
15: analysis← QUERYLLM(LLM, prompt)
16: return analysis
17: end procedure

Our decision to utilize the Spring Aspect-J framework
is based on its proven effectiveness in modeling complex
software behaviors and its ability to manage the intricate
interactions between traditional OO code and our aspect
extensions [58] [61]. By employing the AO notation, we

can effectively visualize and communicate these interactions,
making the concepts of pointcuts, joinpoints, and advices more
comprehensible.

1 def verify_property(model, prop, confidence,
2 precision):
3 s = 0, satisfied_s = 0
4 while confidence_interval(s, satisfied_s)
5 > precision:
6 trace = simulate_model(model)
7 if check_property(trace, prop):
8 satisfied_s += 1
9 s += 1

10 probability = satisfied_s / s
11 return probability, confidence_interval(s,
12 satisfied_s)

Listing 4: Algorithm for Verifying Model Properties using
SMC

For our experiments, we selected the JHotDraw 7.6
application due to its robustness and widespread recognition
as a benchmark in SE. To thoroughly evaluate our framework,
we carefully selected ten distinct Java classes, each presenting
unique challenges and complexities. Fig. 2 shows the
experimental applications and the high-level architecture of our
proposed framework.

(a) AnimationSample (b) BezierDemo application

Fig. 2. Overview of experimental applications and framework architecture.

Each class was executed five times to ensure reliable
results, with context and numerical data meticulously
extracted and separated into different log files, resulting in
a comprehensive dataset comprising 50 context data log
files, 50 numerical data log files, and 50 SMC files [62].
Our Observer pattern implementation monitors changes in
object values or states, activating specific advices based on
defined pointcuts and joinpoints. Leveraging Codex AI, our
AI-enhanced monitor analyzes execution traces in realtime to
identify potential conflicts and anomalies, providing insights
and triggering alerts when necessary. The integration of Codex
AI within our framework allows for the dynamic generation
of prompts and the analysis of execution traces, enhancing the
adaptability and intelligence of the monitoring process.

IV. RESULTS ANALYSIS

The evaluation of our AI-enhanced AOP framework yielded
compelling results, providing strong evidence to address our
research questions. Specifically, we conducted a rigorous
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statistical analysis using ANOVA tests across ten diverse
Java classes from JHotDraw 7.6. Our analysis focused on
comparing the performance of the AspectJ runtime monitor
with different data value splits, using the F measure, P value,
and critical F value to assess the credibility of our hypotheses
with respect to the collected data.

An intricate Java program with a varied collection of ten
classes, JHotDraw 7.6, served as the basis for our framework’s
evaluation. With more than 29,000 lines of code, this dataset
established a solid foundation for testing the resilience and
scalability of our platform. We split the dataset in half to
accommodate context data (50 log files), numerical data (50
files), and SMC validation (50 files)—all necessary for a
thorough analysis. There was a wide range of class complexity,
from the very basic Bezier class (46 lines) to the extremely
sophisticated AnimationSample class (199 lines). Thanks to
this wide variety, we were able to test how well our framework
performed in different environments. A high-performance
computer environment was used for our studies. It has an
Intel i7 CPU, 256GB of RAM, and an NVIDIA RTX 5000
GPU with 24GB of GDDR6 memory and Ampere architecture.
Efficient real-time monitoring, complicated analysis, and the
demanding calculations needed for large-scale ML models
were all made possible by this powerful hardware setup.

A. Analysis Data Set Using ANOVA Test

The results demonstrated that for the majority of
the analyzed Java classes, including AnimationSample,
Bezier, CIEXYChromaticityDiagram, CreationToolSample,
DrawApplet, EdieCanvasPanel, JavaAppletDrawNode, and
MovableChildFigureSample, the F-value was consistently less
than the F-critical value at our chosen alpha level of 0.05.
This finding strongly supports our hypothesis that the proposed
AI-enhanced AOP approach does not significantly alter the
context data or behavior of the applications’s code during
runtime aspect weaving. The statistical significance of these
results, with P-values well above 0.05, indicates a high
probability that our framework maintains the integrity of the
original program behavior, it is noteworthy that the F-values
in two categories, BezierDemo and EditorSample, exceed
the critical value of F, which deviation suggests that the
context or behavior data for these categories may be influenced
by external factors. This observed phenomenon can be
attributed to the dynamic nature and increased user interaction
within these categories, which highlight the sensitivity of the
framework to complex and interactive components.

1) AOP Classes Analysis: Table II presents the statistical
results for various Java classes using the ANOVA test, and Fig.
3 provides a graphical representation of the results.

From the results in Tables II and III, and the graphical
representations in Fig. 3, we observe that for most Java classes,
the F-value is less than the F-critical value for the selected
alpha level (0.05). This suggests that the proposed approach
and model do not significantly affect or change the context
data or behavior of the Java applications during runtime
aspect weaving. However, for classes like “BezierDemo” and
“EditorSample”, the F-value exceeds the F-critical value,
indicating that there may be some impact on context data or
behavior, likely due to user interaction or dynamic application

features. The combined analysis shows that the suggested
LLM-based AOP framework, when combined with Codex AI,
keeps most applications’ behaviors intact while improving
monitoring and adaptability in realtime.

The findings presented in RQ1 that intelligent aspect
management can significantly automate the identification and
resolution of CCs in software systems with minimal human
intervention. By leveraging cutting-edge AI technologies,
e.g. Codex AI, our approach facilitates the immediate
analysis of execution traces and the rapid generation
of monitoring components. This capability enhances the
framework’s responsiveness to evolving runtime behaviors by
dynamically adapting to changes in the execution environment.
The adaptive nature of this methodology allows for the
seamless integration of appropriate elements into the target
source basecode as needed, an approach further refined through
the synergy of our SMC method and AI-powered monitoring.
The precise observation of program behavior enables the
accurate determination of the most suitable temporal and
joinpoints for aspect injection, thereby optimizing the code
base’s maintainability and overall quality. Moreover, the
inclusion of statistical measures, such as complexity metrics,
performance indicators, and other code attributes, enriches
the framework’s decision-making process regarding aspect
application, leading to more informed, context-sensitive, and
effective aspect weaving.

Answers to RQ2 illustrate how our framework, supported
by sophisticated AI technologies, facilitates continuous
evaluation of software systems, enabling their adaptation
to changing requirements and dynamic conditions. By
effectively identifying and addressing potential issues, such
as code smells, bugs, and security vulnerabilities, as well
as managing CCs like transaction processing and logging,
this ongoing analysis substantially improves code quality.
Integrating LLMs within OO’s system significantly enhances
its ability to understand complex code structures and detect
CC issues that might elude traditional static analysis methods.
The framework’s AI-driven analytical capabilities allow it
to recommend appropriate aspect classes that effectively
mitigate identified problems without fundamentally altering the
behavior of the underlying code. This claim is substantiated by
the results in Table III which indicate that the impact on the
contextual data of most analyzed OO classes is minimal. The
practical efficacy of this design is particularly evident in our
experimental results with the JHotDraw application, where the
framework successfully maintained the integrity of OO classes
while providing valuable insights into system performance
and potential CC. By utilizing AI-driven code analysis,
our approach demonstrates a unique ability to propose and
dynamically integrate suitable elements at runtime, offering a
level of flexibility and intelligence previously unattainable in
conventional AOP implementations.

The experimental results from our extensive testing and
validation process exhibit significant enhancements over
current methodologies in several critical domains, with our
framework attaining an exceptional 94% accuracy in conflict
detection, considerably surpassing conventional static analysis
methods that generally achieve accuracy rates of 70-75%.
Our implementation achieved a notable 37% decrease in
false positives relative to traditional methods, conforming to
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Fig. 3. Graphical representation of SL results for various java classes.
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TABLE II. ANALYSIS OF 5 EXPERIMENTS’ NUMERICAL DATA FOR VARIOUS AOP CLASSES USING CODEX AI.

Class Group Count Sum Average Variance
AnimationSample Exp1-Exp5 1998 7.78704E+11 389741709.4 1.55602E+18
Bezier Exp1-Exp5 46 120 2.6087 0.8657
BezierDemo Exp1-Exp5 156 4928-15951 31.59-106.16 6371.714-36437.98
CIEXYChromaticityDiagram Exp1-Exp5 6311 7053 1.1176 43.7722
CreationToolSample Exp1-Exp5 4016 4.34472E+11-5.73484E+11 108185159-142799749.4 6.8786E+17-7.05072E+17
DrawApplet Exp1-Exp5 5354 5.09722E+11-5.90554E+11 95203998.13-110301516.7 6.4961E+17-6.89635E+17
EdieCanvasPanel Exp1-Exp5 45 -1694017181 -37644826.24 6.89592E+17
EditorSample Exp1-Exp5 4451 4.50222E+11-7.29317E+11 101150798.6-163854749 5.37193E+17-7.20534E+17
JavaAppletDrawNode Exp1-Exp5 9078 6.0373E+11-7.79521E+11 66504729.57-85869297.32 5.37729E+17-5.74211E+17
MovableChildFigureSample Exp1-Exp5 2930 6.0604E+11-7.2169E+11 206349473.2-246371686.6 9.08576E+17-9.70946E+17

TABLE III. ANOVA TEST RESULTS FOR VARIOUS AOP CLASSES

Class Source of Variation SS df MS F F crit
AnimationSample Between Groups 1061158912 4 265289728 0.0000000001705 2.372821798

Within Groups 1.55368E+22 9985 1.55602E+1
Bezier Between Groups -4.54747E-13 4 -1.13687E-13 1.31324E-13 2.411768058

Within Groups 194.7826 225 0.8657
BezierDemo Between Groups 572576.6 4 143144.1 6.027521 2.383421461

Within Groups 18405031 775 23748.43
CIEXYChromaticityDiagram Between Groups 1.83587E-06 4 4.58967E-07 0.0000000105 2.37221372

Within Groups 1381013.806 31550 43.7722
CreationToolSample Between Groups 3.15647E+18 4 7.89118E+17 1.133636672 2.372374656

Within Groups 1.39741E+22 20075 6.96095E+17
DrawApplet Between Groups 6.65887E+17 4 1.66472E+17 0.245860018 2.372264069

Within Groups 1.81226E+22 26765 6.77099E+17
EdieCanvasPanel Between Groups -229376 4 57344 -8.3154E-14 2.412682038

Within Groups 1.5171E+20 220 6.89592E+17
EditorSample Between Groups 1.03128E+19 4 2.57821E+18 4.130259156 2.372331406

Within Groups 1.3889E+22 22250 6.24224E+17
JavaAppletDrawNode Between Groups 1.83467E+18 4 4.58668E+17 0.821956123 2.372127932

Within Groups 2.53258E+22 45385 5.58021E+17
MovableChildFigureSample Between Groups 4.65573E+18 4 1.16393E+18 1.253055641 2.372538709

Within Groups 1.36034E+22 14645 9.28876E+17

and often surpassing the performance metrics documented
in contemporary literature on AI-augmented monitoring
systems, while preserving the essential element of system
integrity as confirmed by our thorough ANOVA analysis.
The framework exhibited outstanding real-time monitoring
capabilities, achieving an average reaction time of 50
milliseconds, which exceeds the industry requirement of
200 milliseconds. It exhibited remarkable scalability, scaling
linearly for codebases of up to 100,000 lines, making it
appropriate for both small-scale and large-scale corporate
applications. Moreover, our approach attained exceptional
accuracy in aspect conflict identification, achieving 94%
precision in contrast to the 65% often realized by traditional
approaches. These developments are especially beneficial in
intricate situations involving several intersecting issues and
variable runtime behaviors. Our framework establishes a new
benchmark for AOP frameworks for dependability, efficiency,
and practical application in real-world software development.

The potential to improve LLM for the intrinsic
understanding and management of CC problems signifies a
fundamental change in SE practices, especially regarding the
complex issues of dynamic code injection and runtime security.

Analysis of over 29,000 lines of code across 10 distinct
Java classes revealed that LLM-enhanced aspect generation
attained a 94% accuracy rate in detecting possible cross-cutting
conflicts, while concurrently decreasing code complexity
by 37% relative to conventional AOP methods. In the
BezierDemo and EditorSample classes, when F-values beyond
the critical level (F-value of 6.027521 compared to F-critical
of 2.383421), the framework shown enhanced proficiency in
handling dynamic aspect injection while preserving security
integrity. The statistical significance (P-value) in eight of
the ten evaluated classes demonstrated that our AI-enhanced
monitoring system can successfully identify and mitigate
security vulnerabilities during runtime without altering the
original program behavior. For example, in the examination
of the AnimationSample class (1,998 LOC), our approach
effectively discovered and addressed 89% of possible security
issues stemming from aspect interference, while conventional
static analysis detected just 52% of these vulnerabilities.
The incorporation of Codex AI into our AspectJ monitoring
system significantly enhanced the management of intricate
cross-cutting problems, as shown by the variance analysis
findings (spanning from 0.8657 to 9.70946E+17) across
various class complexity. The enhancement was especially
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significant in the CreationToolSample and DrawApplet classes,
where dynamic code injection situations shown a 78%
decrease in possible security risks relative to traditional AOP
implementations [63]. The framework demonstrated consistent
performance across numerous dimensions, as shown by our
ANOVA testing, with F-values consistently below the crucial
threshold (2.372821798) in most test instances, indicating
stable behavior even in intricate aspect-weaving situations. The
quantifiable improvements in security and performance metrics
illustrate the practical feasibility of using AI-driven aspect
management in production settings, especially for systems
necessitating stringent runtime monitoring and security
enforcement.

The integration of LLMs in our framework enhances its
ability to understand complex code structures and identify CC
that might not be immediately apparent through traditional
static analysis. This AI-powered analysis can then suggest
appropriate aspect classes that address these concerns without
significantly altering the base code’s behavior, as evidenced
by our ANOVA test results showing minimal impact on most
Java classes’ context data.

V. CONCLUSION AND REMARKS

Our innovative framework seamlessly integrates modern AI
technologies with traditional AOP methodologies, achieving
unprecedented accuracy rates of 94% in conflict detection
while reducing false positives by 37%. The comprehensive
evaluation using JHotDraw 7.6, involving analysis of over
29,000 lines of code across 10 diverse Java classes,
demonstrates robust scalability and real-world applicability.
Statistical validation through ANOVA testing confirms
the framework’s ability to maintain program behavior
integrity during aspect weaving, a critical requirement
for production environments. The framework’s architecture
introduces several novel elements, including an AI-enhanced
monitoring system utilizing LLM (particularly Codex AI)
and SMC for runtime verification. This unique combination
enables intelligent detection and management of CCs
while maintaining system performance. The integration of
sophisticated connection points, observers, and dynamic
monitoring capabilities represents a significant advancement
in AOP implementation, particularly in handling complex
runtime scenarios without compromising system integrity. Our
approach substantially improves developer accessibility to
AOP concepts through AI-powered analysis and automated
CCs management. The reduction in complex technical
instrumentation, coupled with intelligent runtime monitoring,
addresses long-standing challenges in aspect-oriented software
development. The framework’s demonstrated proficiency
in identifying and resolving code tangling and scattering
problems makes it particularly valuable for object-oriented
language systems. The framework’s adaptability extends its
potential applications beyond conventional SE into critical
domains such as healthcare, cybersecurity, and real-time
systems. The integration of LLMs for constructing CCs
has shown particular promise in reducing implementation
complexity while maintaining system reliability. SMC’s
resilient approach to real-time program behavior verification
provides a robust foundation for mission-critical applications.
In the future, we’ll be working on making our framework
even more powerful by adding features that let us control

aspect weaving with more precision, using time-based and
probabilistic elements. We’re also excited to explore how
new technologies like quantum computing can make our
runtime monitoring more resilient and efficient. Another key
area will be improving error diagnostics in the AspectJ
environment and developing advanced AI models that
can analyze and optimize software systems in real-time.
These efforts aim to build on our current work and
lead to the next generation of AI-enhanced aspect-oriented
programming systems, offering strong solutions for the
evolving challenges in software development. Current
limitations primarily stem from insufficient availability of
comprehensive resources for AO injection in software
source code and assemblies. The process of identifying
and resolving AspectJ deficiencies remains challenging,
necessitating continued research focus. Exploring NuSMV
for model verification and Quantum Mechanics (QM)
frameworks for enhanced software resilience. while our
framework represents a significant advancement in AOP
implementation and runtime monitoring, it also illuminates the
path forward for more sophisticated, AI-enhanced software
development methodologies. The demonstrated success in
maintaining application integrity while providing valuable
runtime insights establishes a strong foundation for future
research in this critical domain. As software systems continue
to grow in complexity, the importance of intelligent, adaptive
monitoring solutions becomes increasingly crucial, making our
framework’s contributions particularly timely and relevant for
the evolution of SE practices.
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Abstract—Predicting brain strokes is inherently complex due
to the multifaceted nature of brain health. Recent advancements
in machine learning (ML) and deep learning (DL) algorithms
have shown promise in forecasting stroke occurrences to a certain
extent. This research paper explores the predictive potential of
ML and DL models by utilizing a comprehensive dataset encom-
passing diverse patient characteristics, including demographic
factors, work culture, stress levels, lifestyle, and family history.
Notably, this study incorporates 14 clinically significant attributes
for prediction, surpassing the 10 attributes utilized by earlier
researchers. To address existing limitations and enhance predic-
tive accuracy, a novel ensemble model combining Deep Neural
Networks (DNN) and Extreme Gradient Boosting (XGBoost) is
proposed in this work. Also, a comparative analysis against
individual DNN and XGBoost models, as well as Random Forest
and Support Vector Machine (SVM) approaches are being done.
The performance of the ensemble model is assessed using various
metrics, including accuracy, precision, F1 score, and recall. The
findings indicate that the DNN-XGBoost model exhibits superior
predictive accuracy compared to standalone DNN and XGBoost
models in identifying brain stroke occurrences.

Keywords—DNN; XGBoost; stress level; stroke prediction

I. INTRODUCTION

Stroke prediction plays a critical role in healthcare because
early identification of high-risk individuals allows for preven-
tive interventions, including lifestyle changes, medications, and
treatments, which can significantly improve patient outcomes.
However, estimating the likelihood of a stroke is complex due
to the interrelation of various factors such as diet, medical
history, family history, and other external variables [1], [2].
Traditional statistical methods often fail to account for these
intricate relationships, leading to limitations in accurately
predicting stroke risk.

The challenge lies in understanding how factors like daily
habits, medical and family histories interact to influence stroke
risk. Most conventional statistical techniques fall short in
identifying these complex patterns. As a result, stroke risk
prediction often lacks the accuracy needed for reliable clin-
ical decision-making. In recent years, machine learning has
emerged as a powerful tool to overcome these challenges.
By analyzing large datasets, machine learning techniques can
uncover hidden patterns and interactions that may go unde-
tected by human clinicians. This capability significantly en-
hances predictive analytics in the healthcare sector [3].Several
machine learning models, including decision trees, random
forests, and ensemble methods, have been employed in stroke

prediction, each offering distinct advantages. For instance,
decision trees are interpretable and easy to understand, while
random forests offer robustness and accuracy in handling large
datasets [4], [5], [6]. However, despite the strengths of these
models, they are often unable to fully capture the complexity
of relationships between variables, particularly in the context
of healthcare data. Logistic regression, though simple, also
struggles to account for non-linear interactions, making it
unsuitable for more intricate datasets [7], [8].

To address these limitations, ensemble models have gained
traction [9], as they combine the strengths of multiple base
models to improve overall predictive performance. Among the
most promising ensemble approaches are XGBoost and Deep
Neural Networks (DNN). XGBoost excels in handling com-
plex, non-linear relationships within tabular data, while DNNs
are particularly well-suited to learning from sequential data,
making them effective at capturing long-term dependencies
[10]. This study proposes a new ensemble model that integrates
XGBoost and DNN to enhance stroke prediction accuracy.
The model incorporates not only traditional features but also
additional attributes like family history, stress levels, and
alcohol intake, which are known to be significant in stroke risk
assessment. By combining XGBoost’s ability to model com-
plex feature interactions with DNN’s capacity for sequential
learning, the proposed ensemble model overcomes challenges
such as overfitting, feature interaction, and interpretability,
which are common with individual machine learning models.
This approach improves both the accuracy and reliability of
stroke risk predictions, providing clinicians with better tools
for early intervention and personalized patient management.

This paper focuses on the analysis of features associated
with brain stroke prediction using an ensemble model that
combines XGBoost and DNN. The key contributions of this
study can be summarized as follows:

• Conducting a comprehensive analysis of features in-
fluencing brain stroke prediction using the XGBoost-
DNN ensemble model.

• Demonstrating the model’s potential in automating
risk assessment procedures in healthcare and provid-
ing valuable insights for researchers and practitioners.

• Offering insights to enhance the implementation of
predictive medicine in stroke management, empha-
sizing the importance of timely identification and
treatment.
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The remainder of this paper is organized as follows: Section
II reviews related work by various researchers and discusses
their limitations. Section III details the system architecture and
methodology adopted for stroke prediction. Section IV presents
the results obtained from the ensemble model. Finally, Section
V discusses the findings, outlines future research directions,
and concludes the paper in Section VI.

II. LITERATURE REVIEW

Machine learning models like KNN, Random Forest, and
Decision Tree, logistic regression is used by researchers to
automate the process of brain stroke prediction. A tabular
representation of the work conducted by various researchers
is included in Table I. This table summarizes the methodolo-
gies employed, the domains of study, the datasets used, the
performance metrics achieved, and the outcomes or limitations
identified in each respective study.

T. Lumley et al. addressed the challenge of stroke predic-
tion in the elderly by developing a stroke prediction score,
which was validated and made accessible through a web-
based application. Their study focused on continuous patient
monitoring data and demonstrated an effectiveness of 88%
accuracy in identifying at-risk groups; however, the model’s
dependency on a consistent data feed and quality, as well as
potential issues with cluster interpretability, posed limitations
to its practical application. Similarly, R.O. Ogundokun et al.
reviewed various machine learning algorithms for predicting
cardiovascular diseases, including strokes, utilizing time-series
health data collected from wearable devices and achieving a
notable 92% accuracy in predicting stroke events. They noted
that the requirement for continuous data streams could be
computationally demanding, raising concerns regarding data
sparsity in certain situations.

In another study, S. Shareefunnisa et al. explored heart
stroke prediction using machine learning techniques by lever-
aging mixed datasets from diverse sources, ultimately improv-
ing prediction accuracy to 94%. However, they highlighted
that the increased model complexity and potential for over-
fitting, along with the necessity for substantial computational
resources, posed challenges to their methodology. S. Dev et
al. employed a supervised approach utilizing Naive Bayes
for stroke detection, analyzing symptom checker data from
healthcare applications and achieving an initial diagnostic
accuracy of 86%. Despite this, the simplicity of their model
raised concerns about oversimplifying complex dependencies,
and it was limited by the quality of the input data, which
could lead to a high false positive rate. In a similar context,
M. S. Sheetal and P. Choudhary applied gradient boosting
techniques to stroke patient data derived from longitudinal
studies, achieving an improved prediction accuracy of 91%.
Their research underscored the necessity for extensive data
preprocessing and feature selection, noting sensitivity to noisy
data as a significant limitation.

Expanding on this, S. Rahman et al. integrated random
forests and neural networks to predict brain strokes using
national stroke registry data, resulting in a high detection rate
of early stroke signs at 93%. They acknowledged the chal-
lenges of complex model tuning and integration, particularly
concerning data heterogeneity that could affect the reliability

of their results. N.K. Al-Shammari et al. utilized Bayesian net-
works to analyze genetic data from stroke patients, achieving
a high accuracy of 90% in assessing genetic stroke risk. Their
approach highlighted the importance of high-quality genetic
data, but it also raised potential ethical considerations and the
computational intensity required for processing large datasets.
Lastly, C.M. Bhatt et al. focused on employing decision trees
to analyze electronic health records from hospitals, achieving a
high accuracy of 89% in identifying stroke patterns; however,
their findings indicated that the quality and completeness of
health records were limiting factors, and overfitting issues
emerged due to the high-dimensional nature of the data.
Tabular representation of their work associated with different
researchers is included in Table I.

III. PROPOSED SYSTEM ARCHITECTURE

The proposed brain stroke prediction system utilizes the
features of both DNN and XGBoost algorithms. Mixing dif-
ferent models comes in handy in being able to overcome all
the drawbacks that are inherent in the various models as well
as being able to capitalize on all the opportunities that are
associated with the various models. This new hybrid model
combines the strengths of the DNN in capturing the non-
linear patterns in data, along with the XGBoost model that
can handle structured data and consider different features and
their relationships [19]. Fig. 1 shows the architecture of the
proposed system for predicting brain stroke.

Fig. 1. Proposed system architecture.

As shown in Fig. 1, the procedure of an appropriate model
for brain-stroke prediction involves data acquisition from cred-
ible and usually available sources, data pre-processing, model
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TABLE I. REVIEW OF WORK DONE BY RESEARCHERS

Ref. No. Methodology Used Domain Data Set Used Performance Outcome/Limitations

[11] Unsupervised/Clustering/K-
means

Stroke Detection Continuous patient monitor-
ing data

Effective in identifying
at-risk groups with 88%
accuracy

Dependent on continuous data feed and quality;
potential issues with cluster interpretability

[12] Supervised/LSTM Stroke Detection Time-series health data from
wearable devices

Effective in predicting
stroke events with 92%
accuracy

Requires continuous data streams and can be com-
putationally demanding; potential issues with data
sparsity

[13] Supervised/Ensemble
Methods

Stroke Detection Mixed datasets from various
sources

Enhanced prediction ac-
curacy to 94%

Increased model complexity; potential overfitting;
requires large computational resources

[14] Supervised/Naive Bayes Stroke Detection Symptom checker data from
healthcare apps

Good for initial diagno-
sis with an accuracy of
86%

May oversimplify complex dependencies; limited
by input data quality; potential high false positive
rate

[15] Supervised/Gradient Boosting Stroke Detection Stroke patient data from lon-
gitudinal studies

Improved prediction of
stroke outcomes with
91% accuracy

Requires extensive data preprocessing and feature
selection; sensitive to noisy data

[16] Supervised/RF/Neural
Networks

Stroke Detection National stroke registry data High detection rate of
early stroke signs (93%)

Complex model tuning and integration required;
potential issues with data heterogeneity

[17] Supervised/Bayesian
Networks

Stroke Detection Genetic data from stroke pa-
tients

High accuracy (90%) in
assessing genetic stroke
risk

Needs high-quality genetic data; potential ethical
considerations; computationally intensive for large
datasets

[18] Supervised/Decision Trees Stroke Detection Electronic Health Records
(EHR) from hospitals

High accuracy in iden-
tifying stroke patterns
(89%)

Limited by the quality and completeness of
health records; potential overfitting with high-
dimensional data

construction, model training, testing the model, determining
the threshold value for easy discrimination between actual and
predicted results, and final result. Before feeding the given
data to models some preprocessing steps such as imputation,
encoding, scaling and class imbalance are undertaken to make
the results as accurate as possible. DNN is particularly useful
in interpreting non-linear patient details compared to XGBoost,
which can improve the accuracy of the predictions because
of its ability to identify other intricate features associated
with the patient data [20]. To achieve this results from both
models are combined through a meta-model in which the
model of choice for classification with high and low stroke
risks employs logistic regression. The combination of gradient
boosting and deep learning techniques allows for a more
precise and personalized assessment of brain stroke risk.

A. Dataset

Stroke is the second leading cause of death globally,
responsible for approximately 11% of total deaths, according
to the World Health Organization. This research leverages
a dataset from the Kaggle repository, consisting of 5,110
data samples and encompassing 14 distinct attributes. Initially,
the dataset contained 10 attributes; however, four additional
attributes were synthetically generated and added to include
an all-inclusive analysis. To provide a comprehensive analysis
of brain health, additional attributes beyond those available
in public domain datasets are necessary, as demonstrated in
various healthcare studies. Features such as “Cholesterol Lev-
els,” “Stress Levels”, “Alcohol Intake”, and “Family History
of Stroke” have been shown to significantly impact stroke risk
prediction. In the current study, we have developed a model
that combines both standard features from publicly available
datasets and these additional, clinically relevant attributes. The
dataset used in this study is an updated, consolidated version
that integrates both types of attributes, those commonly found
in public datasets and the new, significant factors introduced
by the authors. The variation in comparative results across
different datasets can be attributed to the presence or absence
of these additional attributes. The proposed model is partic-
ularly effective when applied to datasets that include these

TABLE II. DATASET DESCRIPTION

S.no. Attribute Name Data Type Description

1 ID Numeric Primary key/ Unique value
for every sample

2 Gender String Informs the gender of person
3 Age Categorical Informs the category, the age

of person belongs to
4 Hyper tension Categorical Tells whether the person has

hypertension or not
5 Heart disease Categorical Tells whether the person has

heart disease or not
6 Ever married String Either Y (Yes) or N (No)
7 Residence type Categorical Rural or Urban
8 Work Type Categorical children, Govt job,

Never worked, Private,
Self employed

9 Avg glucose level Numeric Gives average Glucose level
in Blood of person

10 BMI Numeric Informs about Body Mass In-
dex of person; if more than
obese

11 Smoking Status Categorical Categorizes in formerly
smoked, never smoked,
smokes, unknown

12 Cholesterol Levels Numeric Tells the level of HDL
(Good) and LDL in choles-
terol present

13 Stress Levels Categorical Tells whether the person has
stress or not

14 Alcohol Intake Categorical Categorizes in formerly
taken, never taken, yes,
unknown

15 Family History Categorical Tells whether the person has
brain stroke issues in family
or not

16 Stroke Numeric Final prediction by proposed
model
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extra features, as they provide a more comprehensive picture of
an individual’s health, allowing for more accurate stroke risk
predictions. Therefore, the algorithms proposed in this work
are better suited to datasets that incorporate these extended
features, which explains the variation in results depending on
the dataset used.

From Table II, it is depicted that each data point in dataset
represents an individual, while the attributes provide various
details about these individuals. The stroke variable is crucial
as it is predicted using a data set to establish if an entity has
high probability of brain stroke or not.To balance the dataset,
SMOTE was utilized. This helped correct class imbalance
without direct duplication of samples of the minority class.
This allowed exposing the model to different, realistic varia-
tions of the minority class. Thus, it enhances generalizability.
Then, the model was regularized by both models, XGBoost and
DNN, in a move to prevent over fitting. The complexity of the
trees in XGBoost is managed with regularization parameters
adjusted. Dropout layers at a rate of 0.2, in DNN, were applied
to randomly drop out the neurons during training to reduce the
network’s reliance on any particular paths. Combining DNN
with XGBoost reduces the problem of over fitting because
it is taking the benefits of both models. Even though DNN
learns complex, nonlinear relationships, XGBoost excels when
feature interactions exist and the data have strong structure
with better balanced predictions. Inclusion of meta-model in
the ensemble approach significantly reduces over fitting. As
both DNN and XGBoost predictions are combined, the meta-
model Logistic Regression exploits the best features of the
two base models and takes care of their specific weaknesses.
The meta-modeling ensures combining the linear and nonlinear
patterns identified both by XGBoost and DNN to produce more
generalized and accurate predictions. Thus, the meta-model
avoids the pitfalls of over fitting with the training conducted
on the results obtained by various base models of robustness
against similar encountered data.

B. Pre-processing and Data Visualization

The preprocessing phase of the system ensures data quality
and prepares it for model training. Initially, missing values in
the BMI feature are imputed using the mean strategy. Non-
numeric discrete variables such as biological grouping (M/F),
marital status, employment category, housing, and smoking-
condition are mapped digitally into numeric values leveraging
feature-encoding tool. The dataset is then split into features
(X) and the target variable (Y). Class distribution of dataset
used in the work is shown in Fig. 2. The bar chart shows a
significant imbalance between the two classes: 0 (no stroke)
and 1 (stroke). The majority of instances belong to class 0 with
around 5000 occurrences, while class 1 has significantly fewer
instances. As is clear from Fig. 2, original dataset consists of
samples which are highly imbalanced. This class imbalance
is important to address, as it can affect model performance,
making it biased towards the majority class.

Techniques like Synthetic Minority Oversampling Tech-
nique (SMOTE) have been applied to handle class imbalance
which generates samples of minority class [21], [22]. Another
technique for generating augmented samples is Random Over
sampler but this is not used in the work because only minority
class samples are needed. The class distribution upon data

Fig. 2. Class distribution of original dataset.

balancing is shown in Fig. 3. Finally, feature scaling is per-
formed using Standard Scaler, normalizing the data to ensure
uniformity across features before it is fed into the models.
This preprocessing pipeline ensures the dataset is complete,
balanced, and standardized for optimal model performance.

Fig. 3. Class distribution of dataset by SMOTE.

Data visualization is then performed where the heatmap
of features used in the work is visualized in Fig. 4 The
correlation matrix illustrates the relationships between various
scaled features and their influence on stroke occurrence. The
color scale ranges from dark blue (strong negative correlation)
to dark red (strong positive correlation), with values between
-1.0 and 1.0.

Key observations of Fig. 4 include that age has a relatively
strong positive correlation with stroke (0.61), while other
factors such as hypertension (0.24), heart disease (0.26), and
average glucose level (0.25) also show moderate positive
correlations with stroke. On the other hand, factors like gender
(-0.22) and work type (-0.21) exhibit a negative correlation
with stroke. The matrix provides insights into how each feature
is related to stroke risk and other variables, helping to identify
significant predictors in stroke analysis.

To understand the relationship of one feature with other
Fig. 5 is helpful. Heatmap illustrates the relationship between
binned BMI and binned average glucose levels against stress
levels for individuals with stroke occurrence. The chart reveals
how varying levels of BMI (ranging from 15 to 45) and glucose
levels (spanning from 50 to 250) are associated with different
stress levels, with darker colours indicating higher stress. For
instance, high stress levels are observed at higher glucose
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Fig. 4. Correlation between variables.

levels (110-150) and mid-range BMI (20-30). The heatmap
shows patterns of increased stress as both BMI and glucose
levels fluctuate within certain ranges, providing insight into
their combined effect on stroke risk.

Fig. 5. Relationship between binned BMI and binned averaged glucose
levels against stress level.

In Fig. 6, the distribution of average glucose levels vs HDL
cholesterol vs stroke occurrences among individuals who had
and had not experienced strokes is visualized. The 3D scatter
plot in Fig. 6, depicts the relationship between average glucose
levels, HDL cholesterol, and stroke occurrence. The red and
blue points represent stroke occurrences, where red indicates a
positive stroke occurrence (1) and blue indicates no stroke (0).
The x-axis shows average glucose levels ranging from 50 to
250, while the y-axis represents HDL cholesterol levels from
30 to 80. The z-axis corresponds to stroke occurrence. The plot
demonstrates that higher glucose levels combined with lower
HDL cholesterol levels are associated with a higher likelihood
of stroke, as indicated by the clustering of red points at the

Fig. 6. Relationship between average Glucose Levels, HDL Cholesterol, and
Stroke occurrence.

upper range. This visualization helps highlight the combined
influence of glucose and HDL cholesterol on stroke risk.

In Fig. 7, two box plots are shown to compare cholesterol
levels by health conditions. The top box plot visualizes HDL
cholesterol levels by hypertension status (0 = No, 1 = Yes).
Both groups show similar distributions of HDL cholesterol
levels, with a median around 55-60. The bottom box plot
illustrates LDL cholesterol levels by heart disease status (0 =
No, 1 = Yes). The distributions of LDL cholesterol levels are
also similar between the groups, with medians around 130-140.
Overall, these plots highlight the comparative distributions of
cholesterol levels across different health conditions, indicating
minimal variation between the two statues.

Fig. 7. Comparison of cholesterol levels by health conditions.
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In Fig. 8, the enhanced 3D scatter plot visualizes the rela-
tionship between age, average glucose levels, and BMI, with
stroke occurrences highlighted using color intensity. The x-
axis represents age, the y-axis represents average glucose level,
and the z-axis represents BMI, all of which are scaled. The
color bar on the right shows stroke occurrences, where darker
purple indicates a lower likelihood of stroke (0), and bright
yellow signifies a higher likelihood (1). The plot demonstrates
a clustering pattern where higher BMI and glucose levels,
combined with certain age groups, correlate more frequently
with stroke occurrences, as indicated by the brighter regions
in the plot.

Fig. 8. Relationship between age, average glucose levels and BMI with
stroke occurrences.

C. Data Splitting

In the data splitting phase, the processed recordset is
sectioned into development and evaluation partitions. To ensure
that the selected model have different subsets of the data to
learn from and be evaluated on, the dataset is then divided
into two sections: one for testing and one for training. Eighty
percent of the data is used for training and twenty percent is set
aside for testing in this 80-20 split. This makes sure that the
models may be tested on data that hasn’t been seen before,
enabling a more precise evaluation of their generalisation
skills. To keep uniformity, the models are also subjected to
the identical training and testing splits. The model is trained
using a number of classification techniques after splitting. In
this study, classification tasks were effectively completed using
deep neural networks (3-layer and 4-layer ANN), Extreme gra-
dient boosting (XGBoost), Ada Boost, Light Gradient Boosting
Machine, Random Forest, Decision Tree, Logistic Regression,
K Nearest Neighbors, SVM - Linear Kernel and Naive Bayes
[21].

D. XGBoost Model

The XGBoost approach is employed in this work to predict
strokes. The model is ensembled with another DNN model

for precise prediction. In order to minimise anticipated errors,
XGBoost trains a set of decision trees iteratively and optimises
their weights. The XGBoost hyperparameters are selected
cautiously for this application to ensure best performance in
predicting stroke occurrences. The architecture of the xgboost
model is depicted in the Fig. 9. The XGBoost model archi-
tecture is built around an ensemble of decision trees. Each
decision tree analyses the input data separately and makes a
prediction. These individual forecasts are then totalled to get
the final prediction of the model. In the XGBoost model, there
are trees, and the result of any one tree is then added to the
results of all the other trees to arrive at the final results. It is
one type of learning method that raises the accuracy of the
resultant prediction by using multiple weak models [23].

Fig. 9. XGBoost model.

E. DNN

DNNs can model complex relations and carry out sophis-
ticated operations, they have been successful in numerous
disciplines including medical diagnosis, when comparing with
traditional methods. Deep Neural Network (DNN), is a feed
forward artificial neural network, comprised of a number
of hidden layers that allows the model to learn the input
features and the relations among them from a large quantity
of input data. In context to the prediction of brain stroke this
architecture can detect some nuances in the parameters of the
patients which can be helpful in making accurate predictions.
One of the most important architectures in DNN includes Input
layer, hidden layer and output layer as illustrated in Fig. 10.

The Fig. 10 shows how the input data which is patient
attributes including age, blood pressure, and cholesterol levels
goes through the layers of neurons multiple layers before
reaching the final output. Each of the hidden layers uses
an activation function to deal with non-linearity in the data
such as ReLU. This improves the ability to develop good
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Fig. 10. DNN Model architecture.

algorithms and detection patterns important in identifying the
chances of a stroke. The model is trained using the ADAM
optimizer, which will aid the training by solving some of the
problems associated with the vanishing gradient problem in
back-propagation. The effectiveness of the model is also rooted
in its capacity to fit curvature in the data and compare it to the
traditional approaches to stroke risk assessment. It operates
well on high-dimensional data while considering important
features of stroke risk, including family history or a person’s
lifestyle. The model is localized in a manner that allows it to
acquire and learn essential features of patients’ information for
stroke prediction tasks.

F. Ensemble Model

The ensemble model utilized in this study incorporates
XGBoost and DNN algorithms to enhance the accuracy and
reliability of brain stroke predictions. This ensemble approach
synergistically combines the predictions from both DNN and
XGBoost, with each algorithm compensating for the other’s
weaknesses. By minimizing variance and reducing the likeli-
hood of overfitting, the ensemble model offers more consistent
and robust prediction results. In particular, XGBoost excels
in detecting associations among features such as age, hyper-
tension, and cholesterol levels, especially when dealing with
large datasets. Conversely, the DNN is adept at identifying both
linear and non-linear relationships as well as complex patterns
within the data. This unique capability of the ensemble model
harnesses the strengths of both algorithms, providing improved
stroke risk predictions compared to single-model approaches.

The rationale for using XGBoost and DNN for the ensem-
ble model was due to their complementary strengths, which
pointed towards addressing the key challenges in stroke predic-
tion. XGBoost was selected due to its proven effectiveness at
handling tabular data and ability to model both linear and non-
linear relationships. It particularly well identifies significant
attributes like hypertension and cholesterol level; hence, it is
quite effective for datasets with extensive attributes. Moreover,
its regularization techniques prevent overfitting and make

TABLE III. ENSEMBLED MODEL PARAMETER CONFIGURATION

PARAMETER DESCRIPTION

Model type Ensembled Model
Libraries Xgboost, Keras, TensorFlow
Algorithms DNN, XGBoost
Train/Test data 80% for training and 20% for testing

DNN CONFIGURATION
DNN layer 2
Dropout rate 0.2
Dense layer 2 units
Penalty Gauge Dual logistic loss
Batch size 64
Optimizer Adam
Maximum passes 52
Hyperparameter tuning method Grid search

XGBOOST CONFIGURATION
Objective Binary: logistic
Eval Metric Log loss
Learning Rate (eta) 0.05
Max Depth of Individual Trees 10
Subsample 0.8
Feature subsampling 0.8

strong prediction even if there is a tremendous amount of
data to work on. DNN was selected for its ability to capture
the complexity of patterns and long-term dependencies within
the data, which are important in medical applications where
often intricate interactions between feature variables occur.
The ensemble model then merges the two methods together
to use the strengths of each algorithm and the weakness of the
other being compensated for the weakness of each other. Thus,
the synergy between the models offers improved predictive
accuracy and reliability over single-model approaches and is,
therefore, a robust stroke risk prediction solution.

In this research, data preprocessing tasks include normal-
izing numerical features and addressing missing values. The
DNN configuration consists of a dense layer with a sigmoid
activation function, while a finely tuned XGBoost model
is also developed for comparative analysis. The ensemble
model averages the results from both the DNN and XGBoost,
giving equal weight to their predictions. Table III provides
a comprehensive overview of the parameter configuration for
the ensemble model, detailing the specifications for both DNN
and XGBoost. The data preprocessing steps mentioned earlier
are critical in ensuring the integrity and effectiveness of the
model’s predictive capabilities.

IV. RESULT

Promising results were achieved from a thorough inves-
tigation of stroke prediction in the paper, which used an
ensemble framework to estimate stroke events anchored on
the dataset. 2.27 seconds were determined to be the elapsed
time needed to train the model. When evaluated with data, the
model performed exceptionally well. The model’s performance
is determined using a confusion matrix shown in Fig. 11 and
threshold 0.639. This provides a sense of how effectively the
model operates.

Evaluation Metrics: Some common performance metrics
that can be calculated from a confusion matrix to evaluate the
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Fig. 11. Confusion matrix.

performance of model. The confusion Matrix consists of four
parameters:

• True Positive : Denoted as TP

• True Negative : Denoted as TN

• False Positive : Denoted as FP

• False Nagative: Denoted as FN

The performance of model is evaluated on the basis of
following performance indices:

1) Accuracy: This indicates how accurate the model’s
predictions are represented by.

Accuracy =
A+B

A+B + C +D
(1)

2) Precision: Measures how accurate positive outcomes
are.

Precision =
A

A+ C
(2)

3) Recall : Measures the ability of model to recognize
all important events.

Recall =
A

A+D
(3)

4) F1-Score: It is the harmonic mean of precision and
recall which is useful for dealing with imbalance
dataset.

F1-Score =
2 · precision · recall
precision + recall

(4)

TABLE IV. EVALUATION METRICS OF THE ENSEMBLE MODEL

Evaluation Metrics Ensemble of DNN and XGBoost

Accuracy 96.76%
Precision 96.20%
Recall 97.40%
F1 Score 96.80%

Table IV tabulates the results of performance parameters
for the proposed ensemble model in the work. The results of
the study demonstrate the encouraging developments in the
field of stroke prediction. With an astounding accuracy rate
of 96.76%, the ensembled model demonstrated its promise in
predicting stroke risk. It serves as a gauge for how accurate
the model’s predictions are overall. Besides this, Table V
shows a comparative analysis of different models applied to
the same dataset for stroke prediction. The table highlights
the performance of several models, including Naı̈ve Bayes,
Random Forest, Decision Tree, and the proposed ensemble
model of Deep Neural Networks (DNN) and XGBoost. The
results clearly indicate that the ensemble model outperforms
the other models, achieving the highest accuracy (96.76%),
precision (96.20%), recall (97.40%), and F1-Score (96.80%).
This demonstrates that the ensemble approach, by leveraging
the strengths of both DNN and XGBoost, delivers superior
predictive performance compared to the individual models,
making it the most effective choice for stroke prediction in
this study.

TABLE V. COMPARATIVE RESULT ANALYSIS OF DIFFERENT MODELS

Model Accuracy Precision Recall F1-Score

Naı̈ve Bayes 82.42% 79.46% 87.32% 83.20%
Random Forest 92.70% 90.99% 94.74% 92.83%
Decision Tree 90.08% 88.28% 92.37% 90.28%
Ensemble of DNN and XGBoost 96.76% 96.20% 97.40% 96.80%

The graph shown in Fig. 12. is a Receiver Operating
Characteristic (ROC) curve, which displays the performance
of framework by plotting the sensitivity and (1-specificity) at
various limit criteria. The orange curve represents the model’s
ability to distinguish between classes, while the dashed diago-
nal line represents random guessing. The closer the curve is to
the top-left corner, the better the model is at prediction. In this
case, the model has an Area Under the Curve (AUC) score of
0.97, indicating excellent predictive performance with a high
ability to correctly classify positive and negative cases. The
paper has significant implications for healthcare practitioners,
as early identification of stroke risk factors can lead to timely
interventions and improved patient outcomes.

Fig. 12. ROC Curve.

A sensitivity analysis was conducted to assess the resilience
of the ensemble model to variations in key input features,
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TABLE VI. COMPARATIVE ANALYSIS OF PROPOSED WORK

Ref. Multiple ML
models

Ensemble
model selected

Data Balanc-
ing

Attributes in
Dataset

Accuracy Precision F1 Score Limitation

[24] Yes No-NB Yes 10 82% 79.2 82.3 Does not consider neural networks. At-
tributes used are 10 available in public
domain.

[25] Yes Yes-RF Yes 10 92.55 90.53 - Does not consider more attributes like
Family history and cholesterol, which
are significant in the study.

[26] NA Yes-RF No 10 90.36 82.23 0.91 Lower accuracy and AUC score, which
is not enough for stroke prediction.

[27] Yes No No 10 73.52 NA - Used XAI and predicted that age is the
prime attribute.

[28] Yes Yes-RF Yes-SMOTE 10 92.32 - 0.920 Used Standard dataset of Kaggle con-
taining 10 attributes.

Proposed work Yes Yes-XGBoost
and DNN

Yes-SMOTE 15 96.26 96.20 96.80 Included features Family History,
Cholesterol, Stress, and Alcohol
intake synthetically for realistic and
significant predictions.

such as age, BMI, and glucose levels. The analysis involved
adjusting these features incrementally by ±5%, ±10%, and
±20%. For minor changes (±5%), the model’s performance
remained stable, with accuracy above 96% and an AUC
above 0.96. Recall and precision showed negligible variations,
indicating that the model is robust to small fluctuations in the
input data. For moderate changes (±10%), the performance
showed slight variations, with recall dropping to 96.50%, while
accuracy remained above 95.50%. This suggests that the model
is moderately sensitive to deviations in the key features. How-
ever, for significant changes (±20%), the model experienced a
more noticeable decline in performance, with recall dropping
to 94.80% and AUC reducing to 0.94, reflecting the impact of
substantial shifts in the dataset’s characteristics. These findings
highlight the importance of reliable data collection and pre-
processing, as the model remains resilient to minor variations
but may be affected by extreme deviations. Ensuring accurate
feature measurement is essential for maintaining the model’s
reliability and clinical utility, particularly in critical scenarios.

V. DISCUSSION

The proposed ensemble model by combining Deep Neural
Networks (DNN) and XGBoost shows exceptional perfor-
mance in predicting stroke, reporting an accuracy of 96.76%
and an AUC of 0.97, proving its ability to differentiate between
the presence and absence of stroke. With a high recall value of
97.40%, this model is able to minimize false negatives, which
makes it highly useful for quick intervention in the medical
field as well. Its good computational efficiency - 2.27 seconds
training time - makes it usable for real-time applications, like
emergency stroke diagnosis. However, limitations in relying
on hyper parameter tuning and reduced interoperability due
to complexity present challenges for scalability and adop-
tion within a clinical setting. Address these issues through
explainable AI tools and lightweight model development for
enhanced trust and usability. With a more diversified dataset,
testing of the same in the real-world clinical environment shall
have an enhanced robustness with better impact. However, this
comes with challenges, so the ensemble model does signify
a significant advancement in terms of leveraging machine
learning for accurate and reliable stroke prediction.

Despite the progress made, several critical limitations and

gaps have been identified in the current body of research. A
comparative analysis of proposed work with existing works,
as shown in Table VI, is required to substantiate the claims
made in the proposed research. First, as mentioned previ-
ously, there are several primary issues common to standard
models that can potentially lead to errors in predicting the
interconnection and mathematically non-linear topography of
neurological data. Although modeling temporal patterns and
sequential dependencies is essential for capturing the evolution
of neurological risk factors, existing methods often fall short
in this regard. Additionally, a significant concern with some
of the models currently in use is over fitting, particularly
when dealing with high-dimensional datasets. When a model
becomes too complex due to an excessive number of hyper
parameters and lacks generalization, over fitting occurs as a
result of insufficient regularization.

VI. CONCLUSION AND FUTURE SCOPE

The increasing incidence of deaths attributed to brain
strokes necessitates a reliable system for predicting stroke
risk. This research analyzes the Kaggle dataset to evaluate
the effectiveness of DNN and XGBoost models for stroke
prediction. The primary objective is to develop an enhanced
prediction model that integrates these two algorithms using an
ensemble approach. Results indicate that the ensemble model
outperforms the individual models, achieving an accuracy rate
of 96.25%. This suggests that the proposed ensemble solution
can effectively identify stroke risk factors at an early stage,
facilitating timely interventions that can significantly benefit
patients. Despite the promising results, there remain opportu-
nities for further improvement. Enhancing overall model gen-
eralization could involve expanding the datasets to include di-
verse population strata and regions. Additionally, incorporating
more variables, such as clinical data related to dietary habits,
physical activity, genetic predispositions, and family medical
histories, could provide a more comprehensive understanding
of stroke risk. Future research should aim to validate the
robustness of the ensemble model and explore these avenues
for refinement.
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Abstract—The COVID-19 pandemic has significantly 

transformed the operational, financial, and ethical frameworks of 

nursing homes in the United States. This study offers a detailed 

analysis of the nursing home sector from 2015 to 2021, focusing on 

the financial viability and ethical standards before, during, and 

after the pandemic. The methodology employed a structured 

approach, including data federation, pre-processing, and trend 

analysis, using comprehensive datasets on Nursing Homes. The 

data was cleaned, standardized, and segmented into pre-pandemic 

(2015–2019), pandemic (2020), and post-pandemic (2021) periods 

to assess key trends and outcomes. The findings highlight how the 

pandemic exacerbated existing financial challenges, such as 

declining occupancy rates, increased operational costs, and 

reduced revenue streams, which led to closures and heightened 

investment activity in the sector. Government aid provided 

temporary stability, but long-term sustainability remains 

uncertain. Key factors affecting financial performance, including 

occupancy rates, net income, fines and penalties, and compliance 

with ethical standards such as vaccination rates and care quality, 

were analyzed. The study concludes that nursing home 

investments should be approached cautiously unless facilities meet 

specific financial and operational criteria, such as high occupancy 

rates, robust financial performance, low penalties, and strict 

adherence to ethical standards. Failure to meet these benchmarks 

may result in heightened financial and operational risks, making 

such facilities unsuitable for investment. This research offers a 

comprehensive framework for investors to evaluate nursing home 

opportunities in the post-pandemic landscape, providing insights 

into the intersection of financial performance, operational 

resilience, and ethical compliance. 

Keywords—Component; COVID-19 impact; nursing home 

financial performance; post-pandemic investment; ethical standards 

in nursing homes 

I. INTRODUCTION 

The COVID-19 pandemic has profoundly altered the 
operations and practices of nursing homes in the United States, 
leaving a myriad of burdens and stressors that the industry is not 
accustomed to handling. More than 14,470 nursing homes exist 
in the US with about 1.2 million residents, out of whom 83% are 
over 65 years old. Each facility has, on average, 108 beds, with 
residents normally staying for about one year [1]. The pandemic 

has worsened existing weaknesses and introduced new areas of 
weakness, particularly in financial performance, operational 
practices, and ethical standards. 

The Nursing homes industry faced extraordinary financial 
hardship during the pandemic, with advocates worrying about 
surges of closures. The COVID-19 pandemic greatly diminished 
occupancy rates and revenue because fewer older people were 
able to enter long-term care or be placed in short-term post-acute 
care after postponed medical procedures. At the same time, 
operating costs in nursing homes have exploded with new 
outlays on personal protective equipment, cleaning supplies, and 
tests for COVID-19 [2]. The pandemic further exacerbated 
shortages in staffing that already existed pre-pandemic, which 
lost 210,000 jobs and increased the hire of contract nurses, 
further increasing the costs [3]. In addition, inflation reached a 
peak of 9.1%, putting even more pressure on facilities 
financially [4]. By 2021, occupancy rates had recovered only to 
84.7%, and 28% of residents in skilled nursing facilities were 
considered to be at financial risk [5]. An industry survey done in 
August 2020 found that over half of nursing homes were 
operating at a loss, and three-fourths expressed concerns about 
their ability to continue operating for another year [6]. 

Pre-pandemic, consistent high occupancy rates, predictable 
revenue streams, and reasonable operational costs made nursing 
homes attractive investments. However, the onset of COVID-19 
triggered a sharp decline in occupancy rates since the virus 
continued to wreck populations as a consequence of increased 
mortality rates within facilities [2]. With such escalating costs, 
it was only with government aid of $21 billion that profitability 
improved for the period 2020 to 2021. The cutting down of 
operational costs because of lower capacity and lesser spending 
on PPE, in combination with government aid, merely cushioned 
the financial pressure for a short time [7]. 

In the midst of these challenges, an interesting trend 
unfolded, that of purchase and sale of nursing homes, depicting 
investor aspirations from these care facilities as businesses. This 
was more common with large publicly traded entities, including 
Ensign, which showed an over 100% increase in stock prices and 
profit margins. For instance, Real Estate Investment Trusts 
(REITs) which held stakes in nursing homes reported high 
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financial performance, meaning that the sector had good 
investment potential, despite the challenges from the pandemic 
[8]. 

However, the broader picture of financial stability in nursing 
homes remains complex, particularly when considering the 
increasing trend of nursing home closures. Several studies 
explore patterns and trends in nursing home closure within the 
last decade, well before the COVID-19 crisis. For instance, a 
recent study by the Office of the Assistant Secretary for Planning 
and Evaluation (ASPE) revealed that while the number of 
nursing home closures averaged 0.82% of all facilities each year 
from 2011 through 2017, in 2018 these numbers jumped to 
0.96% and to 1.34% in 2019. This upward trend in closures, 
particularly in the years leading up to the pandemic, highlights 
financial fragility in the sector [6, 9]. 

These findings, therefore, indicate that some nursing homes 
are much more resilient than others; while some seem to attract 
the interest of new investors, others seem to be at a constant risk 
of closure, portending serious concern about the industry's 
overall financial health. This is particularly relevant to the core 
research question of this paper: How has financial performance, 
operational practices, and standards of ethics in nursing homes 
changed with regard to the pre-pandemic level and, therefore, 
what does that portend for investors? 

With the increase in closures and mixed financial 
performance across the sector, it's vital for investors to take 
particular care when evaluating nursing homes prior to 
investment [6]. Some of them will prove to be good investments, 
especially if the location has strong occupancy rates, 
profitability, and stable running costs. The other types can turn 
out to be very risky, due to their instability and high chance of 
being closed for financial reasons. Therefore, the decision to 
invest in nursing homes ought to be based upon such an overall 
assessment, including financial metrics, operational resilience, 
ethical standards, and impact from COVID-19. 

To explore these aspects, this paper conducted a 
comprehensive analysis of data from 2015 to 2021, examining 
trends in occupancy, expenses, revenues, and compliance with 
regulations in states over time. The investigation was embarked 
on to find out whether the nursing home business is viable or not 
in this prevailing environment. With this all-encompassing 
question at its heart, the following analysis is structured in three 
major time periods: pre-COVID, during COVID, and post-
COVID, in order to properly capture the influence of the 
pandemic on the industry and appreciate its recovery trajectory. 

To provide a robust foundation for the analysis, key metrics 
were compared across different states, focusing on variables 
such as occupancy rates, fines, median income, and population. 
Additionally, field research was conducted to guide the 
investigation and identify core variables that significantly 
impact the financial and operational stability of nursing homes. 
These variables include net income, the effects of the COVID-
19 pandemic, fines and penalties, and ethical concerns related to 
the quality of care and resident safety. This approach makes it 
possible to provide a detailed understanding of the current 
scenario in nursing homes and become an essential input for 
stakeholders interested in investing in this sector. 

This paper aims to address the following research questions: 

RQ1. How has the financial performance of nursing homes 
evolved in the wake of the COVID-19 pandemic? 

RQ2. How did the increase in COVID-19 cases during the 
pandemic impact mortality rates in nursing homes, and How 
occupancy rates contributed to variations in death rates across 
different facilities? 

RQ3. What are the key factors that influence the financial 
viability and investment potential of nursing homes? 

RQ4. How have ethical standards and the quality of care 
influenced investment decisions in the nursing home industry 
during and after the pandemic? 

RQ5. To what extent should investors consider the financial, 
operational, and ethical dynamics of nursing homes in their 
investment decisions post-pandemic? and what are the 
implications of these changes for investors? 

The rest of this paper is organized as follows: Section II 
presents Related Work, providing a comprehensive overview of 
previous studies relevant to the research questions. Section III 
covers the Methodology, where it introduces the data sources 
used for the study, followed by the procedure, which details the 
data cleaning, preparation, and analysis process. Section IV 
discusses the Results and Analysis, focusing on the findings and 
answering the research questions based on the processed data. 
Finally, Section V concludes the paper with a Conclusion and 
Future Work, summarizing the key insights, limitations, and 
suggestions for further research. 

II. RELATED WORK 

A. Existing Research on COVID-19 and Nursing Homes 

Although the COVID-19 pandemic has drastically 
influenced the financial and operational performance of nursing 
homes in the United States, there has been limited research 
examining the pandemic’s impact on the financial performance 
of nursing homes.  In this section we summarize different 
studies that examines the impact of COVID-19 on nursing 
homes from various perspectives. For example, Orewa et al. 
[10], highlighted how rising operational costs, decreased 
occupancy rates, and staffing shortages resulted in significant 
financial strain on nursing homes during the pandemic, despite 
government aid from initiatives like the CARES Act. Federal 
funding provided temporary relief, but the long-term 
sustainability of many facilities remains in question due to 
ongoing financial pressures and regulatory fines. 

A study by Kingsley and Harrington [11] examines the 
financial impact of COVID-19 on publicly traded nursing home 
companies. Despite operational challenges such as lower 
occupancy and higher costs, these companies experienced 
minimal financial setbacks due to significant government relief, 
including Paycheck Protection Program funds. Unlike smaller 
or privately owned facilities, publicly traded nursing homes 
demonstrated resilience and, in some cases, improved stock 
performance during the pandemic. The findings highlight 
disparities within the sector, where larger corporations could 
leverage external support to maintain stability, contrasting with 
the financial struggles of smaller entities. 
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Begley and Weagley [12] found a direct correlation between 
a nursing home’s liquidity and its ability to mitigate the spread 
of COVID-19. Facilities with fewer financial resources 
struggled to invest in risk mitigation measures, such as personal 
protective equipment (PPE) and high-frequency testing, leading 
to higher infection rates among residents. This finding aligns 
with our study, which examines the financial stability of nursing 
homes as a significant factor in operational sustainability.  

Another study by Harrington et al. [13] analyzed the 
profitability of California nursing homes before and during the 
COVID-19 pandemic, highlighting how factors like occupancy 
rates, staffing, and government funding affected financial 
performance. During the pandemic, nursing homes faced 
increased costs for staffing and infection control while 
occupancy rates dropped. However, some facilities, particularly 
for-profit ones, remained profitable due to government aid and 
cost-cutting measures. The research underscores the disparities 
in financial outcomes, with for-profit homes generally faring 
better than nonprofit ones during this period. 

A study by Festa et al. [14] examines the infection control 
strategies used by nursing homes during the COVID-19 
pandemic. The research highlights measures such as enhanced 
hygiene, use of personal protective equipment (PPE), and social 
distancing, which were implemented to prevent virus 
transmission among residents and staff. The effectiveness of 
these strategies varied based on factors like available resources, 
staffing levels, and preparedness. The study emphasizes the 
need for timely interventions and government support to reduce 
mortality and improve care during health crises. 

The impact of COVID-19 on nursing home staffing and care 
quality has also been a significant focus. Abrams et al. [15] 
found that staffing shortages exacerbated by the pandemic led to 
a decline in the quality of care provided, directly contributing to 
higher mortality rates in long-term care facilities. This aligns 
with our findings, where staffing levels, along with vaccination 
rates, were critical variables affecting the operational 
performance and ethical standards of care in nursing homes 
during and after the pandemic. 

Also, a study by Xu, Intrator, and Bowblis [16], investigates 
the driving factors behind staff shortages in nursing homes 
during the COVID-19 pandemic. The study identifies several 
key contributors to these shortages, including increased 
infection rates among staff, heightened workloads, and 
insufficient availability of personal protective equipment (PPE). 
Additionally, the authors highlight that low wages, job 
dissatisfaction, and the high risk of COVID-19 exposure further 
exacerbated staffing challenges in nursing homes. Facilities with 
higher infection rates, inadequate staffing levels before the 
pandemic, and those in rural areas were particularly vulnerable 
to severe shortages. The study emphasizes the critical need for 
better support, including adequate compensation, protective 
resources, and policies aimed at improving workforce stability. 

Chen et al. [17] highlight how staff movement across 
different nursing homes contributed to the spread of COVID-19. 
Their research emphasized the interconnectedness of care 
facilities and how weaknesses in one facility’s infection control 
could affect others. This complements our study’s emphasis on 

broader ethical considerations and the importance of system-
wide health and safety protocols in shaping investment 
decisions. 

A study by Braun et al. [18], examines the performance of 
private equity-owned nursing homes in the U.S. during the 
COVID-19 pandemic, comparing them to other types of 
ownership structures. The research found that private equity-
owned nursing homes generally experienced worse outcomes in 
terms of COVID-19 infection rates and mortality compared to 
other nursing homes. Factors contributing to this disparity 
included lower staffing levels, fewer resources allocated to 
patient care, and prioritization of profitability over quality of 
care. These homes also had higher rates of shortages in personal 
protective equipment (PPE) and staff, leading to increased 
vulnerability to the pandemic. 

He et al. [19], investigate whether there is a connection 
between the reported quality of nursing homes and the incidence 
of COVID-19 cases in California skilled nursing facilities. The 
study finds that facilities with lower quality ratings, particularly 
in areas related to staffing levels and infection control, were 
more likely to experience higher numbers of COVID-19 cases. 
The authors emphasize that inadequate staffing and poor 
infection control measures played a significant role in the spread 
of the virus. These findings suggest that improving quality 
standards, especially in staffing and infection control, is crucial 
for mitigating the impact of future pandemics in nursing homes.  

Gmehlin et al. [20], examine the temporal dynamics of 
SARS-CoV-2 in Wisconsin nursing homes during the COVID-
19 pandemic. The research tracks infection rates over time, 
highlighting how the virus spread throughout different phases of 
the pandemic and how various interventions, such as lockdowns, 
personal protective equipment (PPE), and vaccination efforts, 
impacted the transmission within nursing homes. The findings 
show that early interventions were crucial in reducing infection 
rates, but the continued vulnerability of nursing home 
populations emphasized the need for sustained and 
comprehensive strategies. 

Gopal et al. [21], conduct a cross-sectional analysis of 
COVID-19 infection variations across nursing homes in 
California. The research identifies key factors that contributed 
to differences in infection rates, such as facility size, staffing 
levels, and geographic location. Nursing homes with higher 
staff-to-resident ratios and better infection control practices 
were more successful in "compressing the curve" of COVID-19 
infections. The study emphasizes the importance of resource 
allocation, staff management, and preventive measures to limit 
virus spread in vulnerable nursing home populations.  

Chatterjee et al. [22], examine the characteristics and quality 
of U.S. nursing homes that reported COVID-19 cases. The study 
highlights that facilities with lower quality ratings, particularly 
those with staffing shortages and poor infection control 
practices, were more likely to report COVID-19 cases. 
Additionally, nursing homes in densely populated areas and with 
a higher proportion of racial and ethnic minorities were 
disproportionately affected by the pandemic. The findings 
underscore the critical need for improvements in staffing, 
infection control measures, and resource allocation to better 
protect vulnerable populations in nursing homes. 
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Hege et al. [23], the authors analyze county-level social 
determinants of health and their association with COVID-19 
outcomes in U.S. nursing homes between June 2020 and January 
2021. The study highlights that social factors such as income 
inequality, racial disparities, and access to healthcare services 
significantly impacted COVID-19 case rates and mortality in 
nursing homes. Facilities located in counties with poorer social 
determinants of health faced higher infection rates and worse 
outcomes. 

Lane et al. [24], the authors investigate the predictors of 
COVID-19 cases in nursing homes across the southeastern 
United States. The research identifies factors such as facility 
size, staffing levels, and regional healthcare access as significant 
predictors of infection rates. Nursing homes in areas with limited 
healthcare resources and those with lower staffing levels were 
more prone to outbreaks. The study highlights the need for 
targeted interventions in regions with vulnerable nursing home 
populations to prevent future outbreaks.  

Finally, recent study by Yin et al. [25], systematically review 
the personal and contextual factors influencing COVID-19 
infections among nursing home residents in the United States. 
The research identifies both individual-level factors, such as age, 
comorbidities, and vaccination status, as well as facility-level 
factors, including staffing levels, infection control practices, and 
facility location. The review highlights how these personal and 
contextual elements contributed to the varying rates of COVID-
19 infections in nursing homes across the country. The authors 
emphasize the critical need for robust infection control 
strategies, improved staffing, and resource allocation to better 
protect vulnerable nursing home populations during pandemics. 

B. Comparison with Proposed Method and Literature Gaps 

The work done by our paper identifies several financial and 
ethical factors influencing the nursing home industry, many of 
which are corroborated by the existing literature. However, the 
proposed method introduces a unique framework for assessing 
the investment potential of nursing homes based on a 
combination of financial performance metrics, operational 
resilience, and ethical compliance standards, which has not been 
fully explored in previous studies. While several studies have 
examined the financial strain on nursing homes during the 
pandemic, few have provided a comprehensive framework that 
integrates both financial and ethical considerations into 
investment decision-making. 

The proposed framework places a strong emphasis on ethical 
standards, particularly vaccination compliance and quality of 
care metrics, as key factors in assessing the viability of nursing 
home investments. This approach goes beyond the traditional 
financial metrics of occupancy rates and revenue streams, 
offering a more holistic view of the industry's post-pandemic 
landscape. Furthermore, our paper highlights the importance of 
maintaining high ethical standards in nursing homes, not only as 
a means of ensuring resident safety but also as a critical factor 
in maintaining operational and financial stability. 

III. METHODOLOGY 

A. Dataset Description 

This research paper utilizes a comprehensive set of official 
datasets provided by the Centers for Medicare & Medicaid 
Services (CMS) through Medicare.gov [26]. These datasets are 
essential for comparing the performance of Medicare-certified 
skilled nursing facilities and nursing homes across the United 
States in various aspects of care, financial stability, and 
regulatory compliance. The dataset consolidates critical 
information on nursing home costs, occupancy rates, revenue 
streams, COVID-19 vaccination rates, health deficiencies, fines, 
and penalties. By including such a wide range of variables, the 
dataset offers a holistic view of nursing home performance 
across different dimensions, thereby enabling a thorough 
analysis without the need for experimentation on additional 
datasets. The breadth of data ensures that key factors affecting 
nursing home viability are well-represented and that the results 
are not only accurate but also scalable across various contexts. 
For instance, the inclusion of both financial and ethical 
considerations provides a more complete framework for 
assessing the investment potential of nursing homes, which is 
central to this study. 

Furthermore, the temporal segmentation of the data into pre-
COVID, COVID, and post-COVID periods strengthens the 
scalability of the research by allowing us to capture dynamic 
shifts in the nursing home industry. This segmentation reveals 
how nursing homes have adapted to the challenges posed by the 
pandemic, including changes in occupancy rates, operational 
costs, and ethical standards, without requiring supplementary 
datasets. The ability to evaluate these changes over time 
reinforces the findings' applicability to a wide range of 
scenarios, from stable pre-pandemic conditions to the 
heightened pressures of the pandemic and post-pandemic 
recovery. This temporal scope also supports the argument that 
the dataset used provides sufficient coverage for evaluating 
nursing home performance across different time periods and 
operational environments. Below is a detailed description of the 
key datasets and tables used in this study: 

1) Cost report tables: The Skilled Nursing Facility Cost 

Report dataset contains financial information about nursing 

homes, including revenue, expenses, and other critical financial 

data. This dataset is crucial for analyzing the financial 

performance and stability of nursing homes over time. 

2) Provider information tables: The dataset provides 

general information on currently active nursing homes. It 

includes data on the number of certified beds, quality measure 

scores, staffing levels, and other key metrics used in the Five-

Star Rating System. Each row in this dataset represents one 

nursing home, offering a comprehensive overview of each 

facility's operational characteristics. 

3) Health deficiencies tables: The dataset lists nursing home 

health citations issued over the last three years. It includes details 
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such as the nursing home that received the citation, the 

inspection date, citation tag number and description, the scope 

and severity of the citation, the current status, and the correction 

date. This dataset is presented as one citation per row and is 

critical for evaluating regulatory compliance and quality of care 

in nursing homes. 

4) Service quality measures tables: The dataset provides 

quality measures based on resident assessments included in the 

Minimum Data Set (MDS). Each row contains a specific quality 

measure for a specific nursing home, including the four-quarter 

score average and scores for each individual quarter. This 

dataset is used to assess the overall quality of care provided in 

nursing homes. 

5) Penalties tables (Penalties): The dataset contains 

information about fines and payment denials imposed on 

nursing homes over the last three years. This dataset is essential 

for analyzing the financial and regulatory risks associated with 

specific facilities. 

6) COVID-19 vaccine tables: These datasets are available 

for 2020 and 2021 and are instrumental in evaluating how well 

nursing homes managed the COVID-19 pandemic in terms of 

vaccination coverage. They are split into two types: 

a) Provider data: Contains current resident and 

healthcare personnel COVID-19 vaccination rates, presented as 

one row per provider. 

b) State and national averages: Provides state and 

national averages for facility resident and healthcare personnel 

COVID-19 vaccination rates, presented as one row per state or 

territory, plus a row for national averages. 

B. Methodology 

This section outlines the structured approach employed for 
analyzing healthcare-related data, progressing through various 
stages from raw data collection to the final presentation of 
insights. The methodology comprises several key phases: data 
federation, data pre-processing, trend analysis and evaluation, 
ethical and financial evaluation, and insights presentation. The 
proposed methodology introduces several key advantages. First, 
the data federation process ensures consistency and accuracy by 
consolidating multiple datasets over time, allowing for a 
comprehensive, longitudinal analysis of nursing home 
performance. Second, the pre-processing and cleaning phases 
enhance data quality, ensuring that only reliable, well-structured 
data is used for analysis. By segmenting the data into pre-
pandemic, pandemic, and post-pandemic periods, the 
methodology captures temporal trends that provide nuanced 
insights into how the pandemic impacted the financial and 
ethical performance of nursing homes. This segmentation allows 
for a clear comparison of performance across time periods, 
improving the understanding of recovery trajectories and the 
long-term sustainability of facilities. 

The proposed framework places a strong emphasis on ethical 
standards, particularly vaccination compliance and quality of 
care metrics, as key factors in assessing the viability of nursing 
home investments. This approach goes beyond the traditional 
financial metrics of occupancy rates and revenue streams, 
offering a more holistic view of the industry's post-pandemic 

landscape. Furthermore, our paper highlights the importance of 
maintaining high ethical standards in nursing homes, not only as 
a means of ensuring resident safety but also as a critical factor 
in maintaining operational and financial stability. 

1) Data federation: The process began with the collection 

and consolidation of multiple datasets from 2015 to 2021, 

including cost reports, provider information, COVID-19 

vaccination data, health deficiencies, penalties, and quality 

measures. Individual datasets for each category were combined 

into comprehensive datasets for each year. A systematic 

approach was implemented to standardize column names and 

data types across all datasets. For instance, discrepancies in 

naming conventions were resolved by renaming columns to 

ensure consistency—facility identifiers were standardized 

across all datasets. Records with missing data in essential fields, 

such as facility identifiers and names, were removed to maintain 

data integrity. This data federation process is illustrated in Fig. 

1. 

 

Fig. 1. Data federation process for nursing homes datasets. 

2) Data pre-processing: Following data federation, 

thorough data pre-processing was conducted to ensure data 

quality and accuracy. This stage involved tasks such as cleaning 

data, handling missing values, standardizing formats, and 

ensuring consistency across datasets. Key steps included: 

Standardizing data types is the process of converting facility 
identifiers and other key columns to uniform data types to 
facilitate accurate merging and analysis. While, handling 
missing values includes dropping records with missing or null 
values in critical fields to maintain data accuracy. Finally, 
feature selection is to select relevant variables essential for the 
analysis from the cleaned datasets. 

 

Fig. 2. Stages for healthcare data analysis and evaluation. 
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The pre-processed data provided a unified foundation for 
subsequent trend analysis and evaluation, allowing for detailed 
and accurate comparisons of nursing home performance from 
2015 to 2021. The overall methodology is depicted in Fig. 2. 

3) Data preparation 

a) Data cleaning: Multiple datasets covering the years 

2015 to 2021 were consolidated, encompassing information on 

costs, providers, vaccination rates, health deficiencies, 

penalties, and quality measures. To ensure consistency across 

these datasets, key identifiers were standardized, and 

discrepancies in naming conventions were resolved. Records 

with missing or null values in critical fields such as facility 

identifiers and names were removed to maintain data integrity. 

Data types were harmonized, particularly for identifiers, to 

facilitate accurate merging and analysis. A data filtering 

process was implemented to include only records with valid 

entries in essential fields. 

b) Feature selection: Relevant variables essential for the 

analysis were selected from the cleaned datasets. From the cost-

related data, variables pertaining to facility identifiers, names, 

locations, rural versus urban classifications, net income, 

number of beds, and salary information were extracted. From 

the provider data, variables related to total residents, incidents, 

complaints, fines, and penalties were selected. 

c) Dataset combination: The selected features from the 

various datasets were merged on the standardized facility 

identifier to create a comprehensive dataset. This integration 

ensured that all relevant information was aligned for each 

nursing home facility. 

d) Data transformation: Categorical variables were 

transformed into numerical formats to facilitate quantitative 

analysis. For example, rural versus urban classifications were 

encoded numerically. 

e) Time-based segmentation: To enable temporal 

analysis of trends, the dataset was segmented into three distinct 

periods: the pre-pandemic period (2015–2019), establishing 

baseline operational and financial conditions; the pandemic 

period (2020), capturing immediate impacts of the COVID-19 

pandemic; and the post-pandemic period (2021), assessing 

recovery trajectories and long-term effects. 

4) Trend analysis and evaluation: This phase aimed to 

explore key metrics and patterns within the prepared data to 

understand operational and financial performance, serving as a 

foundation for regulatory and financial evaluation. 

a) Occupancy rates analysis: Occupancy rates were 

calculated as the ratio of total residents to the number of beds 

for each facility. These rates were aggregated to compute 

median, mean, and total values across different time periods 

and states to identify occupancy trends. 

b) Financial performance analysis: Net income data 

were analyzed to calculate mean and median values, identifying 

profitability trends over time. Additionally, cost and revenue 

components, including total salaries and net patient revenue, 

were evaluated to assess financial stability and the impact of the 

pandemic on financial operations. 

c) Regulatory compliance analysis: Incident-related 

counts, such as incidents, complaints, fines, and total penalties, 

were aggregated to evaluate compliance trends. Fines and 

penalties were analyzed over time to identify emerging 

regulatory issues. 

5) Ethical and financial evaluation: This phase assessed 

healthcare providers based on their quality of service and 

adherence to public health protocols, particularly in the context 

of COVID-19 vaccination efforts. 

a) Quality scores analysis: Fourth-quarter quality scores 

were evaluated to determine care standards and identify any 

deficiencies or improvements over time. 

b) Vaccination rates analysis: Staff and resident 

vaccination rates were compared by state and facility to gauge 

compliance with COVID-19 public health guidelines. The 

impact of vaccination rates on occupancy and financial 

performance was also assessed. 

c) Ethical considerations: The balance between financial 

performance and ethical responsibilities was examined, 

emphasizing the importance of quality care and social 

responsibility, even in the absence of profitability. 

6) Insights presentation: The final phase involved 

compiling the results of the data analysis and evaluation into 

actionable insights to support decision-making. 

a) Data visualization: Intuitive charts and graphs were 

created to visually represent key findings, making complex data 

more accessible and understandable to stakeholders. 

b) Stakeholder communication: Comprehensive 

commentary and discussion on all key performance indicators 

were provided. Significant trends, impacts, and ethical 

considerations were highlighted to inform decision-making and 

policy development. 

IV. RESULT AND ANALYSIS 

A. RQ1: Financial Performance of Nursing Homes at the 

Onset of the COVID-19 Pandemic 

Fig. 3 illustrates the financial performance of nursing homes 
in 2020 and 2021, comparing costs and income. In 2020, the 
average total cost of 1,265,525.28 units was relatively high, 
reflecting the additional expenses due to pandemic-related 
factors like increased staffing and PPE requirements. However, 
the average net income of 1,613,439.84 units was still notably 
higher than costs, indicating that nursing homes managed to stay 
profitable, likely aided by government support. By 2021, the 
average total cost dropped slightly to 1,213,841.52 units, 
indicating a reduction in pandemic-related expenses. At the 
same time, the average net income increased marginally to 
1,629,331.55 units, showing continued financial stability and 
even slight profitability growth. 

The slight reduction in costs between the two years suggests 
that the dire financial pressures induced by the pandemic were 
easing. This decline, though, is indicative of a move towards 
more regular operations with reduced requirements for 
emergency expenditure. Meanwhile, the consistent rise of 
average net income throughout 2021 indicates that nursing 
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homes maintained their revenue streams, due to continued 
demand for care or ongoing government support. 

To summarize, the financial performance of nursing homes 
evolved positively from 2020 to 2021. In 2020, the average total 
cost was elevated due to the need for additional staff and PPE, 
but average net income was strong, thanks in part to the $21 
billion in government aid. As pandemic-related expenses 
decreased in 2021, the average total cost fell slightly while 
average net income increased, reflecting improved operational 
efficiency and profitability. This suggests that nursing homes 
successfully adapted to post-pandemic conditions, benefiting 
from reduced costs while maintaining a stable and slightly 
growing income. 

 

Fig. 3. Comparison of cost and income of nursing homes in 2020 and 2021. 

B. RQ2: COVID-19 Case Surge and Mortality in Nursing 

Homes 

Fig. 4 compares COVID-19 cases (in blue) and deaths (in 
red) from 2020 to 2024, with both plotted on a logarithmic scale. 
The figure shows that the death rates recorded in 2020 are by far 
the highest for all years considered. These peaks closely follow 
the spikes of recorded COVID-19 cases. In contrast, from 2021 
onwards, the death rates started to decouple further from the 
number of cases reported. For example, late 2021 throughout 
most of 2022, while the case count increases and decreases in 
waves, the death rate remains relatively low as compared to that 
in the earlier stages of the pandemic. In the years 2023 and 2024, 
deaths remain on the lowest level with only some upticks seen 
in between. This signifies that along the way, health responses 
must be bettered against various health concerns brought about 
by several factors such as vaccinations, better treatments, and 
betterment of health protocols. 

To address RQ2: In the first wave of the pandemic (2020), 
nursing homes were marked by rampant COVID-19 mortality 
with a high impact. The high impact came about due to the 
vulnerability of elderly populations in nursing homes and 
insufficiency in early interventions. Occupancy rates played a 
critical role in this: greater numbers of residents contributed to 
over-crowding, posing challenges for social distancing and 
infection control with the resultant higher levels of transmission 
and death. The converse is also true: low occupancy rates in 
some facilities led to lower numbers of outbreaks and deaths. 

By 2021 and beyond, mortality rates in nursing homes fell, 
even as COVID-19 cases rose. This decline can be attributed to 

factors such as the availability of vaccines, which were 
prioritized for nursing home residents, and improved protocols 
for managing outbreaks in these facilities. Additionally, many 
nursing homes saw reduced occupancy due to deaths in 2020 or 
families withdrawing loved ones, which could have contributed 
to lower transmission rates and, by extension, lower death rates. 

 

Fig. 4. Comparison of death rate at nursing homes from 2020 to 2024. 

C. RQ3: Factors Affecting the Financial Viability and 

Investment Potential of Nursing Homes 

1) Occupancy rates: Fig. 5 compares occupancy rates in all 

states from 2003 to 2023, it can be shown that from 2003 to 

2019, occupancy rates in nursing homes were steady at 

approximately 82%, reflecting stable demand and consistent 

revenue streams for the industry. However, there is a sharp 

decline starting around 2020, which coincides with the COVID-

19 pandemic. By 2021, occupancy rates had dropped 

significantly to 69%. This decline resulted from a combination 

of factors such as increased mortality among nursing home 

residents, families pulling loved ones out due to health concerns, 

and restrictions on new admissions due to safety protocols. By 

2023, although there is a slight improvement in occupancy rates, 

they have not yet returned to pre-pandemic levels, signaling 

ongoing challenges for the nursing home industry in fully 

recovering. 

Occupancy rates are central to the financial health of a 
nursing home. The higher the rates of occupancy, the more 
residents there which means a predictable revenue stream with 
respect to Medicaid, Medicare, and private payers. When 
occupancy rates drop, as they did during the pandemic, it 
reduces the income paying for daily operation. Nursing homes 
rely on these high occupancy rates to have a steady income; each 
resident pays with Medicaid, Medicare, or private payments. 
The 69% occupancy rate seen in 2021 represents a significant 
loss in revenue compared to the pre-pandemic norm of 82%. 
Moreover, lower occupancy rates can equate to higher 
operational costs per resident, since many fixed costs (staff 
salaries, utilities, maintenance) remain constant regardless of 
how many residents are in a facility. The decrease in occupancy 
rate, therefore, likely forced numerous nursing homes to operate 
at a loss or to retrench services, which further complicated their 
recovery. 

From an investment perspective, facilities with high and 
stable occupancy rates (like the pre-pandemic average of 82%) 
offer a more reliable and steady return on investment (ROI). 
Investors are more likely to be attracted to nursing homes with 
occupancy rates closer to pre-pandemic levels, as they indicate 
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financial health and operational efficiency. However, the sharp 
decline to 69% during the pandemic and the slow recovery 
indicate increased risk. Nursing homes with low occupancy rates 
may face financial difficulties, as they have less revenue to cover 
their fixed costs, including staffing, maintenance, and other 
operational expenses. Investors may view this as a warning sign 
of financial instability and would be cautious about investing in 
facilities where occupancy is not recovering to pre-pandemic 
levels. 

 

Fig. 5. Occupancy rates between 2003 and 2023. 

2) Operating costs and revenue: Fig. 6 compares the mean 

total operating costs and mean net patient revenues for nursing 

homes from 2015 to 2021. It highlights key trends during this 

period, including the effects of the COVID-19 pandemic. 

Mean Net Patient Revenue increased steadily from 2015, 
peaking in 2019 at approximately $9.5M, before dropping 
slightly in the following years, particularly during 2020 and 
2021 (post-pandemic period). On the other hand, Mean Total 
Costs remained relatively flat from 2015 to 2019, hovering 
around $1.4M, but then showed a notable decline from 2019 to 
2021, indicating a reduction in operating costs for nursing 
homes during the pandemic. 

The steady increase of net patient revenue between 2015 and 
2019, peaking in 2019 suggests that nursing homes were 
experiencing growing revenue from patient services prior to the 
pandemic, driven by increased demand for long-term care and 
possibly higher reimbursement rates. However, following the 
pandemic, revenues slightly declined, likely due to reduced 
occupancy rates, disruptions to regular operations, and health-
related restrictions. On the other hand, the decline of costs 
during 2020 and 2021 may be attributed to the operational 
changes brought about by the pandemic, such as reduced 
staffing needs due to lower occupancy, fewer new admissions, 
and changes in services provided. 

Stable or increasing revenues combined with controlled or 
decreasing operating costs are essential for maintaining 
profitability in nursing homes. From 2015 to 2019, rising 
revenues and steady costs would have made the industry an 
attractive target for investors, as this combination suggests 
strong operational efficiency and financial health. The ability to 
manage costs effectively, especially during the post-pandemic 
period, further solidifies the attractiveness of nursing homes as 

a reliable investment. During the pandemic, government relief 
funds played a critical role in boosting profits by helping nursing 
homes manage unexpected costs and revenue shortfalls. These 
funds enabled nursing homes to stabilize their operations, 
maintain essential services, and reduce operational costs, which 
contributed to higher profit margins despite the challenges posed 
by the pandemic. 

 

Fig. 6. Cost and revenue mean between 2015 and 2021. 

3) Fines and penalties: The diagram in Fig. 7 compares the 

mean amount of fines (in dollars) and the mean count of 

penalties per home for nursing homes from 2015 to 2021. The 

mean amount of fines steadily increased from $28,000 in 2015 

to a peak of $48,740 in 2021, with a notable spike starting in 

2017. However, the mean count of penalties per home remained 

stable between 1.6 and 1.8 from 2015 to 2020 but surged to 2.4 

penalties per home in 2021 post-pandemic. The significant rise 

in fines and penalties in 2021 is a result of stricter regulations 

and enforcement post-pandemic, with many nursing homes 

being penalized for failing to meet updated health and safety 

protocols, especially related to infection control, staff shortages, 

or resident care during the pandemic. 

Fines and penalties are key indicators of compliance and 
regulatory risk in the nursing home industry. An increase in both 
fines and penalties, as seen in 2021, suggests heightened 
regulatory scrutiny and an increased likelihood of nursing 
homes being penalized for non-compliance with health and 
safety standards. For nursing homes, higher fines directly affect 
profitability. As seen in the diagram, the mean fine amount 
spiked to $48,740 in 2021, significantly higher than pre-2017 
levels. This increase represents a major financial burden for 
nursing homes, especially smaller operators, as fines of this 
magnitude can cut into profit margins or even cause financial 
strain. For investors, high fines signal operational risk, as 
nursing homes that are consistently fined may face ongoing 
regulatory challenges and higher costs associated with 
compliance. 

Penalties and Reputational Risk: The increase in the mean 
count of penalties per home from 1.6 to 2.4 in 2021 is another 
key factor for investors to consider. Penalties often reflect 
deficiencies in care or operational failures, such as inadequate 
staffing, poor infection control, or violations of resident rights. 
A rising number of penalties suggests that many nursing homes 
are struggling to meet regulatory standards, particularly in the 
wake of the pandemic. 
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For investors, frequent penalties represent both a financial 
and reputational risk. Nursing homes with high penalties may be 
subject to negative media coverage, lawsuits, or damage to their 
brand reputation. This could result in reduced occupancy rates, 
lower revenues, and a higher likelihood of facing additional 
regulatory scrutiny in the future. 

 

Fig. 7. Fines and penalties mean between 2015 and 2021. 

4) Relation between housing density and income levels in 

cities-Additional analysis: Fig. 8 illustrates an example of 

further analysis that could be performed. In a simple case from 

our local county, it is observed that as the number of nursing 

homes within a city increases, the average net income per home 

tends to decrease. This downward trend is driven by competitive 

pressures. This type of analysis can be replicated at any county 

level to determine if a particular city has historically been 

profitable. Comparing local facilities is a crucial step in making 

informed investment decisions, and this analysis may be useful 

if other key factors remain insufficient or unsatisfactory. 

The scatter plot in Fig. 9 shows the relationship between 
homes per city and income per home across different cities, with 
a negative correlation indicated by the downward-sloping trend 
line. The key insight from the graph is that cities with higher 
incomes per home tend to have fewer homes, while cities with 
more homes often see lower income per home. This pattern 
reflects the inverse relationship between housing density and 
income levels in these cities. Wealthier areas tend to have fewer 
homes, due to larger properties or stricter zoning laws, while 
more densely populated areas may have a broader range of 
housing options, resulting in lower average income per home. 

For instance, Affluent Areas with Higher Income per Home 
Cities like Walnut Creek and Concord, which have higher 
income per home but fewer homes, are attractive targets for 
premium nursing home investments. Higher income levels 
suggest a stronger ability to pay for high-quality nursing care, 
which may include premium services or private-pay nursing 
homes. Investors in nursing home facilities may find greater 
profit potential in these areas, as the demand for upscale care 
services is likely to be stronger. Additionally, cities with higher 
income levels are often associated with better healthcare 
infrastructure and higher reimbursement rates from both private 

insurance and Medicare. For nursing home investors, this means 
a more stable revenue stream and an opportunity to offer 
specialized services that cater to the affluent population. 

On the other hand, densely Populated Cities with More 
Homes but lower income cities like Danville, Moraga, and 
Pleasant Hill, with a larger number of homes but lower income 
per home, may present opportunities for more affordable nursing 
home facilities. These areas might cater to middle-income or 
Medicaid-dependent populations, where demand is still strong 
but cost sensitivity is higher. For investors, the opportunity in 
these areas would be to focus on cost-efficient operations and 
scaling services to meet the needs of a larger population. 
Facilities in these cities may focus more on Medicaid 
reimbursements or offer a mix of private-pay and government-
funded beds to maintain profitability. While profit margins may 
be lower in these areas compared to affluent ones, the volume of 
potential residents could ensure steady occupancy rates, which 
is a critical factor in maintaining revenue streams in the nursing 
home industry. 

 

Fig. 8. Housing density and income levels. 

D. RQ4: Impact of Ethical Standards and Quality of Care on 

Investment Decisions in Nursing Homes 

1) Vaccination rates Impact on investors 

a) Impact of vaccination rates of staff: Fig. 9 displays the 

COVID-19 vaccination rates of nursing home staff across 

various U.S. states. The color coding indicates disparities, with 

red regions representing states with lower vaccination rates 

around 62.99%, and blue regions showing states with higher 

vaccination rates nearing 97.99%. This color gradient 

highlights the variation in the extent to which nursing home 

staff have been vaccinated across the country. 

The states with lower vaccination rates, such as Nevada and 
California, pose significant risks for nursing homes. When a 
larger percentage of staff remains unvaccinated, there is a 
heightened risk of COVID-19 outbreaks, which could severely 
impact operations. Staff shortages due to illness or quarantine 
measures can disrupt daily operations and increase staffing 
costs, while heightened infection rates may also lead to 
increased absenteeism. These disruptions not only reduce the 
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quality of care but can lead to operational inefficiencies and 
financial strain. 

Conversely, in states with higher vaccination rates among 
nursing home staff, such as Maine and Vermont, the 
environment is more stable. Nursing homes in these regions are 
less likely to experience outbreaks or disruptions, as a well-
vaccinated workforce is better able to protect the vulnerable 
resident population. This leads to more consistent operations, 
lower healthcare-related costs, and an overall safer environment 
for residents and staff alike. Consequently, these facilities are 
less likely to experience regulatory issues or fines associated 
with non-compliance to public health measures. 

For investors specifically looking at nursing home facilities, 
staff vaccination rates are a critical factor in evaluating the 
operational risk of a nursing home. Nursing homes in states with 
low staff vaccination rates (A larger percentage of states fall 
within this lower vaccination bracket) are exposed to higher 
risks of operational challenges and increased costs. These 
challenges include higher healthcare expenses, potential 
penalties for non-compliance with vaccination mandates, and 
decreased trust from residents and their families, leading to 
lower occupancy rates. Such risks could translate into lower 
returns on investment, as these nursing homes may struggle to 
maintain financial stability in the face of ongoing COVID-19-
related challenges. 

 

Fig. 9. Vax rates of staff in nursing homes. 

b) Impact of vaccination rates of residents: Fig. 10 

illustrates the disparities in COVID-19 vaccination rates among 

nursing home residents across U.S. states, distinguishing 

between states with lower and higher vaccination rates. Red 

regions indicate states where the vaccination rate is around 

75.76%, while green and blue regions show states achieving 

rates near 95.63%. 

States such as California, Nevada, and several in the South 
show lower vaccination rates for nursing home residents. This 
trend suggests that a larger number of states, especially in these 
regions, have not yet achieved optimal vaccination coverage, 
which is essential for protecting vulnerable populations in 
nursing homes. Conversely, states in the Northeast and parts of 
the Midwest have much higher vaccination rates, demonstrating 
effective public health strategies and higher compliance with 
vaccination protocols in nursing homes. 

Investment considerations in nursing homes must account 
for the varying vaccination rates, as they significantly influence 
risk levels. Nursing homes in states with lower vaccination rates 
face increased operational risks. These include heightened 
healthcare costs for protective measures, potential regulatory 
scrutiny, and lower occupancy rates as families may choose 

safer facilities for their loved ones. In contrast, nursing homes in 
states with higher vaccination rates offer safer investment 
opportunities. These facilities are likely to experience fewer 
COVID-related disruptions, maintain higher occupancy rates 
due to increased trust and demand, and incur lower healthcare-
related expenses. Moreover, these homes are in a better position 
to uphold a strong regulatory standing, reducing the likelihood 
of fines or sanctions. 

 

Fig. 10. Vax rates of residents in nursing homes. 

2) Quality of care scores impact: Fig. 11 compares the mean 

4Q quality scores for nursing homes across five states in 2021 

(post-pandemic). The scores indicate the overall quality of care 

delivered in nursing homes during the fourth quarter of 2021. 

Arizona had the highest 4Q quality score of 34.249%, reflecting 

better overall care quality in its nursing homes compared to the 

other states. Tennessee, Florida, and Maryland: These states fall 

close together in terms of 4Q quality scores, with only slight 

differences with a score of 33.514%, 33.466%, and 33.340%, 

respectively. Mississippi had the lowest score among the states 

compared, with 33.049%. 

The 4Q quality score measures various factors such as 
patient care, safety, infection control, and staff performance. 
Higher 4Q scores represent better overall performance in 
delivering high-quality care, which is a critical factor in 
determining the viability and attractiveness of a nursing home 
for investment purposes. Arizona, with the highest 4Q quality 
score, indicates a strong performance in the quality of care 
provided. Investors are likely to view nursing homes in Arizona 
as lower-risk investments due to their demonstrated 
commitment to maintaining high standards of care.  

Higher-quality facilities tend to attract more residents, 
maintain higher occupancy rates, and face fewer fines and 
penalties, which contributes to a stable revenue stream. 
Mississippi’s relatively lower 4Q quality score indicates a 
potential risk factor for investors. Lower quality can signal 
operational challenges such as staff shortages, poor care 
management, or non-compliance with health regulations. These 
issues can lead to higher fines, lower occupancy rates, and 
increased reputational risks, all of which could negatively 
impact profitability. 

Investors will be more inclined to invest in nursing homes 
with higher 4Q scores, as these facilities are more likely to 
attract residents and maintain stable income streams. Nursing 
homes with lower 4Q scores may face increased regulatory 
scrutiny, penalties, or fines for failing to meet standards, which 
could increase operational costs and decrease profitability. 
Investors will consider 4Q quality scores as a measure of 
compliance risk when evaluating potential investments. 
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Fig. 11. 4Q quality mean in 2021. 

3) Social responsibility: Investing in nursing homes, even 

when profitability is not guaranteed, offers significant 

advantages from a social responsibility perspective. Nursing 

homes provide critical care for some of society's most vulnerable 

populations, including the elderly and those with long-term 

health conditions. When factors such as lower profitability or 

operational risks suggest that investment in this sector may be 

less financially rewarding, socially responsible investors can 

still make a meaningful impact by allocating resources to 

improve the quality of care, support staffing needs, and ensure 

that residents receive the best possible services. 

By investing in nursing homes, despite potential financial 
drawbacks, investors contribute to the greater social good, 
helping to maintain or elevate the standards of care in 
underfunded regions. This not only enhances the lives of 
residents but also supports local healthcare infrastructure, 
creates jobs, and promotes public health. Ultimately, these 
investments align with ethical goals, showing a commitment to 
community welfare and long-term societal benefit, which can 
resonate positively with socially-conscious stakeholders and 
investors. 

E. RQ5: Post-Pandemic Investment Considerations: 

Financial, Operational, and Ethical Dynamics of Nursing 

Homes. Implications for Investors. 

In the post-pandemic era, investors must carefully evaluate 
a range of financial, operational, and ethical factors before 
making decisions about investing in nursing homes. These 
factors include occupancy rates, net income, the lingering effects 
of COVID-19, and fines or penalties that may affect 
profitability. Additionally, operational considerations such as 
maintaining high quality of care, ensuring high vaccination 
rates, and adhering to social responsibility are critical in 
assessing the long-term viability of investments. These factors 
have become even more crucial in the wake of the pandemic, 
which has reshaped the landscape of the nursing home industry. 

Occupancy rates are a central factor for nursing homes, as 
stable or increasing rates are vital for generating revenue. 
Facilities with low occupancy struggle to cover their operating 
costs, which nursing homes experienced financial strain during 
the pandemic due to increased costs for personal protective 
equipment, infection control measures, and staffing shortages. 
Facilities that have not recovered financially pose significant 
risks for investors, as they may not offer stable returns. The 
effects of COVID-19 continue to shape this sector, with facilities 
needing to adjust to new safety protocols and costs. 

Furthermore, fines and penalties add an additional layer of 
risk. Nursing homes with frequent fines, usually due to lapses in 
care or regulatory non-compliance, indicate poor operational 
management and higher costs. This directly impacts their net 
income and increases the financial burden on the facility, 
making it less attractive to investors. These facilities may also 
suffer reputational damage, further decreasing their ability to 
attract new residents and maintain occupancy. 

Operationally, quality of care plays a crucial role in the 
investment decision. Nursing homes that maintain high 
standards of care tend to have better reputations and higher 
occupancy rates. Families are more likely to choose facilities 
with strong care metrics, which translates to more stable revenue 
streams. Conversely, homes with poor care quality are often 
subject to penalties, legal issues, and low occupancy rates, 
making them riskier investments. Additionally, vaccination 
rates among staff and residents are another critical consideration 
post-pandemic. Facilities with higher vaccination rates are less 
vulnerable to outbreaks, which reduces operational disruptions 
and associated healthcare costs. These facilities are more likely 
to maintain smooth operations, offering a safer environment for 
residents and, consequently, more reliable returns for investors. 

Given these considerations, we advise against investing in 
nursing homes unless specific criteria are met. First, facilities 
must show increasing occupancy rates. Without high 
occupancy, nursing homes cannot generate sufficient revenue to 
cover operational costs. The number of nursing homes in a city 
also affects investment attractiveness, as increased competition 
can drive down occupancy and profitability. Investors should 
prioritize cities with fewer nursing homes relative to the 
population of elderly residents to avoid competitive saturation. 

Another key criterion is the income/bed ratio, which reflects 
the financial efficiency of a facility. Homes with a high income 
per bed are more financially secure, indicating they can generate 
sufficient revenue to support operations. Profitability remains a 
major concern; facilities that do not consistently demonstrate 
profitability, especially post-pandemic, are unlikely to offer 
reliable returns. Additionally, constant costs are critical to 
operational stability. Facilities with volatile cost structures due 
to the pandemic or poor management may face financial 
challenges that make them poor investment choices. 

Quality of care is also essential. Homes that maintain high 
4Q quality scores provide a safer environment, making them 
more attractive to residents and, by extension, investors. 
Facilities with low care scores face reputational risks and may 
struggle with fines or penalties, which can harm financial 
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performance. Finally, vaccination rates among staff and 
residents are a key factor in ensuring operational stability. 
Homes with high vaccination rates are less prone to COVID-19 
outbreaks, ensuring fewer disruptions and lower healthcare 
costs, making them safer investments. 

From an ethical perspective, social responsibility has 
become increasingly important. Even when profitability is not 
guaranteed, socially responsible investors may still consider 
allocating funds to nursing homes. This is particularly true in 
areas where the public good is at stake, such as caring for the 
elderly and vulnerable populations. Investing in nursing homes, 
despite lower returns, can align with the broader goals of 
contributing to community welfare and supporting critical 
healthcare infrastructure. However, for profit-driven investors, 
ethical considerations alone may not justify the investment 
unless these facilities also demonstrate operational efficiency 
and financial stability. The decision-making process can be 
shown in Fig. 11. 

F. Discussion and Insights 

The findings of this research provide a comprehensive look 
at the significant shifts in the nursing home industry caused by 
the COVID-19 pandemic, highlighting the critical role of 
financial performance, ethical standards, and operational 
resilience. From the data collected and analyzed, it is clear that 
the pandemic not only exacerbated pre-existing vulnerabilities 
within the industry but also introduced new challenges that have 
reshaped how nursing homes operate and are perceived as 
investment opportunities. However, the true value of this study 
lies not just in quantifying these effects but in understanding the 
broader implications for the future of long-term care. 

One of the most striking insights from the analysis is the 
persistent decline in occupancy rates and how this metric 
remains a crucial indicator of financial viability for nursing 
homes. The pandemic's severe impact on occupancy rates 
underscores the need for long-term planning and adaptability 
within the sector. In my view, this highlights a critical need for 
nursing homes to rethink their operational models, possibly 
expanding beyond traditional care models to include services 
that can attract more residents in both post-pandemic and future 
crises. For example, a focus on rehabilitation services, at-home 
care integration, or telehealth options might provide nursing 
homes with the flexibility to maintain stable revenues even in 
the face of future disruptions. 

The pandemic has also forced a reassessment of the ethical 
standards within nursing homes, particularly concerning patient 
safety, vaccination compliance, and overall quality of care. It is 
my opinion that ethical considerations should no longer be 
viewed as secondary to financial performance but as integral to 
the operational success and sustainability of nursing homes. The 
findings of this study clearly show that facilities that adhered to 
higher ethical standards—such as maintaining high vaccination 
rates—were better positioned to weather the challenges of the 
pandemic. This suggests a shift in the industry where ethical 
compliance, particularly related to healthcare protocols, could 
be seen not only as a moral imperative but also as a competitive 
advantage. 

Moreover, from an investment perspective, this research 
suggests that future investors in the nursing home industry will 
need to be more discerning. The emphasis on metrics like 
occupancy rates, fines, and penalties, as well as adherence to 
ethical standards, will likely become central to investment 
decisions. My personal opinion is that investors must now adopt 
a more holistic approach when evaluating nursing homes, taking 
into account both the financial health of the facility and its 
ethical standing. This shift toward socially responsible 
investment may not only yield better returns but also contribute 
to the improvement of care standards across the industry, 
creating a more sustainable model for the long-term care sector. 

V. CONCLUSION 

In this paper, we have explored the financial shifts, ethical 
dilemmas, and investment potential in the nursing home 
industry, with a focus on the pre- and post-COVID-19 
landscape. The COVID-19 pandemic significantly impacted 
nursing home operations, exacerbating pre-existing financial 
vulnerabilities and introducing new challenges in the form of 
increased costs, declining occupancy rates, and heightened 
scrutiny around care quality and ethical standards. Our study 
highlights that while government aid played a vital role in 
stabilizing the industry during the pandemic, long-term financial 
sustainability remains uncertain. The analysis also underscores 
the critical importance of ethical considerations, such as 
vaccination compliance and quality of care, in both maintaining 
operational stability and attracting potential investments. 

As the nursing home industry navigates the post-pandemic 
recovery phase, our findings suggest that investment in this 
sector should be approached cautiously. Facilities with strong 
financial performance, high occupancy rates, low fines and 
penalties, and adherence to ethical standards are more likely to 
offer stable returns. In contrast, facilities that fail to meet these 
criteria may present excessive financial and operational risks. 

FUTURE WORK 

Will focus on several key areas. First, a deeper analysis of 
regional variations in nursing home performance could provide 
more granular insights into how different states and localities 
responded to the pandemic. This would allow for a better 
understanding of regional disparities and how specific policies 
and regulations may have influenced nursing home operations. 
Additionally, future research should explore the long-term 
impact of COVID-19 on the quality of care in nursing homes, 
particularly how ethical standards and vaccination policies 
continue to shape resident outcomes over time. This will help 
identify ongoing trends and assess the effectiveness of current 
policies in ensuring the health and safety of nursing home 
residents. 
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Abstract—Internet of Things (IoT) has become one of the most 

significant technological advancements of the modern era, which 

has impacted multiple sectors in the way it provides 

communication between connected devices. However, this growth 

has led to security risks in the IoT devices especially when 

constructing resource-limited IoT networks that are easily 

attacked by hackers through methods like DDoS and data theft. 

Traditional IDS such as centralized IDS and single-view machine 

learning-based IDS are incapable of providing efficient solutions 

to these issues due to high communication cost, latency, and low 

attack detection rate for IDS. To address these challenges, this 

paper presents FusionSec-IoT, a decentralized IDS based on 

multi-view learning and federated learning for better detection 

performance and scalability in the IoT context. The results sows 

that the proposed technique performs better than the existing IDS 

methods with 08.3% accuracy as compared to classic IDS 

techniques centralized IDS (91.5%) and single-view federated 

learning (92.7%). The other performance metrics like shows a 

better performance as compared to traditional IDS methods. 

Thus, FusionSec-IoT detects a broad range of cyberattacks with 

the help of the employed complex machine learning algorithms 

such as Reinforcement Learning, Meta-Learning, and Hybrid 

Feature Selection using Particle Swarm Optimisation (PSO) and 

Genetic Algorithm (GA), and ensures data privacy is maintained. 

Moreover, Edge Computing and Graph Neural Networks (GNNs) 

guarantee fast identification of multi-device coordinated attacks, 

for instance, botnets. The above-discussed proposed system 

enhances the traditional IDS approaches in terms of high detection 

accuracy, better privacy, and scalability, making the proposed 

system a reliable solution to secure the complex and large-scale 

IoT networks. 

Keywords—IoT security; Intrusion Detection System (IDS); 

federated learning; multi-view learning; cyberattack detection 

I. INTRODUCTION 

The Internet of Things (IoT) technology has rapidly emerged 
as a transformative force across various sectors, facilitating the 
interconnectivity of numerous devices and enabling seamless 
communication among them [1]. Its applications span diverse 
domains such as smart homes, healthcare, industrial automation, 
and smart city infrastructures. However, as the deployment of 
IoT devices expands, so too does the landscape of security 
threats, creating significant vulnerabilities that malicious actors 
can exploit. The proliferation of intelligent IoT devices, often 
characterized by limited processing power and communication 
capabilities, within extensive and intricate networks heightens 

their susceptibility to various cyber threats [2]. These threats 
include Distributed Denial of Service (DDoS) attacks [3], data 
breaches [4], and the exploitation of vulnerabilities inherent in 
communication protocols [5]. Consequently, ensuring robust 
security measures is paramount to safeguarding these 
interconnected systems against increasingly sophisticated 
cyberattacks. 

Intrusion detection systems (IDS) are critical components of 
cybersecurity frameworks, designed to monitor network traffic 
and identify potential security breaches [6]. Several techniques 
have been developed for intrusion detection, primarily 
categorized into signature-based, anomaly-based, and hybrid 
approaches [7]. Signature-based systems rely on predefined 
patterns of known threats, offering high accuracy in detecting 
familiar attacks; however, they are inherently limited by their 
inability to identify novel or zero-day threats [8]. Anomaly-
based systems, conversely, establish baselines of normal 
behavior to detect deviations, enabling the identification of 
previously unknown attacks [9]. Despite their potential for 
discovering new threats, these systems often suffer from high 
false positive rates, as benign anomalies can trigger alerts. 
Hybrid approaches attempt to combine the strengths of both 
techniques, yet they can introduce complexity and require 
extensive computational resources [10]. Overall, while existing 
intrusion detection techniques provide foundational security 
measures, their limitations necessitate continuous innovation 
and adaptation to effectively combat the evolving landscape of 
cyber threats. 

Traditional intrusion detection systems (IDS) face 
significant limitations that undermine their effectiveness in 
contemporary cybersecurity landscapes. One of the primary 
drawbacks is their reliance on signature-based detection 
methods, which depend on a database of known attack patterns 
[11]. This approach is inherently reactive; it can only identify 
threats that have been previously documented, leaving networks 
vulnerable to novel or zero-day attacks that exploit undiscovered 
vulnerabilities. Furthermore, signature-based systems often 
struggle with the rapid evolution of attack techniques, leading to 
delays in updates and an increased window of exposure. 
Anomaly-based systems, while capable of detecting previously 
unknown threats, frequently generate high false positive rates 
due to benign deviations from established baselines, which can 
overwhelm security personnel and lead to alert fatigue. 
Additionally, both types of traditional IDS typically operate in 
isolation, lacking the collaborative intelligence needed to adapt 
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to increasingly sophisticated and coordinated cyber threats [12]. 
These limitations highlight the urgent need for more advanced, 
adaptive intrusion detection methodologies that can effectively 
respond to the dynamic and multifaceted nature of modern cyber 
threats. 

Federated learning is an innovative machine learning 
paradigm that enables decentralized training of models across 
multiple devices while preserving data privacy by keeping the 
data local [13]. This approach is particularly relevant to IoT 
security, where vast numbers of interconnected devices generate 
sensitive data that, if centralized, could become a lucrative target 
for cyberattacks [14]. By utilizing federated learning, IoT 
devices can collaboratively learn from their local datasets 
without transmitting raw data to a central server, thereby 
significantly mitigating the risks associated with data breaches 
and unauthorized access. Moreover, this decentralized 
framework enhances the adaptability and resilience of intrusion 
detection systems, as each device can contribute to a shared 
model that reflects real-time threat landscapes and individual 
operating conditions [15]. Consequently, federated learning not 
only facilitates the development of more robust and context-
aware security mechanisms but also empowers IoT networks to 
respond dynamically to emerging threats, ultimately fostering a 
more secure and resilient IoT ecosystem. This alignment of 
federated learning with the unique challenges of IoT security 
underscores its potential as a transformative approach in 
safeguarding interconnected environments. 

The research study based on the FusionSec-IoT intrusion 
detection system is grounded in a multifaceted approach that 
integrates several advanced machine learning techniques to 
enhance the detection capabilities within IoT networks[16]. At 
its core, the system utilizes federated learning, which facilitates 
decentralized model training on individual IoT devices, thereby 
preserving data privacy by preventing the transmission of raw 
data. Complementing this, multi-view learning is employed to 
analyze network traffic from distinct perspectives—specifically, 
bi-directional flow, unidirectional flow, and packet-based 
features—allowing for a comprehensive assessment of various 
attack patterns. The architecture incorporates specialized 
machine learning models tailored to each data view, such as 
Convolutional Neural Networks for bi-directional traffic and 
Long Short-Term Memory networks for unidirectional traffic. 
Furthermore, a hybrid feature selection process utilizing Particle 
Swarm Optimization and Genetic Algorithms is implemented to 
effectively reduce dimensionality and enhance model 
performance. Reinforcement learning is integrated to enable the 
system to adapt dynamically to evolving threats by continuously 
updating its detection policies based on real-time feedback. 
Lastly, the incorporation of differential privacy techniques 
ensures that model updates remain secure, bolstering the overall 
resilience of the system against coordinated cyberattacks. 

The paper introduces FusionSec-IoT, a novel intrusion 
detection system (IDS) designed to address the pressing security 
challenges in Internet of Things (IoT) networks. Traditional IDS 
methodologies, primarily reliant on centralized architectures and 
single-view data analysis, exhibit significant limitations in 
detecting sophisticated cyber threats due to their reactive nature 
and high false positive rates. In response, FusionSec-IoT 
employs a decentralized approach that integrates multi-view 

learning and federated learning techniques. This innovative 
framework aims to enhance detection accuracy, scalability, and 
data privacy by leveraging advanced machine learning 
algorithms, including reinforcement learning and graph neural 
networks. The primary objective of this research is to develop a 
robust and adaptive IDS capable of identifying a wide range of 
cyberattacks while maintaining the privacy of sensitive data 
across resource-constrained IoT environments. 

The remainder of this paper is structured as follows. In 
Section II, we review related work in the fields of multi-view 
learning, federated learning, and IoT security. Section III details 
the proposed FusionSec-IoT approach, including its 
architecture, data pre-processing techniques, feature selection 
process, and machine learning models. In Section IV, we present 
the dataset, evaluation metrics, and results of our experiments. 
Discussion is presented in Section V. Finally, Section VI 
concludes the paper and discusses potential avenues for future 
research. 

II. RELATED WORK 

IDSs for IoT networks have been studied extensively 
because of the rising threats of cyber-attacks. The conventional 
IDS based on machine learning are used with centralized 
architecture and a single view of data and its usage is gradually 
shifting towards the decentralized and multi-view solutions. The 
development of novel techniques in multi-view learning, 
federated learning, and ensemble methods has raised optimism 
regarding the IDS accuracy and privacy in distributed IoT 
settings. This section revisits these developments, before 
pointing out the contributions from the recent literature and 
positioning the proposed FusionSec-IoT system within the 
context of this line of work. 

Some of the works done earlier have aimed at overcoming 
the deficiencies of using centralized IDS for IoT. For example, 
early approaches used supervised learning methods, which 
included ANNs, to identify the malicious traffic patterns with 
reference to the known attack types. The study in [17] presented 
a study of a system that utilizes a multi-level perceptron to 
identify DoS and DDoS attacks with an accuracy of 99%. 4%. 
In the same context, [18] suggested the feed-forward neural 
network for intrusion detection through the use of multi class 
classification to identify numerous attacks which included 
reconnaissance and information gathering. However, these 
methods, while being very effective in identifying known 
attacks, fail in the case of new or emerging threats because of 
the use of static datasets and centralized data analysis. 

However, centralized systems have loopholes that make 
them vulnerable to several problems that include; Nevertheless, 
to address these problems, federated learning (FL) has been 
proposed as the best solution for intrusion detection in IoT 
networks [19]. The implementation of Federated learning makes 
it possible to train models in a decentralized manner which is 
very essential in large scale distributed systems to protect data 
privacy. Compared with conventional machine learning 
structures, FL carries out model training directly at the edge 
devices and only transmits model coefficients to a central server 
for averaging. This approach has reduced the privacy concerns 
that come with passing raw data across the network by a large 
margin.  
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TABLE I.  PREVIOUS LITERATURE COMPARISON 

Ref # 

Key 

Focus of 

Study 

Methodology/Techniques 

Used 

Key 

Findings 
Limitations 

[18] 

Federated 

learning 
for 

intrusion 

detection 
in IoT 

systems 

Federated learning 

framework with anomaly 

detection 

Improved 

privacy-

preservin
g 

intrusion 

detection 

Limited 

scalability 

for large 
IoT 

environme

nts 

[19] 

Hybrid 

methods 
for 

intrusion 

detection 

Combined signature-
based and anomaly-based 

methods 

Improved 

detection 
accuracy 

compared 
to 

standalon

e 
technique

s 

High 

computati
onal 

requireme

nts 

[20] 

Compara
tive 

review of 

federated 
learning 

in 

intrusion 
detection 

systems 

Review of federated 

learning techniques for 

privacy and intrusion 
detection 

Highlight

ed 
advantag

es of 

decentrali
zed 

learning 

for 
privacy 

preservati

on 

Lack of 

real-world 
experimen

tal 

validation 

[21] 

Techniqu

es for 

anomaly-
based 

network 

intrusion 
detection 

Overview of anomaly 

detection systems 

Identified 
potential 

for 

detecting 
unknown 

attacks 

High false 

positive 
rates for 

benign 

anomalies 

[22] 

Trustwor

thy AI 
for 

cybersec

urity 

Multi-faceted approach 
integrating AI techniques 

for intrusion detection 

Proposed 

adaptable 

AI 

models 

for real-
time 

threat 

detection 

Limited 
discussion 

on 
privacy-

preserving 

mechanis
ms 

[23] 

Federated 
learning 

with 

LSTM for 
IoT 

intrusion 

detection 

Long Short-Term 

Memory (LSTM) models 
with federated learning 

Enhanced 

intrusion 
detection 

with 

decentrali
zed data 

High 

latency 

due to 
LSTM 

training 

The authors in study [20] have given one of the first 
elaborate design architectures for federated learning systems 
applicable to IoT security. Their work shows how a technique 
called federated learning can be employed to preserve data 
privacy while at the same time enable the sharing of knowledge 
across the devices. After this, the study [24] proposed a self-
learning anomaly detection system for compromised IOT 
devices using federated learning which is further explained 
below: Their system achieved 98. 2% accuracy and could detect 
95 per cent of the malignant tumors. In this attack, 6% of attacks 
were in under 257 milliseconds and demonstrates that FL is an 
effective method for reducing latency and increasing the speed 
of detection.  

One of the major weaknesses found in the research 
conducted on IDS is that most of the work done incorporates 
single view data that is not very effective in identifying multiple 
vector attacks. This has been pointed as a weakness of IDS as 
they only learn from a single view of the data Multi-view 
learning which is relatively newer addresses this problem by 
allowing IDS to learn from multiple views of the data. Each view 
presents different aspects of the network traffic including the bi-
directional traffic and the unidirectional traffic and features of 
the packets. Multiple views can therefore pick slightly different 
and more complicated attack patterns than a single view multi-
view systems. For instance, in semi-supervised co-training 
approach of [21], multiple views of attack data were 
incorporated. Their system was able to perform detection by 
creating a fusion of the outputs of models learned with these 
different views, hence yielding better detection results than 
those exhibited by conventional single-view systems. 

Recently, the use of federated learning coupled with multi-
view learning has been proposed to improve the performance of 
IDS in IoT networks. The work of study [22] discussed the 
multiple view aspects of MQTT data in a centralized context and 
yet, given the recent interest in federated learning, studies have 
been done on how these can be done in a decentralized manner. 
The multi-view analysis is spread across the devices so that there 
is effective utilization of multi-view learning but without 
compromising on the privacy of the users. This decentralized, 
multi-view approach is particularly beneficial in such 
environments as the devices are resource-scarce since it does not 
require extensive data transmission. 

Intrusion detection systems (IDS) have been analyzed 
extensively in the context of IoT networks because of the rising 
IoT network vulnerability to cyber threats. In fact, other 
conventional IDS approaches like the signature based systems 
suffer from the lack of ability to identify new or ‘zero-day’ 
attacks as stated by [23]. Recent developments have been 
centered on anomaly-based detection, which sets up behavioral 
norms to look for. Multi-view learning can be used to overcome 
the problem of single-view data analysis because it utilizes 
multiple views of network traffic. A study in [25] suggested to 
incorporate multi-view data to improve the detection accuracy 
while their work did not scale well and did not have privacy-
preserving components. To fill this gap, in our work, we 
incorporate multi-view analysis with federated learning to 
enhance the detection performance and privacy simultaneously. 

Another promising direction of research closely related to 
the multi-view and federated learning concepts is the ensemble 
learning [26]. Ensemble methods [27] enhance the detection 
performance, owing to the fact that each model may be trained 
to identify a specific type of attack. In the case of the federated 
learning, the ensemble methods can be applied to the results of 
the models trained on the different data views in order to get the 
better and more complete intrusion detection system. The recent 
work by [28], used an ensemble-based technique that integrate 
the NIDS and HIDS and it shown very much improvement in 
accuracy of different datasets. 

The other major milestone that has been made in the 
federated learning domain is the use of differential privacy 
techniques to add more privacy protection to the system [29]. 
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When training a model, federated learning guarantees that raw 
data does not need to be sent to the server but sharing the model 
updates without adequate protection is also problematic. 
Differential privacy solves this by introducing controlled noise 
in the model updates so that the parameters are not informative 
enough to allow the adversary to make any inference on the 
sensitive information. As established by [30], adding differential 
privacy into federated learning can enhance the privacy 
protection of the system from the attacks without affecting the 
model performance. 

Even though IDS for IoT networks have been studied 
extensively, there are several research challenges that limit the 
efficiency and expansion of the current IDS solutions. The 
traditional IDS approaches that include signature based and 
anomaly based have their weaknesses in that they fail to identify 
new attacks, zero day attacks and are characterized by high false 
positives. Although recent solutions such as federated learning 
and multi-view analysis have been proposed, many of them have 
to overcome the limitations of sacrificing privacy, model 
accuracy, or computational complexity in IoT devices with 
limited resources. Moreover, existing models provide limited 
capability to incorporate changes in threats over time and that is 
a key requirement for IoT networks which are constantly 
evolving. In addition, the deployment of privacy-preserving 
methods like differential privacy for federated learning has not 
been adequately investigated regarding large-scale IoT 
environments. It is also important to conduct more extensive 
assessments on various datasets and on these systems 
performance under actual conditions. This research presented in 
this paper seeks to fill these gaps by proposing a federated 
learning multi-view learning, hybrid feature selection, and 
reinforcement learning-based intrusion detection system that is 
scalable, privacy-preserving, and adaptive to the modern IoT 
environment. 

To conclude, with the help of existing research, the IDS for 
IoT networks has been developed with increased accuracy, 
efficiency, and privacy. Nevertheless, there are challenges that 
have not been adequately addressed, including the nature of 
multi-vector attacks, low-latency performance in resource-
scarce environments, and privacy-preserving data handling. The 
FusionSec-IoT system extends these improvements by 
integrating multi-view learning, federated learning, ensemble, 
and differential learning in a single IDS. Thus, applying these 
advanced approaches, FusionSec-IoT provides a highly 
extensible solution while maintaining the privacy of data and 
being adapted for the complex structure and constantly evolving 
nature of today’s IoT networks. 

III. PROPOSED METHODOLOGY 

The IoT technology has developed at a very fast rate and has 
brought a lot of challenges in the field of security since the 
devices are very many with different protocols and very limited 
resources. Inherent traditional security measures are a bit 
appropriate for conventional networks but not for IoT, especially 
because the devices are re-source-constrained, and data breaches 

are rampant. The novel intrusion detection system proposed in 
this research, FusionSec-IoT (Fusion of Multi-View Federated 
Learning for IoT Security), is particularly intended to address 
these challenges by incorporating several state-of-the-art 
approaches including RL, Meta-Learning, Hybrid Feature 
Selection involving PSO and GA, Edge Computing, GNNs, and 
DP. This integration of technologies guarantees that FusionSec-
IoT is capable of identifying several types of cyber threats, 
maintain data privacy, minimize computational overhead, and 
respond to the dynamic nature of threats in real-time fashion. 
The next sub-sections describe the technologies incorporated in 
FusionSec-IoT, why the technologies have been chosen, how the 
technologies are integrated, and the anticipated results.  

A. Architecture 

The architecture of FusionSec-IoT is built based on the idea 
of FL, which enables the training of a model on IoT devices 
without transferring raw data. This is especially important in IoT 
environments because many devices produce data that may 
contain personal information, it would be even more likely to 
leak and managing large amount of data would be problematic 
if they are all collected in one place. Federated learning makes 
certain that the models are trained on the devices and only the 
updates on the models (for instance, weights or gradients) are 
uploaded to the central server. This architecture, in addition to 
reducing the overhead of the communication, also adheres to the 
privacy and security specifications of IoT networks.  

In FusionSec-IoT, Security Gateways act as middle-layer 
between the IoT devices and the Central Server. These gateways 
aggregate the network traffic data from various IoT devices, do 
first level data processing, and train the model at the edge. This 
use of Edge Computing helps to ensure that the data processing 
is done close to the edge hence reducing the latency and 
enhancing real time intrusion detection.  

The Fig. 1 shows the FL architecture for improving the IoT 
network security with the help of central server and IoT devices 
connected through a gateway. Feature extraction and 
reinforcement learning are used to train base models of data 
inputs, namely Bi-Flow, Uniflow, and Packet View Data, and 
these models are deployed to IoT devices. In the gateway, local 
data processing is performed to identify the attacks, and the 
devices learn from the local data. These locally updated models 
are then aggregated in the FL process at the central server to 
refine the global model and this is then sent back to the devices 
to ensure the network has adaptive and robust security while at 
the same time preserving data privacy. 

The network traffic data collected by IoT devices is 
segmented into three specific views: From the features it is 
possible to identify three main views namely Bi-Directional 
Flow Features (Bi-flow view), Uni-Directional Flow Features 
(Uniflow view), and Packet-Based Features (Packet view). 
These three different data views reflect different aspects of 
network activities, which helps the system to identify a large 
number of attack behaviors.
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Fig. 1. Architectural design of proposed model.

Each view is considered as a separate dataset and is used to 
train a model which is relevant to that kind of data. Such division 
into multi-view analysis is important for obtaining the most 
detailed coverage of known and unknown threats. These 
segmented views are then periodically transmitted to a Central 
Server so that their corresponding local models can be combined 
to form a global model. The global model is updated and 
redeployed to IoT devices for ongoing configuration to new and 
emerging threats. Data Pre-Processing and Multi-View Analysis 

Multi-view analysis is another activity of FusionSec-IoT, 
which employs three views to describe different aspects of 
network traffic. It enhances the detection accuracy of the system 
since it enables the system to pay equal attention to all the 
dimensions of traffic and therefore it is capable of detecting 
different and diverse patterns of attacks. Through the 
consideration of Bi-Directional Flow Features, Uni-Directional 
Flow Features, and Packet-Based Features, FusionSec-IoT can 
detect a number of attack types. 

1) Bi-Directional Flow Features (Bi-flow view): This view 

focuses on bidirectional traffic between devices which is for 

instance the communication between the client and server. 

Bidirectional traffic analysis is used if the attack is based on the 

multiple devices’ communication, for instance, botnet attack 

where infected devices are in contact with the C&C server. 

2) Uni-Directional Flow Features (Uniflow view): This 

perspective provides the traffic as a one way process with 

reference to the flow of packets in terms of transmitted and 

received. It is found that uniflow analysis is more useful to 

detect traffic flows related to Distributed Denial of Service 

(DDoS) attacks, where large numbers of traffic flows are sent 

to a particular destination to flood it. 

3) Packet-Based Features (Packet view): The third view 

involves the examination of various parameters that are 

inherent in individual packets including the size, time and the 

header information. Packet-based analysis is especially helpful 

in identifying low level attacks such as the port scanning or the 
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network probing since the packets will possess different 

characteristics from normal packets. 
 The multi-view approach enhances the result of the 

intrusion detection system since each kind of traffic is processed 
in a manner most effective in detecting certain kinds of attacks. 
This way the system is able to consider different aspects of the 
network traffic separately and hence is able to detect anomalies 
easier and faster than if all traffic was considered as one big 
entity. 

B. Hybrid Feature Selection Using PSO and GA 

Selecting the right features that will be used in the model is 
one of the most important processes in any learning model 
especially when dealing with the constrained environments like 
the IoT networks. One of the most important steps is the 
selection of features that can reduce the dimensionality of the 
data, which is not only beneficial in terms of shortening the time 
to train the model but also in terms of increasing the accuracy of 
the model’s ability to detect features that are not useful or 
redundant. In FusionSec-IoT, therefore, a Hybrid Feature 
Selection method is used, featuring PSO and GA to enhance the 
selection of features in the network traffic data. 

Particle Swarm Optimization (PSO) is a biologically 
inspired optimization algorithm which is based on the nature of 
bird flocking or shoaling. In PSO, every potential solution is 
regarded as a particle in the swarm where particles search the 
feature space by moving according to their own experience and 
the experience of their peers. The velocity update equation for 
PSO is defined as follows: The velocity update equation for PSO 
is defined as follows: 

𝑣𝑖
𝑡+1 =  𝑤𝑣𝑖

𝑡 + 𝐶1𝑟1 (𝑝𝑖 − 𝑥𝑖
𝑡) +  𝐶2𝑟2 (𝑔 − 𝑥𝑖

𝑡) (1) 

where 𝑣𝑖
𝑡+1  is the updated velocity of particle i, ω is the 

inertia weight which control the effect of the previous velocity, 
c1 and c2 are cognitive and social coefficients which represent 
the influence of personal best position and global best position 
respectively, r1 and r2. 

Although PSO is effective to search for the promising 
solution and to identify the best feature subset, there is a 
drawback in that the algorithm easily falls into a local optimal 
solution. To avoid such a limitation, FusionSec-IoT integrates 
PSO with a Genetic Algorithm (GA), which brings out more 
diversity to the feature selection process. GA optimizes feature 
selection through operations such as crossover that involves 
combining part of two parent solutions, mutation that results in 
random changes in the off springs and selection that involves 
selecting the best solutions to make the next generation. This 
makes it possible to use the exploration capability of PSO and 
the exploitation capability of GA so as to select the most relevant 
features and avoid getting local optima. 

Algorithm 1: Particle Swarm Optimization (PSO) 
Input: 

n_particles: Number of particles 

n_dimensions: Dimensionality of the search space (i.e., 

the number of features) 

max_iterations: Maximum number of iterations 

w: Inertia weight (controls exploration vs. exploitation) 

c1, c2: Cognitive and social acceleration constants 

Output: 

      gBest: Global best solution (optimal feature subset) 

Initialization: 

Initialize each particle’s position randomly in the search 

space. 

Initialize each particle’s velocity randomly. 

Set each particle’s personal best (pBest) to its initial position. 

Set global best (gBest) to the position of the particle with the 

best fitness. 

For each iteration from 1 to max_iterations do: 

|      For each particle i do: 

|      Evaluate fitness of the current position position[i]. 

|      Update personal best: 

|      If fitness(position[i]) is better than fitness(pBest[i]),         

 |    update pBest[i] = position[i]. 

 |     Update global best: 

 If fitness(pBest[i]) is better than fitness(gBest), update gBest 

= pBest[i]. 

 |   Update velocity for particle i: 

velocity[i]=w×velocity[i]+c1×r1×(pBest[i]−position[i])+

c2×r2×(gBest−position[i]) 

             Where r1 and r2 are random numbers between 0 and 

1. 

  |    Update position for particle i: 

  |           position[i]=position[i]+velocity[i] 

End iteration loop. 

Return gBest as the optimal solution. 

 

From the network traffic data, the hybrid feature selection 
process only selects a few important features hence minimizing 
the computational load on the IoT devices even as it enhances 
the detection accuracy. The main benefit of this approach is its 
suitability for processing data in IoT networks where devices are 
often resource-constrained, in terms of processing and energy 
capabilities. 

C. Reinforcement Learning for Dynamic Adaptation 

In dynamic and evolving network environment intrusion 
detection systems may have to learn new attacks that were not 
used in the learning phase. In order to overcome this challenge, 
FusionSec-IoT adopts Reinforcement Learning (RL), a machine 
learning approach where an agent learns to take actions in an 
environment in a way to optimize cumulative reward in the long 
run. In the context of FusionSec-IoT, the RL agent is positioned 
at the edge gateways and performs a number of interactions with 
the network environment in order to classify the traffic as normal 
or anomalous. 

The state in the RL framework refers to the current 
observation of the network traffic while the action is about 
classifying traffic into either normal or anomalous traffic. In this 
case, the reward is given depending on the correctness and the 
time taken in the classification. In this way, the RL agent is 
capable of updating the policy in order to receive feedback in a 
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form of a reward in order to make better decisions in the future. 
The policy update rule in RL is based on the Q-learning 
algorithm, which updates the action-value function Q(s,a) as 
follows: 

𝑄(𝑠, 𝑎) ← 𝑄(𝑠, 𝑎) + 𝛼[𝑟 + 𝛾𝑚𝑎𝑥𝑎′𝑄(𝑠′, 𝑎′) − 𝑄(𝑠, 𝑎)]   (2) 

Here, Q(s,a)  is the action-value function representing the 
expected utility of taking action a in state s, α is the learning rate 
controlling the speed at which the agent learns, r is the reward, 
γ is the discount factor accounting for future rewards, and s′ and 
a′ are the next state and action, respectively. The agent's goal is 
to learn a policy that maximizes the cumulative reward over 
time, allowing it to adapt dynamically to evolving attack 
patterns. 

Reinforcement Learning is particularly useful in 
environments where the threat landscape is constantly changing, 
such as IoT networks. By enabling the system to continuously 
update its detection policy based on feedback from the 
environment, RL ensures that FusionSec-IoT remains effective 
in detecting new and emerging attack vectors, even those not 
encountered during initial training. 

D. Meta-Learning for Zero-Day Attack Detection 

Real-time threat identification is one of the main difficulties 
when it comes to cybersecurity, which include zero-day attacks, 
using unknown vulnerabilities that have not yet been fixed. 
Conventional methods of IDS, which employ supervised 
learning, may fail to notify of such an attack because the model 
has not learned of its similar precedent. In order to solve this 
problem, FusionSec-IoT adopts Meta-Learning, a machine 
learning framework that learns from few examples and can be 
easily adapted to new tasks. 

Algorithm 2: Meta-Learning for Zero-Day Attack 

Detection 

Initialize model parameters theta. 

 |   For each iteration (1 to n_iterations): 

 |    Sample tasks from T. 

 |     |   For each task: 

 |     |    |  Copy theta_i = theta. 

 |  |   Inner loop: Perform n_inner_updates using task data:                

θi′=θi−α⋅∇θiLTi(θi) 

 |     |     Compute loss on new data from task T_i. 

 |     |    Meta-update theta using task losses: 

θ=θ−β⋅∇θ∑LTi(θi′) 

Return optimized theta. 

 

In FusionSec-IoT the Meta-Learning technique is used for 
detection of zero-day attacks with limited training data. Meta-
learning algorithms are able to learn how to learn and therefore 
for the system to be able to learn new forms of attacks, the 
system only requires samples. This capability is particularly 
applicable in IoT settings where new devices and protocols are 
being released periodically and thus creating new types of attack 
paths. 

One of the most famous meta-learning approaches is Model-
Agnostic Meta-Learning (MAML) where the goal is to learn the 
model parameters which can be adapted for new tasks with a few 
gradient updates. As for Fu-sionSec-IoT, MAML may be used 
to train models that would be able to learn new types of attacks 
when the system received only a few samples of such attacks. 
Meta-learning in FusionSec-IoT further strengthens the 
system’s capability to identify the new or infrequent attack 
types, which gives the system an edge over the conventional 
systems that use only supervised learning. 

E. View-Specific Machine Learning Models 

To ensure maximum detection accuracy of each data view, 
FusionSec-IoT uses specific machine learning models for the 
Bi-flow, Uniflow and Packet views. Every model is trained in 
such a way that it can adapt well to the data it is fed with during 
its training process. 

 In the Bi-flow Model, the Convolutional Neural Network 
is used, which is appropriate for analyzing patterns in 
bidirectional traffic. CNNs work well in identifying 
spatial dependencies between the traffic flow dynamics 
in a network, for instance, those made by the botnets and 
other synchronized attacks. 

 The Uni-flow Model applies a Long Short-Term 
Memory (LSTM) network that is able to capturing 
temporal dependencies in unidirectional traffic. LSTMs 
are especially effective in detecting typical attack types 
such as DDoS because the time at which traffic is 
generated is a critical factor in determining an attack’s 
legitimacy. 

 The Packet Model employs a Fully Connected Neural 
Network (FCNN) for the identification of packet-level 
anomalies. FCNNs are designed to capture low level 
features such as the packet size, the flags or timing and 
thus are especially useful in low level attacks such as port 
scanning/probing. 

These view-specific models are trained separately on 
different views of the data set in order to prevent the system from 
wasting resources on the types of attacks not characteristic of a 
particular view. This approach makes sure that there is 
comprehensive detection of a session at various levels of 
network communication. Federated Learning Process 

Indeed, one of the essential aspects of the proposed 
FusionSec-IoT is Federated Learning (FL) that allows training 
models on IoT devices without transferring the data. It solves 
the privacy problems related to centralized data aggregation 
while at the same time decreasing the computational and 
communication burden. 

The central server in the federated learning process 
initializes base models for the data views and sends these models 
to the IoT devices. Every device then updates the local model 
with the segmented data of Bi-flow, Uniflow, or Packet view 
and transmits the new set of model parameters such as weights 
or gradients back to the central server. Federated Aggregation 
executed by the central server, the updates of all the devices are 
then aggregated to build a new global model. This process can 
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be formalized using the FedAvg algorithm, where the global 
model is computed as: 

f(w) = ∑
𝑛𝑘 

𝑛
 𝐹𝐾(𝑤)

𝐾

𝑘=1
         (3) 

Here, f(w) stands for the global model, 𝑛𝑘  denotes the 
number of data samples on device , and 𝐹𝐾(𝑤) denotes the local 
model’s loss function on device k. The global model is then 
broadcasted to the devices for them to perform local training 
with new model parameters. 

 It is a cyclic process that makes sure that the models are 
updated in accordance with the current trends in attacks while 
the devices do not have to exchange any sensitive data. As the 
data is kept locally within the FusionSec-IoT network traffic and 
only model up-dates are transmitted, the privacy of the network 
traffic data is maintained, while the models are updated with the 
current threat intelligence. 

F.  Differential Privacy 

 In a bid to complement DP during the federated learning 
process, FusionSec-IoT employs Differ-ential Privacy, a 
mathematical model that offers robust assurance on privacy of 
data records. In a differential privacy setting, noise is injected 
into the shared model updates to ensure that the attackers cannot 
identify sensitive information of individual data points. 

The amount of noise added is regulated by privacy budget 
(ϵ), that indicates how much accuracy is sacrificed for privacy. 
The noise is typically drawn from a Laplace distribution with 
scale parameter λ and the noise added to the model updates can 
be expressed as: 

𝑁𝑜𝑖𝑠𝑒 =
1 

𝜀
Laplace (λ)       (4) 

Here λ is the scale parameter of Laplace distribution and ϵ 
controls the privacy parameter. To prevent leakage of 
information during the model updates, FusionSec-IoT 
incorporates noise in the model updates to ensure that even if an 
attacker intercepts the conversation between the devices and the 
central server, he or she cannot infer anything from the 
information obtained. 

G. Ensemble Learning and Integration 

After the training of the models of each view, FusionSec-IoT 
uses Ensemble Learning to integrate the outputs of the multiple 
models to improve their accuracy and general robustness. In 
FusionSec-IoT the ensemble model is created by using Random 
Forest classifier, wherein the predictions from the Bi-flow, 
Uniflow and Packet models can be aggregated by using majority 
voting or weighted mean. 

More so, intrusion detection systems greatly benefit from 
ensemble learning since it combines several weak learners into 
a stronger learner. FusionSec-IoT then combines the predictions 
obtained from the various view-specific models to make the 
final decision and it is more accurate than each of the models. 

H. Graph Neural Networks (GNNs) 

 For example, to counter the problem of coordinated attacks 
through simultaneous use of multiple devices like the botnets, 
Fusion-Sec-IoT uses Graph Neural Networks. In the context of 

the IoT networks each device can be viewed as a node in the 
graph, where arcs denote the interaction between nodes. GNNs 
are developed to process graph-structured data, which means 
that they can well identify attacks which are performed by 
multiple devices collaboratively. 

 In FusionSec-IoT, graph neural networks are employed to 
capture the topology of the relationship between the IoT devices 
to capture patterns of coordinated attacks. The feature update 
equation for GNNs is defined as: 

ℎ𝑖
(𝑙+1)

= 𝜎(𝑊(𝑙). 𝐴𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒 ({ℎ𝑗
(𝑙)

 | 𝑗 ∈ 𝑁(𝑖)})) (5) 

 Here, ℎ𝑖
(𝑙+1)

 is an updated feature for node iii at layer L+ 1, 

𝑊(𝑙) is a weight matrix at layer 𝑙, Aggregate is a function for 
combining features of neighboring nodes j, and σ is an activation 
function. 

This is made possible through the use of GNNs, which 
allows FusionSec-IoT to detect even multiple devices attacks 
such as botnet where the devices are compromised to 
communicate and conduct large-scale attacks. This capability 
also expands the ability of the system to identify multi-device 
complex threats that may not be visible to IDS. 

IV. RESULTS 

This section shows the experimental results from assessing 
the proposed FusionSec-IoT system. The assessment focuses on 
the system's success in identifying a variety of cyberattacks in 
IoT networks, in comparison to existing techniques, and on 
measuring the effectiveness of different parts, such as federated 
learning, multi-view analysis, and the combination of 
reinforcement learning and differential privacy. The assessment 
metrics used consist of Accuracy, Precision, Recall, F1-Score, 
Detection Latency, and Communication Overhead. These 
metrics give a thorough view of the system's capability to 
identify attacks, maintain privacy, and operate smoothly in real-
time, limited resource IoT environments. 

A. Experimental Setup 

We created a complete IoT environment for evaluating 
FusionSec-IoT, leveraging actual datasets that include a variety 
of IoT traffic and several types of cyberattacks, which include 
Denial of Service (DoS), Distributed Denial of Service (DDoS), 
man-in-the-middle (MitM), and other network intrusions. The 
dataset was divided into three views: Presenting a network 
behavior multi-view representation are Bi-Directional Flow 
Features (Bi-flow view), Uni-Directional Flow Features 
(Uniflow view), and Packet-Based Features (Packet view). 
Configured to behave like smart home systems, industrial IoT, 
and consumer devices, the IoT devices were. 

All devices within the IoT network carried out local model 
training with the federated learning (FL) technique. To create a 
global model, the local training resulted in the aggregation of 
model parameters at a central server using the FedAvg 
technique. The model received periodic updates to detect 
currently known attack vectors and any that may be unknown, 
in real time. The assessment was performed using Python and 
PyTorch, with federated learning carried out using the PySyft 
library for secure machine learning. 
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B. Performance Metrics 

To evaluate the performance of FusionSec-IoT, we 
employed six key metrics: Accuracy, Precision, Recall, F1-
Score, Detection Latency, and Communication Overhead are the 
parameters used in this paper. Accuracy defines the overall right 
performance of the system while Precision and Recall defines 
the right identification of the attacks and the correct 
identification of all true attacks, respectively. The F1-Score 
integrates the precision and the recall to present a single figure 
for the system’s attack detection capacity. Detection Latency 
assesses the system’s ability to quickly respond to an attack and 
determine how long it takes for the system to detect an attack as 
it happens. Finally, the Communication Overhead captures the 
amount of data transferred during federated learning and 
demonstrates the system’s performance and adaptability, 
particularly in extensive IoT networks. Together, these metrics 
provide a balanced evaluation of FusionSec-IoT’s performance 
in terms of accuracy, speed, real time response and utilization of 
the resources.  

Accuracy: The percentage of correct attack and normal 
traffic classifications. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
          (6) 

Precision: The proportion of correctly identified attacks out 
of all predicted attack instances (see Fig. 3). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (7) 

Recall: The proportion of actual attacks that were correctly 
identified by the system. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (8) 

F1-Score: The harmonic mean of Precision and Recall, 
providing a balanced measure of the system's ability to detect 
attacks. 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
          (9) 

Detection Latency: The time taken to detect an attack after it 
has occurred, measured in milliseconds. 

Detection Latency=Time of Attack Detection−Time of Atta
ck Occurrence (9) 

Communication Overhead: The amount of data transmitted 
between devices and the central server during the federated 
learning process. 

Communication Overhead=∑(Data Sent+Data Received)   (10) 

 

Fig. 2. Accuracy comparison of ID method. 

The FusionSec-IoT system exceeded existing intrusion 
detection systems by delivering high precision and efficiency in 
the recognition of a diverse range of attacks. Table I gives an 
overview of the system performance, in comparison to baseline 
methods. 

Fig. 2 also presents the comparative analysis of the accuracy 
of the various kinds of intrusion detection strategies such as 
Centralized IDS, Single-View Federated IDS, Multi-View 
Federated IDS and FusionSec-IoT. The centralized IDS method 
depicts the lowest accuracy of over 90 %. Single-View 
Federated increases the accuracy of identification to about 93 %, 
and by using the Multi-View Federated system, it is about 96 %. 
The proposed FusionSec-IoT model attains the best accuracy of 
over 98%, which proves its high efficacy in the detection of 
intrusions in IoT security. 

 

Fig. 3. Precision , Recall , F1-score comparison of baseline models with the 

proposed model. 

TABLE II.  RESULT COMPARISON OF PROPOSED MODEL WITH BASELINE 

MODELS 

Method 
Accura

cy 

Preci

sion 
Recall 

F1-

Scor

e 

Detecti

on 

Latenc

y (ms) 

Communica

tion 

Overhead 

Traditio

nal 

Centrali
zed IDS 

91.5% 
90.2

% 
89.0% 

89.6

% 
450 ms High 

Single-

View 
Federate

d 
Learning 

92.7% 
91.0

% 
90.4% 

90.7

% 
380 ms Medium 

Multi-

View 
Federate

d 

Learning 

96.1% 
94.5

% 
93.9% 

94.2

% 
330 ms Low 

FusionS

ec-IoT 
(Propose

d) 

98.3% 
97.6

% 
97.0% 

97.3

% 
257 ms Very Low 

In Table II, it is shown that FusionSec-IoT reached a 
precision of 98.3%, remarkably exceeding the traditional 
centralized IDS (91.5%) and the single-view federated learning 
approach (92.7%). The precision and recall of the system were 
considerably higher, showing that FusionSec-IoT is more 
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capable of identifying genuine attacks and lowering false 
positives. The F1-Score of 97.3% proves a balanced 
performance regarding both precision and recall. 

C. Detection Latency 

In IoT ecosystems, latency is an important element for real-
time detection, necessary for countering attacks that are 
currently in progress. Results demonstrate that FusionSec-IoT 
has a detection latency of 257 ms, which is 43% quicker than 
classic centralized IDS systems and 32% faster than single-view 
federated learning solutions. The combination of Edge 
Computing with Reinforcement Learning has enabled the 
system to reduce latency, allowing it to make faster decisions at 
the edge and thereby reducing the time needed to send data for 
central server analysis. 

 

Fig. 4. Detection latency comparison. 

Fig. 4 shows the detection latency comparison of four 
methods: Centralized IDS, Single-View Federated, Multi-View 
Federated, and FusionSec-IoT. Centralized IDS has the highest 
latency, over 400 ms, followed by Single-View at 350 ms, and 
Multi-View at 320 ms. FusionSec-IoT achieves the lowest 
latency at 250 ms, highlighting its superior efficiency. 

 

Fig. 5. Communication latency comparison. 

The Fig. 5 compares communication overhead for four 
methods: Centralized IDS, Single-View Federated, Multi-View 
Federated, and FusionSec-IoT. FusionSec-IoT shows the lowest 
overhead, while Centralized IDS has the highest. 

D. Effectiveness of Multi-View Learning 

A key innovation of FusionSec-IoT is its use of multi-view 
learning to capture different aspects of network traffic. Table II 
compares the performance of single-view and multi-view 
learning systems. 

TABLE III.  MODEL PERFORMANCE 

Model Type Accuracy F1-Score 

Single-View Federated Learning 92.7% 90.7% 

Multi-View Federated Learning 96.1% 94.2% 

FusionSec-IoT 98.3% 97.3% 

Results presented in Table III show that multi-view learning 
markedly improves both detection accuracy and the F1-Score. 
FusionSec-IoT managed to detect sophisticated attack patterns 
that single view systems failed to recognize by analyzing 
network traffic from three different angles (Bi-flow, Uniflow, 
and Packet views). The skill to record both broad (bi-directional 
communication) and granular (packet details) traffic features 
played a role in this improvement. The combination of Particle 
Swarm Optimization (PSO) with Genetic Algorithm (GA) 
served to improve the system’s performance by selecting the top 
relevant features from every data view. The computational 
efficiency improved while maintaining high accuracy thanks to 
FusionSec-IoT's reduction in dimensionality of the data. 

 

Fig. 6. Feature selection efficiency. 

In contrast to systems that do not incorporate hybrid feature 
selection (see Fig. 6), FusionSec-IoT observed a 15% 
improvement in feature selection efficiency along with a 22% 
reduction in processing time. The highlighted features served to 
both decrease redundant data and illuminate critical attributes 
that were most important for intrusion detection, which resulted 
in quicker and more correct model training. FusionSec-IoT 
benefits from the ability of federated learning to keep raw traffic 
data on IoT devices, thereby preserving data privacy. The 
system's privacy guarantees received a boost from the 
integration of Differential Privacy (DP). To stop attackers from 
extracting sensitive information from the compiled parameters, 
controlled noise was added to the shared model updates. Despite 
the fact that adding differential privacy may at times reduce 
model accuracy, FusionSec-IoT managed to keep high accuracy 
(98.3%) while giving solid privacy protection. Table I indicates 
that the communication overhead of the system was minor, 
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representing the lowest data transmission requirements 
compared to the other evaluated methods. Federated learning 
helped to accomplish this by eliminating the continuous 
requirement to transmit raw data to a central server. Instead, the 
transmission only involved updated models (parameters), which 
resulted in less bandwidth consumption and guaranteed 
scalability. 

E. Analysis in Relation to Baseline Models 

FusionSec-IoT provided a 10% greater detection accuracy 
than traditional IDS systems, as well as a reduction in detection 
latency of 39%.  

TABLE IV.  MODELS LATENCY AND COMPUTATIONAL OVERHEAD 

Method Accuracy Latency 
Communication 

Overhead 

Centralized 
IDS 

91.4% 410 ms High 

FusionSec-

IoT 
98.5% 250 ms Very Low 

The capability of the system to continuously learn from new 
attack patterns in a decentralized approach produced better 
results than static, centralized models. Table IV shows the 
models latency and computational overhead. 

To address external validity, the variety of IoT device 
configurations chosen and the range of attack types employed in 
the study increases the applicability of the findings in flesh and 
blood situations. Nevertheless, the evaluation is carried out only 
for some datasets and IoT scenarios, and although positive 
performance results are achieved, further experiments on larger 
and heterogeneous datasets and in various IoT applications (e.g., 
smart cities or health care) will be needed to evaluate the 
extensibility and versatility of FusionSec-IoT in broader IoT 
systems. Further, the study’s environment is artificial and as 
such, the real-world implementation may pose some different 
scenarios that are not apparent in this controlled environment 
such as device variability, network fluctuations and other forms 
of attacks. 

V. DISCUSSION 

Specifically, the FusionSec-IoT as introduced in this paper 
presents a new architecture and framework for intrusion 
detection in IoT networks based on federated learning, multi-
view learning, hybrid feature selection, reinforcement learning, 
and differential privacy. The primary motive of this system is in 
view of the growing challenges of IoT security, data privacy, 
scalability and real time performance. This section looks at how 
FusionSec-IoT enhances on existing systems, effect of its 
components, and the potential for enhancements. 

A. Comparison with existing systems 

Conventional IDS on IoT networks are centralized or single-
perspective in terms of their architecture and data processing. In 
a centralized IDS model the known threats can be easily 
detected; however, the scalability, privacy and latency issues are 
very challenging. Most of the conventional systems are also 
based on signature-based techniques that restrict their 
effectiveness in identifying new and emerging threats. 
FusionSec-IoT does not suffer from these limitations because it 

uses a decentralized federated learning approach for training on 
edge devices without moving raw data. This approach does not 
reveal the identity of sensitive information, and this is crucial in 
IoT networks, where data privacy is crucial. 

Unlike single-view IDS systems, FusionSec-IoT uses 
multiple view learning to improve the system’s capability of 
detecting intricate attack patterns. FusionSec-IoT can detect 
some attacks that are not detected by conventional systems due 
to the analysis of network traffic patterns which include 
bidirectional flow, unidirectional flow and packet level features. 
Hybrid feature selection using Particle Swarm Optimization 
(PSO) and Genetic Algorithms (GA) is also incorporated to 
improve the system efficiency by reducing the dimensionality 
with high detection accuracy. This hybrid model of feature 
selection enhances the performance of models in environments 
where resources are limited. 

In addition, reinforcement learning (RL) integration 
empowers FusionSec-IoT to shift its approach according to 
emerging threats, which makes the detection policy easily 
revisable in real-time. This is a more desirable situation than 
with traditional IDS systems that often use fixed models and 
cannot adapt to new attack patterns. When differential privacy 
is incorporated in the federated learning process of FusionSec-
IoT, then privacy of the updates is protected while providing 
useful updates to the global model even when there are 
adversaries who wish to infer privacy information. 

B. Key Findings 

Experimental evaluation results reveal that FusionSec-IoT is 
superior to conventional IDS systems in several aspects, such as 
detection rate and the response time as well as the ability to 
preserve user privacy. FusionSec-IoT achieved a detection 
accuracy of 98.3 percent for the given attacks than centralized 
IDS that has a detection accuracy of 91.5 percent. This shows 
the efficiency of the multi-view learning approach to capture the 
multiple view vectors, and improve the detection ability. Also, 
the system has a low detection latency of 257ms, which is far 
much better compared to typical IDS systems that undergo high 
latency because of the central data analysis. The latency is 
brought down by edge computing which processes data nearer 
to the source, meaning less time is taken to identify and address 
attacks. 

The main advantages of FusionSec-IoT are based on the 
application of a set of several state-of-art methods to address the 
specific issues of IoT security. Federated learning solves the 
problem of confidentiality while at the same time, achieving 
learning across devices. The multi-view learning approach 
increases the attack detection accuracy due to the use of multiple 
views of network traffic. The reinforcement learning makes the 
system able to learn new, never seen before attacks, while the 
hybrid feature selection process is computationally effective, 
which makes FusionSec-IoT appropriate for IoT devices with 
limited computational power. 

Moreover, due to federated learning and differential privacy, 
the proposed system has low communication overhead and can 
be scaled to the IoT large-scale real-world applications. The 
proposed system’s ability to analyze data at the periphery 
without requiring much interaction with the hub in the form of a 
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central server minimizes the bandwidth necessary for IoT 
networks. 

However, there are several limitations inherent to 
FusionSec-IoT which should be discussed in further research. 
The main drawback of using some of the proposed methods, 
particularly hybrid feature selection and reinforcement learning, 
is the increased computational cost. Although these techniques 
enhance the performance of the system, they also impose extra 
processing overhead especially on the IoT devices. Future work 
could be devoted to fine-tuning these components to decrease 
the computational load while increasing their accuracy. Further, 
differential privacy is also efficient in preserving the data 
privacy of individuals; however, it may cause a decline in the 
model’s quality. Further enhancements might be to strive to 
achieve a better trade-off between privacy and model 
performance while the loss of accuracy is negligible. 

VI. CONCLUSION 

In this paper, we proposed FusionSec-IoT, which is a novel 
and complex intrusion detection system for IoT networks. 
FusionSec-IoT contributes federated learning, multi-view 
analysis, hybrid feature selection, reinforcement learning, and 
graph neural networks to develop a comprehensive mechanism 
to detect multiple types of cyber threats with privacy-preserving 
and low computational complexity. This is due to the use of 
federated learning, this makes the system more permissive in the 
use of IoT devices for collaborative training of detection models 
without having to let private information through in the process. 
This is especially important in the IoT context as privacy and the 
scalability issue are high priorities. Moreover, the utilization of 
multi-view learning enables FusionSec-IoT for capturing and 
analyzing the network traffic based on the multiple viewpoints 
thus enhance the identification of attack. The outcome of our 
experiment shows that FusionSec-IoT surpasses the 
performance of centralized IDS and single-view FL systems. 
The system implemented here achieved 98.3% of detection 
accuracy only 257 milliseconds of delay making it more 
effective in real time IoT contexts. Moreover, the use of 
reinforcement learning helps the system learn new threats as 
they advance over time and use differential privacy to protect 
possible data breaches. 

Therefore, FusionSec-IoT offer a solution for intrusion 
detection that is efficient, private, and highly accurate with a 
potential for scaling, beyond current methods. Further research 
will be conducted to fine-tune resource utilization in low- power 
IoT nodes and look into the use of the system in a much larger 
sense in Industrial IoT and smart cities. 
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Abstract—In the field of image Super-Resolution reconstruc-
tion (SR), traditional SR techniques such as regression-based
methods and CNN-based models fail to retain texture details
in the reconstructed images. Conversely, Generative Adversarial
Networks (GANs) have significantly enhanced the visual qual-
ity of image reconstruction through their adversarial training
architecture. However, existing GANs still exhibit limitations
in capturing local details and efficiently utilizing features. To
address these challenges, we have proposed a super-resolution
reconstruction method leveraging local texture adversarial and
hybrid attention mechanisms. Firstly, a Local Texture Sampling
Module (LTSM) is designed to precisely locate small regions with
strong texture features within an image, and a local discriminator
then performs pixel-by-pixel evaluation on these regions to
enhance local texture details. Secondly, a hybrid attention module
is integrated into the generator’s residual module to improve
feature utilization and representativeness. Finally, we conducted
extensive experiments to validate the effectiveness of our method.
The results demonstrate that our method surpasses other super-
resolution reconstruction methods in terms of PSNR and SSIM
on four benchmark datasets. Furthermore, our method visually
generates high-resolution images with richer details and more
realistic textures.

Keywords—Super-resolution reconstruction; generative adver-
sarial network; hybrid attention; local texture sampling

I. INTRODUCTION

With the rapid development of digital image processing
technology, image super-resolution reconstruction has become
one of the research hotspots. SR technology aims to re-
cover High-Resolution (HR) images from Low-Resolution
(LR) images. In recent years, SR technology has demon-
strated its tremendous potential in numerous advanced visual
tasks, such as object detection [1][2], image classification [3],
and instance segmentation [4]. Traditional SR methods, such
as interpolation-based methods [5] and reconstruction-based
methods [6], mainly rely on prior knowledge of the images
and complex algorithms. However, these methods have certain
limitations in recovering image details and textures. Recently,
the rise of deep learning technology has brought new ideas to
image SR reconstruction.

Deep learning-based solutions have shown superior per-
formance in terms of Peak Signal-To-Noise Ratio (PSNR)
and visual perception metrics. For example, Dong et al. [7].
proposed a method for SR reconstruction by using interpolated
low-resolution images and supplementing content details with
CNNs, the SRCNN network proposed in the paper is one of
the earliest works that applied deep learning to super-resolution
reconstruction. The EDSR network [8], the champion solution

of the NTIRE2017 super-resolution challenge, streamlined the
network by removing some unnecessary structures in the resid-
ual structure and proposed a multi-scale deep super-resolution
system, which performs well under different super-resolution
scales. The RCAN network [9] introduced an attention mech-
anism to differentiate the features of different channels and
proposed a residual in residual (RIR) structure, building a
very deep neural network with more than 400 convolutional
layers, achieving excellent super-resolution prediction results.
Although these methods achieved high PSNR metrics, they all
learned deterministic one-to-one mappings from LR images to
HR images using L2 or L1 loss functions. Essentially, they
predict the mean of the distribution, which tends to generate
blurry images.

To produce more visually appealing results, genera-
tive super-resolution reconstruction models have been pro-
posed, such as Generative Adversarial Networks (GANs)
[10][11][12][13][14][15], diffusion models [16][17][18][19],
and flow models [20][21]. Among them, GAN-based super-
resolution reconstruction methods have significantly improved
the visual effects of reconstructed images. Despite the sig-
nificant achievements of GANs in the field of image super-
resolution, some challenges and areas for improvement remain.
For instance, how to better utilize the feature information in
images, improve the generalization ability and stability of the
model, and more accurately restore local details of images are
current research focuses. To address these issues, researchers
have proposed various improvement strategies, such as intro-
ducing attention mechanisms to enhance the model’s focus
on important features, adjusting network structures to improve
feature extraction efficiency, and adopting new regularization
techniques to stabilize the training process.

In response to the issues of insufficient feature uti-
lization and blurred local texture details in existing image
super-resolution reconstruction methods, we propose a super-
resolution reconstruction method based on local texture ad-
versarial and hybrid attention generative adversarial networks.
The hybrid attention module is added to the residual modules
of the generator to enhance the model’s utilization of features
and the representativeness of each feature. To improve the
quality of detail textures in generated images, we introduces
LTSM, which can accurately locate patches with strong texture
features based on the edge texture intensity of each local
region in the input image, serving as a key reference for
further processing. Along with the LTSM, a local discriminator
is also employed, whose structure is identical to that of
the global discriminator. Furthermore, the local discriminator
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needs to make pixel-by-pixel judgments on the patches with the
strongest texture information extracted by LTSM, making the
local texture details of the reconstructed images more realistic
and greatly enhancing the visual perception of the images.

The remainder of this paper is structured as follows:
Section II provides a comprehensive review of related work,
highlighting existing advancements and limitations in GAN-
based and hybrid attention mechanisms for image super-
resolution. Section III details the proposed method, including
the generator and LTSM. Section IV presents extensive experi-
mental results and analysis, comparing the proposed approach
with state-of-the-art models on benchmark datasets. Finally,
Section V concludes the paper, summarizing the contributions
and discussing potential directions for future research.

II. RELATED WORKS

A. Single Image Super-Resolution Based on GANs

The goal of single SR is to enhance the resolution of a
LR image to produce a corresponding HR image. Typically,
LR images are obtained through a degradation process involv-
ing blurring and down-sampling. In classical image super-
resolution reconstruction, bicubic down-sampling is widely
used to simulate this degradation. By using it as a benchmark,
different SR methods can be evaluated and directly compared,
thereby verifying the effectiveness of new SR methods.

GANs [22] provide a principled approach to enhance
the generator’s ability to produce realistic images through
adversarial training between the generator and discriminator.
To improve perceptual quality, Johnson et al. [23] proposed
a perceptual loss. Ledig et al. [10] introduced SRGAN,
which performed adversarial training alongside the SRResNet
generator, marking the first use of GANs for image super-
resolution reconstruction. Subsequent improvements to gen-
erator architectures include Wang et al. [13], who proposed
ESRGAN with a Residual-in-Residual Dense Block (RRDB)
architecture, which has become a standard backbone for many
state-of-the-art GAN-based super-resolution methods. Later,
Rakotorinira et al. [24] enhanced ESRGAN with additional
noise injection, presenting ESRGAN+ Zhang et al. [14] intro-
duced a Ranker that learns perceptual metrics in RankSRGAN.
For discriminator improvements, the relativistic discriminator
concept proposed by RelativisticGAN [25] and the multi-
discriminator strategy used by MPD-GAN [26] have provided
greater training stability and better reconstruction image qual-
ity for GAN-based super-resolution methods.

Although the aforementioned GAN-based single image SR
methods have made significant improvements in PSNR metrics
and visual effects compared to interpolation- and regression-
based methods, there is still considerable room for improve-
ment in reconstructing local and highly textured regions of
images.

B. Hybrid Attention Mechanism

In recent years, Transformer-based methods [27][28] have
demonstrated remarkable performance in image restoration
tasks, particularly in image SR and denoising. Despite these
breakthroughs, attribution analysis reveals that existing net-
works have limited spatial utilization of input information. This

indicates that the potential of transformers in current networks
has not been fully exploited.

To better reconstruct images and activate more input pixels,
Chen et al. proposed Hybrid Attention Transformer (HAT)
[29]. HAT not only incorporates a channel attention mech-
anism to enhance the interaction efficiency between features
but also introduces a window-based self-attention mechanism,
further improving the model’s ability to handle multi-scale
features. This method effectively combines the global and
local advantages of transformers, enhancing its performance
in image restoration tasks. HAT can more meticulously focus
on important features within the image, providing richer and
more precise information for image restoration. However,
Transformer-based SR reconstruction models often produce
images with less realistic textures, whereas GANs can generate
more visually appealing images. In terms of subjective visual
effects, SR models based on GANs typically achieve better
results. Additionally, GANs can combine various loss functions
to adjust outputs, allowing them to perform well in different
scenarios. Nevertheless existing models failed to effectively
combined the advantages of transformer and GANs based
approaches.

C. Existing Solutions and Limitations

Despite notable progress in image super-resolution (SR)
research, existing methods still face critical limitations that
hinder their effectiveness in addressing texture and detail re-
construction challenges. Table I summarizes the key limitations
of prominent SR approaches and their unsuitability for the
problem at hand.

The above limitations highlight the gaps in existing SR
methods, particularly their inability to balance global structure
preservation with detailed texture restoration. These shortcom-
ings directly impact the visual realism and structural fidelity
of reconstructed images. To address these challenges, the
proposed approach introduces:

1) Hybrid Attention Residual Blocks (HARB): Combines
window-based self-attention and channel attention to capture
both global and local features, improving feature utilization
and structural preservation.

2) Local Texture Sampling Module (LTSM): Targets high-
frequency texture-rich regions for focused adversarial learning,
enhancing detail realism and mitigating blurriness.

3) Dual adversarial branches: Integrates global and local
discriminators to balance structural consistency and texture
enhancement.

By addressing these gaps, the proposed method is par-
ticularly suited for generating high-resolution images with
enhanced texture detail and structural fidelity, overcoming the
limitations of existing approaches.

III. PROPOSED METHOD

The most distinctive feature of HR images is their intricate
local texture patterns, which represent the distribution of local
pixels. Specifically, high-frequency pixels concentrate around
local edges, while low-frequency pixels smoothly spread ad-
jacent to these edges. This separation pattern between high
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TABLE I. LIMITATIONS IN EXISTING METHODS

Method Advantages Limitations Suitability Issues for Current Problem

SRCNN[7] Simple, pioneering CNN-based SR
Limited ability to capture

high-frequency textures and complex details

Over-smooth outputs; insufficient texture restoration

in high-resolution demands.

RCAN[8] Channel attention for feature focus
High computational cost;

limited enhancement of localized textures

Struggles with highly textured regions critical

for detailed reconstructions.

SRGAN[9] First GAN-based SR approach
Artifacts in outputs;

struggles with preserving structural consistency

Insufficient detail fidelity in texture-rich

and edge-dense areas.

ESRGAN[13] Improved GAN design Lacks mechanisms for enhancing localized texture details
Unable to accurately enhance localized,

high-frequency textures.

SwinIR[27] Transformer-based SR model Effective global attention; high computational demand
Limited capability in generating realistic textures

in local image regions.

and low-frequency elements starkly contrasts with LR im-
ages where high-frequency elements are either not distinctly
separated or missing altogether. To address this, this study
extends the framework of GANs by adding a patch-level
learning branch. This branch adaptively applies adversarial
learning to different local regions based on their edge char-
acteristics, thereby enhancing the model’s ability to capture
texture patterns in HR images. Furthermore, to address the
issue of insufficient feature utilization by existing models,
we introduce a hybrid attention residual block in place of
the original dense residual blocks within the generator. These
hybrid attention blocks combine window-based multi-head
self-attention mechanisms with channel attention mechanisms.
This approach aims to activate more effective pixels for
SR reconstruction tasks, thereby improving the utilization of
features in input images. By integrating these advancements,
the proposed method enhances the capability of GAN-based
models to accurately reconstruct HR images while preserving
and enhancing intricate local texture patterns.

A. Network Structure Overview

The network structure is depicted in Fig. 1, where IHR

represents the HR image;ILR represents the LR image that
obtained by bicubic interpolation and downsampling from;ISR

denotes the super-resolution image reconstructed by the gen-
erator. The high-resolution image are first input into the
generator based on hybrid attention blocks to output super-
resolution image, IHR and ISR are simultaneously input into
the global discriminator, which outputs a grayscale image of
the same height and width as the input image to determine
whether the input image is a real high-resolution image or a
super-resolution image generated by the generator, IHR will
also be sent into a pre-trained VGG-19 network, where the
perceptual loss is calculated on the feature maps output from
the middle convolutional layers of the network.

To better capture texture patterns that are more noticeable
in local areas, a local adversarial learning branch is added. In
this branch, LTSM is proposed, which constrains adversarial
learning only in the local regions with the highest intensity.
The LTSM takes mini-batches of IHR and ISR as input
and outputs the top N patches IHR

patch and ISR
patch with the

highest pixel intensities from these two mini-batches respec-
tively. A local discriminator, which has the same structure as
the global discriminator, simultaneously we established local
discriminator to differentiate between the patches from IHR

patch

and ISR
patch forming local adversarial learning, which has the

same structure as the global discriminator. This promotes the
generator to produce more realistic local texture details.

B. Generator

The existing model structure does not fully utilize the input
features, leading to a loss of detail in the reconstructed images.
we integrated Hybrid Attention Residual Blocks (HARB)
into the Residual in Residual Dense Block(RRDB) structure.
Specifically, an Hybrid Attention block(HAB) is embedded
before the output of the RRDB module. The HAB combines
channel attention and window-based multi-head self-attention
in a parallel manner. Channel attention leverages global infor-
mation, and self-attention has strong representation capabili-
ties, ensuring that the network activates more effective pixels
and extracts more input feature information. The structure of
HARB is shown in Fig. 2. In the generator, only the last six
RRDB blocks are replaced with HARB blocks.

The overall network structure of the generator is shown
in Fig. 3. Since Batch Normalization (BN) layers can easily
cause unwanted artifacts in SR reconstructed images, the
entire generator structure does not use BN layers. All con-
volutional layers use LeakyReLU as the activation function,
which addresses the zero-gradient issue for negative values,
stabilizes model training, and accelerates model convergence.
In the generator, a convolutional layer is first used to extract
edge information from LR images, which is then fed into m
RRDB blocks. The dense residual blocks and residual scaling
techniques used in the RRDB blocks help train deeper network
models, further improving the network’s ability to capture
semantic information. The intermediate feature maps produced
by the RRDB blocks are then fed into n HARB blocks. These
blocks use window-based multi-head self-attention to capture
long-range dependencies in the sequence while focusing on
important parts of the input feature information by paying
attention to channel information. The upsampling part of the
generator consists of two consecutive PixelShuffle [30], each
of which doubles the resolution of the feature maps. Finally,
two convolutional layers adjust the channels to output the SR
reconstructed results.

C. Local Texture Sampling Module

In GANs, images reconstructed by the generator often
exhibit blurriness and lack of detail. To improve the quality
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Fig. 1. The overall architecture of the proposed method, which consists of a global adversarial branch and a local adversarial branch. The LTSM is applied in
the local branch to enhance the model’s learning of texture details.

Fig. 2. The overall structure of the HARB is shown above the dashed line,
consisting of Dense Residual Blocks and a Hybrid Attention Block (HAB).
Below the dashed line is the structure of the HAB, which is composed of

Channel Attention and Window-based Self-Attention mechanisms.

Fig. 3. The core of the generator consists of 17 RRDB and 6 HARB, after
these blocks, an upsampling process using PixelShuffle is applied to increase

the resolution of the image, followed by additional convolutional layers to
produce the final HR image.

of local texture details in generated images, we proposes the
LTSM. The LTSM is designed to extract local texture features
from images. It uses an improved Sobel operator to calculate
the edge strength of each local region in the input image and
evaluates the texture features of these local regions based on
their edge strength. The specific details of the LTSM are shown
in Fig. 4. Specifically, in the preprocessing part of the LTSM,
the input tensors IHR and ISR are first converted into ndarray
format. Then, based on the hyperparameter patchSize, each
group of images is divided into M patches IHR

patch and ISR
patch,

here M= Batch Size×(
∣∣∣ H
patchSize

∣∣∣+ 1)× (
∣∣∣ W
patchSize

∣∣∣+ 1)

H and W represent the height and width of the image,
respectively. At the same time, we also obtains a list of
coordinates patchCoordinates corresponding to the top-left
corner of each patch in the original image. These segmented
patches are processed through a guided-filter [31] Fgf , which
filters out noise from the image while retaining as much edge
information as possible.

Ipatchi = Fgf (I
patch
i , Ipatchi ), i = 1, ..., Batch Size. (1)

The denoised images are then fed into the improved Sobel
operator, where the resulting four scores are squared and
summed. Finally, the square root of the summed result is
calculated, and the average value is taken to obtain the edge
pixel intensity scores for all patches in an image. These scores
serve as the keys for patch selection, and their values are
calculated as follows:

Keyj,k = Mean(
2

√√√√ 4∑
i=1

(IPatch
j,k ⊗Ki)2),

j = 1 . . .Batch Size, k = 1, . . . ,M

(2)

The symbol ⊗ represents the convolution operation. The Key
values for all patches in a batch are calculated and sorted
accordingly. Finally, the top N patches with the highest edge
pixel intensity scores and their corresponding patch coordi-
nates are obtained. Based on these coordinates, the correspond-
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ing tensor patches are extracted from the original input tensors
ISR and IHR preserving the original gradient information of
the tensors. The architecture of LTSM is shown in Fig. 4:

D. Loss Function

1) Pixel-wise loss: traditional image super-resolution (SR)
reconstruction methods are mostly based on the L2 pixel-level
loss function mean-square error (MSE). Although this achieves
a high PSNR value, using MSE tends to drive the solution
towards a pixel-averaged result, which is overly smooth and
perceptually poor. Therefore, in the pre-training phase, we only
uses L1 loss to accelerate the convergence of the model. The
pixel-wise loss is defined as shown in Eq. (3):

L1 =
1

HW

H∑
i=1

W∑
j=1

∣∣∣G(ILR)(i,j) − IHR
(i,j)

∣∣∣ (3)

where G represents the generator.

2) Perception loss: we uses a pre-trained VGG-19 network
to extract features. The perceptual loss is calculated using the
feature maps before the LeakyReLU activation, as these feature
maps contain more detailed information compared to the more
sparse features after activation, providing stronger supervision.
Features are extracted from the conv1-2, conv2-2, conv3-4,
conv4-4, and conv5-4 layers, and the perceptual loss from each
layer is weighted and summed to obtain the final perceptual
loss. The perceptual loss is defined as shown in Eq. (4):

Lpercep =
∥∥φ(G(ILR))− φ(IHR)

∥∥
1

(4)

Where φ(·) represents the pre-trained VGG-19 network.

3) Global adversarial loss: The global adversarial loss
aims to capture global content feature information. The super-
resolution images generated by the generator are input into the
global discriminator to obtain a score for each pixel. Compared
to the traditional VGG-style discriminator, which outputs a
scalar for loss calculation, the discriminator is based on the
idea of a U-Net style discriminator. The discriminator’s loss is
defined as the average decision of all pixels. Pixel-level loss
calculation can make the texture details of the reconstructed
image more precise. The least squares loss function (LSGAN)
[32] is used instead of the cross-entropy loss function to
achieve better training stability. The global adversarial loss
function is defined as shown in Eq. (7):

LD
Global = EIHR [(DGlobal(I

HR)− 1)2]

+ EILR [(DGlobal(G(ILR)))2]
(5)

LG
Global = EILR [(DGlobal(G(ILR))− 1)2] (6)

LadvGlobal = LD
Global + LG

Global (7)

4) Local adversarial loss: The local adversarial loss con-
strains adversarial training in small local regions with the
highest edge texture intensity in the image, better promot-
ing the generator to capture local texture features of high-
resolution images. The output of the local discriminator is the

average decision of all pixels in these small regions. The local
adversarial loss is defined as shown in Eq. (10):

LD
Local = Ehp

i
∼IHR

patch

[
1

N

n∑
i=1

(DLocal(h
p
i )− 1)2

]
+

Elp
i
∼ILR

patch

[
1

N

n∑
i=1

(DLocal(l
p
i ))

2

] (8)

LG
Local = Elp

i
∼ILR

patch

[
1

N

n∑
i=1

(DLocal(l
p
i )− 1)2

]
(9)

LadvLocal = LD
Local + LG

Local (10)

Here hp
i and lpi are the i-th small regions extracted by the

LTSM from the high-resolution image IHR and the super-
resolution image ISR. Since LTSM extracts the top N small
regions with the highest edge texture intensity from each input
image, the local adversarial loss is calculated by summing the
loss over these N regions and then taking the average.

5) Pre-training and training loss function: The pre-training
loss and training loss are based on the aforementioned loss
functions. In the pre-training phase, only the generator is
trained. The generator’s pre-training loss is defined as shown
in Eq. (11):

Lpre = L1 (11)

The training phase includes both generator loss and dis-
criminator loss. The total loss function of the generator is
defined as shown in Eq. (12):

LG = γ1L1 + γ2L
G
Global + γ3L

G
Local + γ4Lpercep (12)

where the weights of the generator’s loss functions are γ1 =
0.08,γ2 = 0.04,γ3 = 0.02,γ4 = 1.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Setup

The experiments were conducted on two NVIDIA GeForce
RTX 3090 GPUs. The experiment used 800 HR images from
the DIV2K dataset [33] and the corresponding LR images,
obtained by bicubic interpolation with a scaling factor of 4,
as the training dataset. The test sets are four standard datasets
commonly used in the field of image super-resolution recon-
struction: Set5, Set14, BSD100 and Urban100. The experiment
used PSNR and SSIM as evaluation metrics. The settings and
hyperparameter selection for the model during the training
process are as follows: During training, the DIV2K dataset
was randomly cropped into 128x128 images and subjected
to random rotation and random flipping. The batch size for
each input was 64. The number of RRDB blocks m was 16,
and the number of HARB blocks n was 6. In the pre-training
phase, only the PSNR-oriented pixel-wise loss defined in Eq.
(3) was used to update the generator. The pre-training phase
consisted of a total 6.25×104 iterations, with an initial learning
rate of 2 × 10−4 The learning rate was halved after every
1.25 × 104 iterations.After the pre-training phase, the official
training phase used Exponential Moving Average(EMA) to
stabilize the training, with a weighting factor β = 0.999, In the
official training phase, the initial learning rate for the generator
was 1×10−4, and the initial learning rate for the discriminator
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Fig. 4. Details of Local Texture Sampling Module (LTSM) which adaptively extracts local image patches with most salient texture features from each
mini-batch of input images.

was 4×10−4, The official training phase consisted of 7.5×104

iterations. with the learning rates for both the generator and
the discriminator halved after every 1.25×104 iteration. Adam
optimizer was used for all training phases, where β1 = 0.9,
β2 = 0.999, ε = 1× 10−8.

B. The Effects of Hybrid Attention Residual Blocks

The generator is implemented based on Hybrid Attention
Residual Blocks. To validate the effectiveness of these blocks
in extracting more feature information and activating more
effective pixels, this section conducts experiments on the pre-
trained generator and compares the changes in PSNR values.
As shown in Table II, increasing the number of Hybrid
Attention Residual Blocks from 8 to 16 resulted in PSNR
improvements of 0.22 dB and 0.13 dB on the Set5 and Set14
test sets, respectively. Further increasing the blocks from 16 to
24 resulted in a PSNR improvement of 0.05 dB on the Set5 test
set and 0.01 dB on the Set14 test set. However, with more than
16 Hybrid Attention Residual Blocks, the generator’s network
parameters became excessively large. Therefore, we ultimately
used 16 Hybrid Attention Residual Blocks to construct the
generator, ensuring a high PSNR value while keeping the
network parameter size manageable.

TABLE II. THE EFFECTS OF HYBRID ATTENTION RESIDUAL BLOCKS

The Number of HARB SET5 PSNR(dB) SET14 PSNR(dB)

0 30.12 27.8

8 31.11 28.1

16 31.93 28.23

32 31.98 28.24

C. The Effects of Local Adversarial Branch and LTSM

To verify the effectiveness of the LTSM and its impact on
the generator, this section conducts quantitative and qualitative

comparisons based on PSNR metrics and the quality of super-
resolution reconstructed images. Specifically, we compare
models using only the global adversarial module, models
without LTSM extracting patches but using all patches, and
the complete model.

As shown in Table III, introducing the local adversarial
branch results in improvements in PSNR and SSIM metrics
on each dataset, indicating that the local adversarial branch
effectively enhances the structural similarity of images. Fur-
thermore, not using the LTSM and training with all patches
led to decreases in both PSNR and SSIM metrics, further
validating the importance of the LTSM in extracting criti-
cal texture information. Comparing the reconstruction results
shown in Fig. 5, we can visually observe differences in
detail preservation and edge handling among different models.
The complete model using the local adversarial branch and
LTSM excels in restoring edge textures, producing clearer
images with richer details. In contrast, models using only
the global adversarial module show blurrier edge handling,
and those not using the LTSM exhibit deficiencies in detail
representation. This visual improvement vividly reflects the
contribution of the local adversarial branch and LTSM in
enhancing the effectiveness of super-resolution reconstruction.
By comparing the reconstruction results under different model
configurations, this study concludes that the local adversarial
branch and LTSM are crucial for enhancing the performance
of super-resolution reconstruction. They not only improve
quantitative evaluation metrics but also demonstrate significant
visual improvements in qualitative analysis. These findings
underscore the importance of considering local texture features
in the design of super-resolution reconstruction models.

D. Comparison with Existing SR Models

1) Quantitative comparison: In this section, our model is
compared with several existing super-resolution (SR) models.
The models chosen for comparison include traditional bicubic
interpolation, as well as several deep learning-based methods
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TABLE III. EFFECTS OF LOCAL ADVERSARIAL BRANCH AND LTSM ON PSNR AND SSIM METRICS

Datasets
W/O Local Adversarial Branch W/O LTSM(All patches) ours(full model)

PSNR SSIM PSNR SSIM PSNR SSIM

Set5 32.30 0.9073 31.22 0.8987 32.32 0.9110

Set14 28.12 0.8025 27.92 0.7829 28.15 0.8231

BSD100 27.92 0.6882 27.12 0.6801 28.31 0.7012

Urban100 26.66 0.8029 26.85 0.8012 27.18 0.8206

Fig. 5. Urban100 dataset img 091 Reconstruction Comparison, the results
show that compared to model trained without the local adversarial branch

and trained using all patches in the local branch, the model trained with the
LTSM produces more realistic texture details.

such as SRCNN [7], RCAN [9], SRGAN [10], ESRGAN [13],
and SwinIR [27]. Additionally, we incorporate the recently
proposed Semantic-aware Discriminator (SeD) [34] into ES-
RGAN and SwinIR, a recent approach designed to enhance
texture generation quality by leveraging semantic information.
The improved versions of these models are denoted as ESR-
GAN+ and SwinIR+, respectively. Comparative experiments
are conducted on four commonly used benchmark datasets:
Set5 [35], Set14 [36], BSD100 [37], and Urban100 [38], with
primary evaluation metrics being PSNR (Peak Signal-to-Noise
Ratio) and SSIM (Structural Similarity Index).

In Table IV, our model demonstrates best performance
across four commonly used datasets at all scales, especially
achieves average improvement of 0.15 dB on PSNR compared
to SwinIR+ [27][34] at ×4 scale. From the SSIM results, it
is evident that our model consistently achieves optimal perfor-
mance across most datasets except for SSIM on BSD100(×4).
Compared to other models, our model shows an average SSIM
improvement of 0.053 over SRCNN [7], 0.014 over RCAN
[9], 0.047 over SRGAN [10], 0.056 over ESRGAN+ [13][34],
and 0.003 over SwinIR+ [27][34]. These findings indicate that
our model not only excels in image clarity (PSNR) but also
performs exceptionally well in preserving image structure and
details (SSIM).

In summary, through comparisons with various existing
SR models, our proposed Generative Adversarial Network
super-resolution reconstruction method based on local texture
adversarial learning and hybrid attention demonstrates out-
standing performance in both PSNR and SSIM metrics. This
validates its effectiveness and superiority across different types
of images.

2) Qualitative comparison: In terms of qualitative compar-
ison, this study selected typical images from different datasets
to visually assess the reconstruction results of various models.
The specific results are shown in Fig. 6, 7 and 8.

Regarding image details and texture restoration, the pro-
posed model demonstrates significant advantages Compared
to other models, it preserves the details and textures of the
original images better during reconstruction, the patches high-
lighted in red boxes represent critical regions for evaluating
detail preservation and texture fidelity. For instance, in urban
street scene images Img 014 and Img 087 from the Urban100
dataset, the proposed model not only reconstructs building
edges and textures clearly but also presents more natural and
realistic details. In contrast, other models like SRCNN [7],
RCAN [9], and SRGAN [10] may exhibit blurriness or dis-
tortion in some details, which the proposed model effectively
avoids.

Furthermore, on datasets like Set5 and Set14, the proposed
model shows strong robustness and capability in restoring de-
tails in natural scenes and facial images. In Baboo from Set14,
the proposed model performs a more natural reconstruction
effect on facial details such as eyes and beard.

In comparison with existing SR models, the proposed
model demonstrates superior performance in both quantitative
metrics and qualitative effects. By integrating local texture
adversarial learning and hybrid attention mechanisms, the
proposed model not only enhances the accuracy of image
reconstruction but also achieves a higher level of visual fidelity.

Fig. 6. Baboo from Set14 Reconstruction Comparison, the patches for
comparison are marked with red boxes in the original images. PSNR/SSIM is
calculated based on the patches to better reflect the performance difference.

Fig. 7. Img 087 from Urban100 reconstruction comparison.
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TABLE IV. QUANTITATIVE COMPARISONS (PSNR/SSIM) BEST PERFORMANCES ARE MARKED IN BOLD AND “+” INDICATES THAT METHODS
INCORPORATE SED

Method Scale
Set5 Set14 BSD100 Urban100

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Bicubic x2 33.66 0.9299 30.24 0.8688 29.56 0.8431 26.88 0.8403

SRCNN[7] x2 36.66 0.9542 32.45 0.9067 31.36 0.8879 29.50 0.8946

RCAN[9] x2 38.27 0.9614 34.12 0.9216 32.41 0.9027 33.34 0.9384

SRGAN[10] x2 36.86 0.9560 33.56 0.9156 32.12 0.8996 32.36 0.9196

ESRGAN+[13][34] x2 37.45 0.9592 33.76 0.9175 32.30 0.9075 32.56 0.9315

SwinIR+[27][34] x2 38.39 0.9620 34.14 0.9227 32.44 0.9030 33.40 0.9393

Ours x2 38.41 0.9652 34.22 0.9231 32.55 0.9038 33.47 0.9425

Bicubic x3 30.39 0.8682 27.55 0.7742 27.21 0.7385 24.46 0.7349

SRCNN[7] x3 32.75 0.9090 29.28 0.8209 28.41 0.7863 26.24 0.7989

RCAN[9] x3 34.74 0.9299 30.65 0.8482 29.32 0.8111 29.09 0.8702

SRGAN[10] x3 33.20 0.9101 29.89 0.8322 29.13 0.7850 28.91 0.8577

ESRGAN+[13][34] x3 34.75 0.9223 30.44 0.8455 29.30 0.8128 28.99 0.8679

SwinIR+[27][34] x3 34.89 0.9312 30.89 0.8503 29.35 0.8124 29.29 0.8744

Ours x3 34.93 0.9388 30.90 0.8521 29.40 0.8155 29.47 0.8782

Bicubic x4 28.40 0.7854 26.09 0.7486 24.98 0.6935 23.12 0.6577

SRCNN[7] x4 29.07 0.8504 26.64 0.7602 26.90 0.7101 23.98 0.7213

RCAN[9] x4 30.83 0.8878 26.75 0.7889 27.77 0.7236 25.92 0.7985

SRGAN[10] x4 29.40 0.8213 26.21 0.7428 27.1 0.7223 24.37 0.7802

ESRGAN+[13][34] x4 30.46 0.8525 26.86 0.7905 27.85 0.6528 26.15 0.7328

SwinIR+[27][34] x4 32.25 0.9012 28.12 0.7914 28.29 0.7311 26.71 0.8164

Ours x4 32.32 0.9110 28.15 0.8231 28.31 0.7012 27.18 0.8206

Fig. 8. Img 014 from Urban100 reconstruction comparison.

V. CONCLUSION

We had proposed a GAN based method for image SR
reconstruction, leveraging local texture adversarial and hybrid
attention residual block. LTSM is introduced to compute edge
intensity in local image regions, this module effectively ad-
dresses issues of blurriness and detail loss commonly observed
in traditional GAN-generated images. Additionally, a generator
equipped with HARB is incorporated to enhance the utilization
of input features during generation. This approach ensures
better preservation of image structure and details, thereby
improving overall image quality in reconstruction. Experi-
mental validation on multiple standard datasets (Set5, Set14,
BSD100, and Urban100) demonstrates superior performance in
terms of PSNR and SSIM metrics, surpassing various existing
super-resolution methods and exhibiting notable advantages
in image detail and texture restoration. However it is not
without limitations. One key limitation is the computational
cost associated with the HARB and LTSM, which may limit its
deployment in real-time applications or on devices with con-

strained resources. Additionally, while the LTSM effectively
enhances local texture details, its reliance on patch selection
based on edge intensity might overlook non-edge regions with
critical texture information, leading to potential gaps in detail
preservation in less textured areas.

For future work, we will explore optimizing the compu-
tational efficiency of the proposed framework by leveraging
lightweight architectures or pruning techniques. Furthermore,
incorporating adaptive mechanisms for selecting texture-rich
regions, beyond edge intensity, could enhance the model’s
ability to generalize across diverse image types. Extending
the current method to handle multi-frame super-resolution
or domain-specific applications, such as medical imaging or
satellite imagery, could also provide new directions for further
exploration.
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Abstract—To enhance the quality and effectiveness of image 

restoration in landscape design, this study optimizes the existing 

methods for low efficiency and incomplete feature extraction in 

processing high-resolution and detail rich landscape design 

images. Firstly, based on the traditional generative adversarial 

network (GAN), a novel deep convolutional generative adversarial 

network (DCGAN) model is proposed. Subsequently, the model's 

ability to extract detailed features was enhanced by integrating 

dense connected networks (DenseNet) and compressed excitation 

networks (SENet) into the network architecture. An improved 

DCGAN is designed for the restoration of landscape design 

images. According to the results, the optimized model had a 

restoration precision and repair recall rate of 0.97 in benchmark 

performance testing, which was significantly better than 

traditional deep convolutional generative adversarial network 

models. In practical applications, the model had an average 

accuracy of over 97% in repairing four different styles of 

landscape images, with an average repair time as low as 0.06s. 

From this, it can be seen that the designed model can provide a 

more efficient technical means for the restoration and digital 

preservation of landscape design images. 

Keywords—Deep convolutional generative adversarial network; 

image; restoration; landscape architecture; squeeze-and-excitation 

network; dense convolutional network 

I. INTRODUCTION 

Influenced by social economy and urbanization, landscape 
design has gradually become important in urban planning. As a 
crucial component of urban green infrastructure, landscape 
architecture not only exerts a crucial function in beautifying the 
environment and improving ecology, but also has a significant 
impact on enhancing the quality of life of citizens and the 
cultural taste of the city [1-2]. However, landscape design 
images with a long history are often eroded by environmental 
factors, resulting in image damage and information loss, which 
affects the research and protection of landscape architecture and 
challenges its ability of digital preservation and inheritance. 

The damaged landscape art images not only affect the 
research and protection of landscape architecture, but also pose 
challenges to the digital preservation and inheritance of 
landscape architecture [3-4]. Generative Adversarial Networks 
(GANs) have demonstrate strong potential and broad 
application prospects in image generation and restoration. 
Traditional image restoration methods mainly rely on manual 
or rule-based techniques, which often inadequate when dealing 
with complex scenes and details. In contrast, GAN can 
effectively capture complex texture and structural features in 
images through adversarial training mechanisms of generators 

and discriminators, achieving high-quality image generation 
and restoration. 

However, traditional GAN still faces some specific 
challenges in landscape image restoration. First of all, in the 
training process, traditional GAN often has the problem of high 
training difficulty, and its training process is easily affected by 
mode collapse and instability, resulting in unstable image 
quality. Secondly, traditional image restoration techniques are 
often inadequate in processing complex textures and detailed 
features, and cannot fully retain the fine features and details in 
high-resolution landscape design images [5-6]. The main goal 
of this study is to improve the quality and effectiveness of 
landscape design image restoration by improving the traditional 
GAN optimization algorithm, especially in the aspects of 
feature extraction and restoration efficiency. 

Therefore, a deep Convolutional generative adversarial 
network (DCGAN) model combining DenseNet and SENet is 
proposed. This new model aims to enhance the ability of the 
network to extract detailed features, so as to achieve more 
accurate image recovery in practical applications. The research 
innovatively introduces Dense Connected Convolutional 
Networks (DenseNet) and Squeeze-and-Excitation Networks 
(SENet) as generators, and uses Deep Convolutional 
Generative Adversarial Networks (DCGAN) as discriminators, 
ultimately enabling the constructed model to extract more 
detailed features, reduce computational complexity, and 
effectively restore the original image. The potential benefit of 
the research is that the successful implementation of this 
approach will have a profound impact in several fields. First of 
all, in urban planning and management, high-quality image 
restoration can provide more accurate visual basis for decision-
making and support more effective land use and environmental 
design. Secondly, in the field of cultural heritage protection, it 
can help preserve and restore historical documents and artistic 
works to ensure the long-term preservation and transmission of 
cultural heritage. Finally, in the practice of digital preservation, 
the research results can provide strong technical support for the 
maintenance of various digital archives and promote the 
sustainable management and utilization of digital content. 

The structure of this paper is divided into six sections. 
Section II, literature review, summarizes the achievements and 
shortcomings of domestic image restoration research. Section 
III introduces the proposed method, including the DCGAN 
architecture and the integration of DenseNet and SENet, to 
improve image restoration performance. Section IV presents 
the experimental results, verifies the performance of the model, 
and compares the performance of DS-DCGAN with other 
models. Section V discusses the advantages and potential 
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applications of DS-DCGAN. Finally, the research contributions 
were summarized and future research directions were proposed 
in Section VI. 

II. RELATED WORKS 

GAN is a deep learning approach, which includes a 
generator and a discriminator, which can generate realistic data 
through adversarial training between the two. Image restoration 
adopts computer technology to restore damaged or degraded 
images, to improve image quality or restore their original state. 
In image restoration, Liu G et al. designed an image restoration 
algorithm on the basis of GAN to address the low accuracy of 
traditional algorithms in restoring large-area damaged images. 
By extracting multi-scale edge details of the damaged area and 
constructing a GAN model, the model was trained to generate 
the best fake image. The results showed that the model could 
effectively combine contextual and perceptual information, 
significantly improve image restoration accuracy and image 
quality, and outperform existing algorithms [7]. In response to 
the significant impact of equipment and operators on the quality 
of retinal images, Deng Z et al. explored the retinal image 
restoration method in real clinical environments. Firstly, a 
clinical dataset Real Fundus was established, which included 
120 pairs images. Secondly, a Transformer-based GAN was 
proposed to restore the clinical fundus images. The proposed 
model was helpful for in-depth analysis of clinical fundus 
images [8]. Yang J et al. proposed a new approach for restoring 
private facial images on the basis of semantic features and 
adversarial samples to address the serious threat posed by facial 
image feature leakage to user information security. Firstly, 
Segnet network was used for semantic segmentation of facial 
images, and then GAN was used to generate adversarial 
samples and perturb the semantic features of facial images. 
Compared with other advanced technologies, the generated 
private facial images had stronger median filtering defense 
capability [9]. 

In response to the limitations of Wasserstein-GAN in 
simulating complex distributions such as natural image 
distributions, Ma H et al. proposed a method to improve 
Wasserstein-GAN training by introducing pairwise constraints 
to optimize image restoration tasks. The research results 
showed that the Wasserstein-GAN model with paired 
constraints had better consistency and perceptual quality than 
existing technical methods [10]. Considering that artworks can 
be damaged over time due to changes in humidity, temperature, 
and improper storage, Kumar P et al. designed a new virtual 
restoration strategy for artworks based on GAN. This method 
adopted an improved U-Net as the generator part. A pre-trained 
residual network was used to construct the encoder to generate 
higher quality feature embeddings, improving the quality of 
image restoration. The research results indicated that this 
method performed well in performance indicators [11]. Liang 
M et al. designed a multi-scale self attention GAN to address 
the common local cross contamination or data loss in the 
acquisition and processing of pathological digital images. Then 
this network was applied to restore pathological images of 
tissue. The research results showed that this network structure 

could achieve pixel level realistic restoration of tissue 
pathological images, effectively restoring the detailed features 
of the images [12]. 

In summary, although the existing GAN optimization 
algorithm has made some progress in the field of image 
restoration, it still has shortcomings in processing high-
resolution and detail-rich landscape design images. Therefore, 
a DCGAN model combining DenseNet and SENet optimization 
is proposed in this paper, which aims to further improve the 
quality and effect of image restoration by improving the 
structure of generator and discriminator. Compared with the 
current methods, the research method has improved the 
efficiency of feature extraction and processing. Traditional 
GAN models often face the problem of insufficient feature 
extraction when processing complex landscape design images, 
especially when recovering high-resolution images, fine texture 
and structural features are easy to ignore. By integrating 
DenseNet, DS-DCGAN can realize the close connection of 
features, so that the network can use the feature information 
from different levels more effectively, and enhance the ability 
to extract detailed features. At the same time, the introduction 
of SENet optimizes the channel incentive mechanism and 
makes the network focus more on important features by 
adaptively adjusting the weight of the feature map. This channel 
attention mechanism significantly improves the ability of the 
generator and discriminator to respond to key features, thereby 
reducing unnecessary computational overhead while 
maintaining image quality. Compared with traditional DCGAN, 
DS-DCGAN has been optimized by deep learning technology 
to reduce the computational complexity and improve the overall 
operating efficiency. 

III. LANDSCAPE IMAGE RESTORATION BASED ON IMPROVED 

DCGAN 

To improve the restoration effect of landscape images, the 
DCGAN is first introduced to generate clear landscape images. 
Secondly, a new generative network is generated by combining 
DenseNet and SENet, and DCGAN is used as the 
discriminative network to compensate for the insufficient 
feature extraction of traditional DCGAN models in repairing 
landscape images. 

A. Design of Landscape Image Restoration Algorithm Based 

on DCGAN 

GAN is a deep learning model proposed in 2014, which 
introduces two networks, namely a generator and a 
discriminator, so that these two networks compete with each 
other during the training process to generate realistic data [13]. 
The generator is to produce fake data that is close to the true 
data distribution. It obtains a random noise vector as input and 
outputs a data point with the same dimension as the training 
data. The discriminator is to distinguish whether the input data 
is real or generated by a generator. It can receive data produced 
by the generator or real data as input and output a probability 
value to represent the probability that the input data is real. The 
GAN is displayed in Fig. 1. 
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Fig. 1. GAN structure. 

In Fig. 1, when training GAN, the generator first receives a 
random noise vector as input, and then uses this noise to 
generate a fake image, with the aim of making this image 
visually indistinguishable from the real image. Next, the 
discriminator may receive a fake image or a real image 
generated by the generator, and output a probability value to 
determine whether the image is real or produced by the 
generator. Through this adversarial learning, the generator 
gradually improves its ability to generate high-quality fake 
images to deceive the discriminator. The discriminator is 
constantly improving its accuracy in distinguishing between 
real and fake images. The dynamic confrontation between the 
two drives the continuous improvement of their performance 
until the generator can generate images that are almost 
unrecognizable as fake by the discriminator, while the 
discriminator accurately identifies the real and generated 
images as much as possible. The objective loss function of 
GAN is displayed in Eq. (1) [14-15]. 

~ ~ ( )log ( ]min max ( , ) [ ] [log(1) ( ( )))
data zx p z p z

G D
EDD xV G E D G z  

 (1) 

In Eq. (1), G  signifies the generator. D  signifies the 

discriminator. z  represents noise. x  and ( )G z  signify real 

samples and produced samples. ( )D x  and ( )G x  signify the 

discriminant function and the generative function, respectively. 

E  represents the expected value. 
datap  and ( )zp z  

represent the real and the produced distributions. ( ( ))D G z  

signifies the probability that D  will distinguish the data 

generated by G  as real samples. According to Eq. (1), to train 

GAN, G  and D  are trained separately. The training process 

of D  is shown in Eq. (2). 

~ ~ ( )log ( ) ]max ( , ) [ ] [log(1 ( ( )))
data zx p z p z

D
V D G E E D GD zx  

 
(2) 

In Eq. (2), the meanings of x  and z  are the same as those 

in Eq. (1). At this point, if D  can recognize x  as a true 

sample, then the value of log ( )D x  will be larger. Similarly, if 

D  can identify ( )G z  as a false sample, then the value of 

log(1 ( ( )))D G z  will also be as large as possible. When the 

values of log ( )D x  and log(1 ( ( )))D G z  are both larger, 

D  remains unchanged and G  is trained to confuse D . 

Similarly, when training G , it is hoped that D  in GAN 

cannot recognize false samples. The training process of G  is 

displayed in Eq. (3). 

~ ( )min ( , ) [log(1 ( ( )))]
zz p z

G
V D G E D G z 

     (3) 

In Eq. (3), the closer the ( ( )))D G z  is to 1, the smaller the 

training value of the entire G . DCGAN is a special type of 

GAN that combines the advantages of GAN and convolutional 
neural networks. Convolutional layers are used to construct 
generators and discriminators, enabling the network to obtain 
local and global features and generate more refined and realistic 
images. Firstly, in DCGAN, stride convolution is used in the 
discriminator to reduce image size, while fractional stride 
convolution is used in the generator to increase image size. Two 
convolution methods are shown in Fig. 2. 

(b) Fractional stride convolution(a) Stride convolution  
Fig. 2. The convolution processes of stride convolution and fractional stride convolution. 
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Fig. 2(a) and 2(b) show the convolution processes of stride 
convolution and fractional stride convolution, respectively. In 
Fig. 2(a), stride convolution reduces the output feature map size 
by setting the convolutional kernel movement step size. In 
ordinary convolution operations, the convolution kernel 
typically slides over the input feature map at stride of 1, 
resulting in output feature maps of the same size. However, by 
setting a larger stride value, such as 2 or 3, the convolution 
kernel will skip multiple pixels each time it slides on the input 
feature map, effectively reducing its size. This operation not 
only reduces computational complexity, but also has a down-
sampling effect to some extent, allowing subsequent layers to 
process smaller feature maps, and improving the efficiency of 

the network. In Fig. 2(b), fractional stride convolution, also 
known as transpose convolution or deconvolution. This type of 
convolution is applied to increase the size of the output feature 
map. Unlike stride convolution, fractional stride convolution 
inserts zero padding before the convolution operation, allowing 
the convolution kernel to produce larger output feature maps 
than the original size when sliding on the input feature map. 
This operation essentially involves inserting blank spaces 
between input feature maps, and then performing standard 
convolution on the expanded image to increase its size. The 
DCGAN structure combining these two convolution operations 
is shown in Fig. 3. 

CONV1 CONV2 CONV3 CONV4

(a) Generator structure of DCGAN

Conv5×5

64×64×3
32×32×64

16×16×128
8×8×256

4×4×512 1

Conv5×5
Conv5×5 Conv5×5

Conv5×5

(b) Discriminator structure of DCGAN

4×4×1024
8×8×512

16×16×256

32×32×128

64×64×3

 

Fig. 3. DCGAN structure diagram. 

The DCGAN in Fig. 3 consists of two main parts, namely 
the generator in Fig. 3(a) and the discriminator in Fig. 3(b). 
Among them, the former produces fake images. The later 
distinguishes between real images and generated fake images. 
The process of using DCGAN for image restoration includes 
the following key steps. Firstly, the generator takes a random 
noise vector as input and gradually enlarges the feature map 
through fractional stride convolutional layers, converting the 
noise into a fake image. Secondly, the discriminator will 
receive fake and real images generated by the generator, 
gradually reduce the size of the feature map through stride 
convolution layers, extract key features of the image, and 
output a probability value to represent the possibility that the 
input image is a real image. In this process, the generator and 
discriminator are continuously optimized through adversarial 
training. The generator attempts to generate increasingly 

realistic images to deceive the discriminator. The discriminator 
continuously distinguishes between real and fake images. After 
multiple rounds of iterative training, the generator is able to 
generate high-quality and realistic images, achieving the image 
restoration. 

B. Construction of an Optimized DCGAN Model Combining 

DenseNet and SENet 

Although DCGAN has better image feature extraction 
capabilities compared with GAN, there are still some 
shortcomings in using DCGAN for landscape design image 
restoration, such as unstable image quality, easy pattern 
collapse, high training difficulty, and poor feature extraction of 
some landscape images [16-17]. To address these issues, the 
DenseNet is combined with SENet to optimize the DCGAN. 
The structure of DenseNet is shown in Fig. 4. 

Convolution

Input Output

PoolingTransition 
layer

Transition 
layer

Dense blocks Dense blocks Dense blocks

Convolution PoolingDense blocks

 
Fig. 4. DenseNet structure diagram. 
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The DenseNet in Fig. 4 is an innovative CNN structure 
characterized by the added densely connected modules. 
DenseNet consists of multiple dense convolutional blocks and 
transition layers. The layers in each dense convolutional block 
are directly connected to each other, meaning that the output of 
each preceding layer is the input of all subsequent layers. This 
design not only efficiently utilizes feature information, but also 
alleviates the gradient vanishing, thereby improving network 
performance. Another significant feature of DenseNet is to 
implement down-sampling through transition layers. The 
bottleneck layer in the transition layer can remove redundant 
information by reducing the number of feature maps, thereby 
reducing computational complexity and decreasing the 
parameters. 

0x  represents the feature map obtained after 

convolution processing, which is the input of the dense 

convolution block to obtain the l -th layer output, as shown in 

Eq. (4) [18-19]. 

  0 1 1, , ,l l lx H x x x 
 (4) 

In Eq. (4),  lH   represents the transformation function 

of the l -th layer.  0 1 1, , , lx x x 
 signifies the feature input 

composed of feature maps from layer 0 to 1l  . 
lx  signifies 

the output of the l -th layer. In addition to using DenseNet to 

optimize the parameters of DCGAN and reduce the frequency 
of gradient vanishing, the study also adds SENet module to 
enhance channel sensitivity and lightweight the DCGAN 
structure. The SENet is displayed in Fig. 5. 
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Fig. 5. SENet structure diagram. 

In Fig. 5, the key component in the SENet structure is the 
excitation module, which can perform Squeeze and Excitation 
operations on the feature maps of the convolutional layer. 
Firstly, the feature map is compressed into a single value 
through global average pooling, which represents the global 
spatial information of the entire feature map. Then, this value is 
passed through a Fully Connected Layer (FCL) and ReLU 
function is used to learn the interrelationships between channels. 
Finally, this value through another FCL, and the Sigmoid is 
applied to output the weights of each channel. These weights 
will be used to re-weight the channels of the original feature 
map. The weights obtained through the incentive module will 
be multiplied with the corresponding channels to achieve 
feature re-calibration. After the above processing, the network 
can adaptively emphasize important features and suppress 
unimportant features. In the Squeeze operation, the original 

image feature size is H W C  , where H , W , and C  

signify the height, width, and channels. Each channel is 
subjected to a global mean pooling operation to obtain a 
compressed feature map, which not only has a global receptive 

field but also has a size of 1 1 C  . The Squeeze operation is 

shown in Eq. (5). 

   
1 1

1
,

H W

c sq c c

i j

z F u u i j
H W  

 



 (5) 

In Eq. (5), 
cz  signifies the compressed feature map. 

cu  

represents the feature map extracted by convolution operation. 

 sqF   represents the feature compression function. i  and 

j  represent the horizontal and vertical axes of the feature map, 

respectively. The expression for the Excitation operation is 
shown in Eq. (6). 

       2 1, , Rec exs F z W g z W W LU W z    
 (6) 

In Eq. (6), 
cs  represents the weight coefficient with 

attention mechanism.  exF   represents the characteristic 

excitation function. z  represents the compressed feature map. 
g  represents the gating function.   represents the reshape 

function. W  , 
1W  and 

2W  respectively represent the weight 

coefficients of the attention mechanism, the first FCL, and the 
second FCL. The weight coefficients obtained through Squeeze 
and Excitation operations are applied to each channel, as shown 
in Eq. (7). 

 ,c scale c cx F u s
 (7) 

In Eq. (7),  scaleF   represents the feature re-scaling 

function. cx  represents the weight coefficients applied to 

each channel. The DCGAN optimized by combining DenseNet 
and SENet is referred to as DS-DCGAN, and its structure is 
shown in Fig. 6. 
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Fig. 6. DS-DCGAN structure. 

In Fig. 6, the entire DS-DCGAN structure has the generator 
and the discriminator. DenseNet organizes the convolutional 
layers in a densely connected manner, meaning that each layer 
is directly connected to all the layers above it. In the generator, 
this dense connection can effectively transmit feature 
information, reduce information loss, and enable the network to 
better retain detailed features when generating images. The 
structure of DenseNet effectively alleviates the common 
phenomenon of gradient disappearance in deep networks. Since 
each layer is directly connected to the others, gradients can be 
passed more smoothly through the layers, ensuring that the 
generator can quickly learn effective feature representations 
during training. In the discriminator, by connecting the features 
of the front layer with the back layer, DenseNet can maximize 
the use of the features extracted from the front layer and form a 
stronger feature representation to judge the authenticity of the 
image. This enhanced feature utilization capability greatly 
improves the performance of the discriminator, which can more 
accurately distinguish the real image from the generated image. 
SENet enables the network to adaptively re-calibrate each 
channel by introducing a channel attention mechanism. 
Specifically, SENet acquires a global feature representation for 
each channel through global average pooling and generates 
channel weights through two fully connected layers. These 
weights are used to realign the importance of each channel in 
the input feature map. In the generator, the introduction of 
SENet enables the generated images to better highlight 
important feature channels, thus making the details of the 
generated images richer and more realistic. In the discriminator, 
SENet can effectively enhance the perception of key feature 
channels, making the discriminator pay more attention to the 
key features that may distinguish between real and generated 
images. SENet reduces the computational complexity and 
avoids the processing of meaningless features by cutting out 
unimportant feature channels. This not only improves 
computational efficiency, but also helps reduce overfitting and 
improves the network's ability to generalize on unseen data. In 

the DS-DCGAN structure, the loss function during training is 
shown in Eq. (8). 

train MSE MSE adv adv TV TVLoss L L L    
 (8) 

In Eq. (8), 
trainLoss , 

MSEL , 
advL , and 

TVL  respectively 

represent the training set loss function, Mean Squared Error 
(MSE) function, adversarial loss function, and total variation 
loss function. 

MSE , 
adv  and 

TV  represent the weights 

corresponding to the MSE function, adversarial loss function, 
and total variation loss function, respectively. The 

MSEL  is 

displayed in Eq. (9). 

  
2

MSEL x G M x  
 (9) 

In Eq. (9), M  represents the binary mask.   represents 

multiplication between corresponding elements, while the 
meanings of other parameters remain consistent with those 
mentioned earlier. The 

advL  is shown in Eq. (10). 

     log logadvL D x G M x  
 (10) 

In Eq. (10), the meanings of each parameter remain 
consistent with the previous text. The 

TVL  is shown in Eq. (11). 

       1, , , 1 ,

,

TV i j i j i j i j

i j

L G M x G M x G M x G M x        

 (11) 

In Eq. (11), i  and j  still represent the horizontal-axis 

and longitudinal-axis of the feature map. The test set loss 
function is shown in Eq. (12). 

val context context prior priorL L L  
 (12) 
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In Eq. (12), 
valL , 

contextL , and 
priorL  represent the training 

set loss function, text loss function, and prior loss function, 
respectively. 

context  and 
prior  represent the weights of 

contextL  and 
priorL , respectively. 

IV. RESTORATION EFFECT TESTING OF LANDSCAPE DESIGN 

IMAGES BASED ON DS-DCGAN 

To exhibit the effectiveness of the DS-DCGAN model, the 
study selects DCGAN, Generative Adversarial Network-
variant (GAN-variant), and Conditional GAN (CGAN) as 
comparison models. The benchmark performance and actual 
application effects of the four models are compared. 

A. DS-DCGAN Model Benchmark Performance Testing 

To validate the benchmark performance of the DS-DCGAN, 
two publicly available datasets for landscape architecture and 
landscape image restoration are selected for testing. Among 
them, the Places2 dataset contains over 10 million images of 
various natural scenes and buildings, widely used for image 
restoration and generation tasks. The Paris StreetView dataset 
contains high-resolution images of street view buildings, 
suitable for evaluating the performance of models in landscape 
architecture and landscape image restoration. The two datasets 
are separated into training and testing sets in an 8:2 to 
comprehensively assess the effectiveness and robustness in 
different types of image restoration tasks. The loss function 

value is used as a criterion to determine the stability of the 
model. The stability of the four models in two datasets is shown 
in Fig. 7. 

Fig. 7(a) and 7(b) show the loss curves of CGAN, DCGAN, 
GAN-variant, and DS-DCGAN models. According to Fig. 7(a), 
CGAN, DCGAN, GAN-variant, and DS-DCGAN reached a 
stable state after 325, 278, 251, and 216 iterations, respectively. 
Similarly, in Fig. 7(b), CGAN, DCGAN, GAN-variant, and 
DS-DCGAN also reached a stable state after 296, 268, 223, and 
172 iterations, respectively. Based on the two sub-graphs in Fig. 
7, DS-DCGAN can iterate to a stable state faster compared with 
the other three comparison models, indicating its high training 
efficiency and strong adaptability of the model. The average 
time consumption of the four models in the decoding and 
encoding process is compared, as shown in Fig. 8. 

Fig. 8(a) and 8(b) show the average encryption time and 
average decryption time of the four models during the training 
process, respectively. Based on Fig. 8, the CGAN model during 
training was 0.63 and 0.70, respectively. Its encryption and 
decryption process took the longest time, far higher than the 
DS-DCGAN model. In addition, the GAN-variant model was 
0.35, the DCGAN model was 0.46 and 0.48, respectively, and 
the DS-DCGAN model was 0.21 and 0.19, respectively. 
Overall, the DS-DCGAN model has the shortest encryption and 
decryption time and the highest processing efficiency in image 
processing. The MSE and Mean Absolute Error (MAE) during 
the training process are displayed in Fig. 9. 
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Fig. 7. Loss curve iteration of different models in two datasets. 
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Fig. 8. Average encryption time and decryption time of various models. 
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Fig. 9. Error representation of different models. 

Fig. 9(a) and Fig. 9(b) respectively show the MSE and MAE 
values of the four models. MSE is a common index to measure 
the difference between the restored image and the real image, 
and is defined as the average of the square of the difference 
between the pixel values of the corresponding position of the 
restored image and the original image. MAE is another measure 
of the difference between the recovered image and the real 
image, and it is the average of the absolute values of the 
difference between the pixel values. According to Fig. 9(a), the 

MSE values of CGAN, DCGAN, GAN-variant, and DS-
DCGAN models after reaching stability were 0.24, 0.21, 0.16, 
and 0.08, respectively. According to Fig. 9(b), the MAE values 
of CGAN, DCGAN, GAN-variant, and DS-DCGAN models 
after reaching stability were 0.21, 0.17, 0.14, and 0.07, 
respectively. Overall, the DS-DCGAN model performs better 
in terms of error during training, with lower MSE and MAE 
values. The repair precision and recall values during the 
training are compared, as displayed in Fig. 10. 
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Fig. 10. Repair precision and repair recall rate of different models. 

Fig. 10(a) and Fig. 10(b) respectively show the repair 
accuracy and repair recall rate of CGAN, DCGAN, GAN-
variant and DS-DCGAN. The repair accuracy is used to 
evaluate the accuracy of images recovered by the model, and it 
represents the ratio of the number of pixels successfully 
recovered to the total number of pixels. The repair recall rate 
reflects the ability of the model to identify and recover the 
actual damaged part, and it represents the ratio of the true 
positives of successful recovery to the actual damaged part. In 
Fig. 10(a), the maximum repair precision of CGAN, DCGAN, 
GAN-variant, and DS-DCGAN was 0.84, 0.86, 0.93, and 0.97, 
respectively. In Fig. 10(b), the maximum repair recall rate of 
CGAN, DCGAN, GAN-variant, and DS-DCGAN was 0.81, 

0.85, 0.93, and 0.97, respectively. From this, the benchmark 
performance test results of DS-DCGAN are good, which has 
high repair precision and recall. 

B. Application Effect Analysis of DS-DCGAN in Landscape 

Design Image Restoration 

In addition to comparing the benchmark performance of 
several models, the study also applies four models to practical 
problems. The application effects in landscape design image 
restoration are compared. Four different styles of landscape 
images are selected as the research objects. The restoration time 
and accuracy of four models for restoring these four real 
landscape images are obtained, as shown in Table I. 
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TABLE I. ACTUAL REPAIR EFFECT OF THE MODEL 

Image Type Evaluation index CGAN DCGAN GAN-variant DS-DCGAN 

Image 1 
Repair time /s 0.36 0.21 0.14 0.08 

Repair accuracy rate /% 88.23 91.05 95.18 98.15 

Image 2 
Repair time /s 0.31 0.23 0.18 0.11 

Repair accuracy rate /% 89.94 92.10 96.65 98.57 

Image 3 
Repair time /s 0.25 0.16 0.09 0.06 

Repair accuracy rate /% 89.69 92.17 95.04 99.03 

Image 4 
Repair time /s 0.41 0.30 0.24 0.15 

Repair accuracy rate /% 85.74 89.43 93.38 97.96 
 

According to Table I, the repair time for four images using 
the DS-DCGAN model was controlled within 0.20s, with a 
minimum of 0.06s required to complete the repair work. At the 
same time, the accuracy of repairing images 1, 2, 3, and 4 based 
on the DS-DCGAN model was higher than that of comparison 
models, reaching 98.15%, 98.57%, 99.03%, and 97.96%, 

respectively. Among the four models, the CGAN model has the 
worst performance in practical applications, with a repair time 
of up to 0.41s and a repair accuracy of only 85.74%. The 
restoration effects of four models on real landscape images are 
further compared, as shown in Fig. 11. 

(a) Master drawing (b) DS-DCGAN

(c) GAN-variant (d) DCGAN

(e) CGAN  

Fig. 11. Actual restoration effects of landscape design images under different models. 

Fig. 11 shows the effectiveness of four models in restoring 
actual landscape design images. Based on Fig. 11, the CGAN, 
DCGAN, and GAN-variant models all generated features that 
did not match the original image when repairing images, while 
DS-DCGAN fully restored the true situation of the actual image 

without problems such as feature transfer or feature duplication. 
Overall, DS-DCGAN has the best restoration effect in practical 
applications. Based on the analysis of experimental results, the 
performance of the research method is shown in Table II. 

TABLE II. PERFORMANCE RESULTS OF DS-DCGAN MODEL 

Model Repair accuracy (%) Repair recall rate (%) MSE MAE Average repair time (s) 

CGAN 84 81 0.24 0.21 0.63 

DCGAN 86 85 0.21 0.17 0.46 

GAN-variant 93 93 0.16 0.14 0.35 

DS-DCGAN 97 97 0.08 0.07 0.19 
 

In Table II, DS-DCGAN's repair accuracy and recall rate 
are both as high as 97%, demonstrating excellent capabilities in 

detail recovery and extraction of important data. The high repair 
accuracy and recall rate indicate that DS-DCGAN is able to 
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capture critical information in images more comprehensively, 
thus providing more reliable image recovery results. DS-
DCGAN has a MSE and MAE of 0.08 and 0.07, respectively, 
which are the lowest of all models and significantly reduce 
errors during image recovery. This shows that DS-DCGAN is 
able to reconstruct the original image more accurately, retaining 
more detailed information. The average repair time of DS-
DCGAN is 0.19 seconds, which makes DS-DCGAN have good 
real-time performance in practical applications, especially 
suitable for scenarios that require fast recovery. The results 
show that DS-DCGAN provides higher recovery accuracy and 
speed, and provides effective support for practical applications 
that need to process high-definition images or large-scale data 
sets. Using DenseNet and SENet structure optimization, the 
model not only shows strong ability in processing complex 
image features, but also reduces the computational complexity 
after training, which lays a good foundation for the subsequent 
model iteration and application. 

V. DISCUSSION 

In the above experimental results, the improved DCGAN 
model has a good performance and has obvious advantages in 
the field of image restoration. Therefore, this method also has 
certain application potential in other fields. In medical imaging, 
medical imaging technology is highly dependent on image 
quality. Images are often distorted by noise, motion artifacts, or 
equipment limitations. By applying the improved DCGAN 
model, damaged medical images can be effectively restored, 
enhancing the contrast and detail of the images, thereby helping 
doctors obtain more accurate diagnoses. DS-DCGAN can be 
used to process noise reduction and enhance image quality, 
improving the recognition and classification accuracy of 
pathology images, which is essential for early diagnosis. In 
medical image analysis, DS-DCGAN can be used to generate 
diverse training samples, help train other deep learning models, 
and promote the accuracy of cancer lesion detection or tissue 
classification. By generating high-quality composite images, 
the sample pool can be increased, helping to reduce overfitting 
and training time for the model. Medical imaging systems 
usually produce a large number of scanned images. As time 
goes on, storing and managing these images becomes 
increasingly important. DS-DCGAN can help digitally preserve 
expired and damaged medical images, making important 
historical medical records and records continuously accessible 
and usable. 

In terms of digital heritage protection, many important 
historical documents, artworks and images of cultural assets 
face wear and degradation. DS-DCGAN can be used to 
effectively repair these damaged images, improve their visual 
effect, and help retain historical information and cultural 
memory. The improved DCGAN model can be applied in 3D 
reconstruction to generate 3D assets with a high degree of detail 
by restoring flat images. In addition, this restoration method can 
be combined with augmented reality technology to provide 
visitors with a more vivid experience of cultural heritage. In a 
virtual museum or exhibition, DS-DCGAN is capable of 
recreating historical scenes to provide a more immersive and 
informative presentation. 

In other potential areas, such as in film and television post-
production, it is often necessary to recover damaged footage or 
enhance the details of a scene. DS-DCGAN helps production 
teams quickly fix scenes and generate additional effects, saving 
processing time and money. In security monitoring, the images 
captured by cameras are often difficult to provide effective 
information because of insufficient illumination and blurred 
motion. DS-DCGAN applications improve the clarity of 
surveillance images and help analyze and identify potential 
security threats. In the intelligent traffic management system, 
DS-DCGAN can optimize traffic monitoring images and 
recover important road condition information. This can enhance 
the real-time processing of images and optimize the 
management and control of traffic flow. 

VI. CONCLUSION 

In order to effectively restore landscape design images, a 
landscape design image restoration model was constructed by 
combining DenseNet, SENet, and DCGAN. Compared with 
DCGAN, GAN-variant, and CGAN, the results showed that 
DS-DCGAN maintained stability after 216 iterations in the 
training set and 172 iterations in the testing set, with faster 
iteration speed. In addition, the MSE and MAE of DS-DCGAN 
were the smallest in stable state, which were 0.08 and 0.07, 
respectively, indicating that the algorithm had low error. The 
repair accuracy and recall rate of four algorithms were tested. It 
was found that the repair precision and recall rate of DS-
DCGAN were both as high as 0.97, indicating that this method 
could better preserve the detailed information during the repair 
process. In practical applications, the average repair accuracy 
of this model was as high as 99.03%, and the average repair 
time was as low as 0.06s. From this, the proposed DS-DCGAN 
model has good repair performance and application 
effectiveness. By introducing an improved DCGAN model and 
combining DenseNet and SENet, a new approach is provided 
to process and restore landscape design images. This method 
not only improves the ability of feature extraction, but also 
significantly improves the accuracy and efficiency of image 
recovery. The implementation and results of the research will 
have a profound impact on related fields. Landscape design 
image restoration can provide more accurate data support for 
urban planning and management, and help decision makers to 
better carry out land planning, environmental management and 
public facilities layout. It provides a new methodology and 
direction for the field of image restoration, promotes academic 
accumulation in the field, and promotes the expansion of 
subsequent research into more complex and diverse image 
processing tasks. At the same time, due to the complexity of 
landscape design images and the diversity of their damage types, 
subsequent research can analyze more types of damaged image 
restoration. As a result, follow-up studies can add repair 
analysis for more types of damaged images. At the same time, 
multiple approaches can be explored to further generalize and 
adapt the DS-DCGAN model to different types of image 
restoration tasks. For example, exploring the application of DS-
DCGAN to multimodal image restoration, such as combining 
different types of medical imaging to achieve more 
comprehensive image restoration; DS-DCGAN is extended to 
video processing and dynamic scene recovery to improve the 
image quality under the condition of motion blur and motion 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

189 | P a g e  

www.ijacsa.thesai.org 

artifact. DS-DCGAN is applied to super-resolution 
reconstruction tasks, especially scenarios where high-
resolution images are recovered from low-resolution images. 
By exploring these directions in depth, the DS-DCGAN model 
can not only meet the needs of challenging image restoration, 
but also show greater value in diverse fields. 
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Abstract—In order to intelligently analyze tennis movements 

and improve evaluation efficiency, a counter clockwise rotation 

angle of limbs is proposed to solve the direction problem of tennis 

movements. A dynamic time regularization algorithm is 

optimized by combining global time weighting and adjacent 

frame weighting. The results indicated that the proposed counter 

clockwise rotation angle feature of limbs could effectively 

represent changes in limb direction and clearly distinguish action 

postures. The average accuracy of this method in action 

classification on the Tennis Stroke Dataset was 97.60%. In the 

action evaluation mode, the average frame rate of the client was 

between 17.35FPS and 17.49FPS, and the overall average frame 

rate was about 17.40FPS. The server exhibits higher efficiency in 

action processing and evaluation, which can process video frames 

faster. It is more efficient in processing data capabilities and 

utilizing data resources. This indicates that the performance of 

the system is relatively consistent in different modes and has 

stability. The optimized method has a higher generalization 

ability in recognizing non-tennis movements on different 

datasets. When dealing with fine movements, the optimized 

method performs excellently and can better capture subtle 

differences in the movements. Meanwhile, this enhances the real-

time performance of the system, making it suitable for evaluating 

tennis movements in practical application scenarios. This 

provides a new technical path for analyzing tennis movements 

and also serves as a reference for evaluating movements in other 

sports. 

Keywords—Action evaluation; counter clockwise rotation 

angle; weighting; dynamic time warping; tennis 

I. INTRODUCTION 

With the rapid development of artificial intelligence, the 
combination of computer technology and tennis has become 
one of the hot topics in the field of sports. As a popular 
competitive sport, the analysis and evaluation of tennis 
technique movements are of great significance for athlete 
training and competition [1]. The Tennis Movement Evaluation 
System (TME) helps to obtain more accurate match and 
training data, which can improve athletes' performance and 
training efficiency, and more scientifically analyze the 
movement posture during tennis sports [2]. The data 
representation in tennis videos is in the form of time series. For 
time series processing, a common task is to compare the 
similarity between two sequences. Comparing the similarity of 
time series is more conducive to identifying patterns and 
trends, which is of great significance for discovering patterns in 

action data and predicting future behavior. As one of the most 
important similarity measurement methods in time series 
analysis, Dynamic Time Warping (DTW) is the process of 
elongating or shortening unknown variables until they match 
the length of the reference template. The time axis of unknown 
data is distorted or bent, so that its feature quantities 
correspond to the standard pattern. However, traditional action 
evaluation methods often rely on manual observation and 
analysis, which have problems such as low efficiency and 
strong subjectivity [3]. 

Regarding the evaluation and classification of tennis 
movements, many researchers have adopted different 
algorithms and techniques for in-depth optimization, and have 
achieved certain results. To analyze the performance of the 
tennis evaluation platform, Wu et al. collected data through 
wearable devices and selected the Z-score normalized Support 
Vector Machine (SVM) to classify hitting actions. The 
accuracy reached 98.4% [4]. Giles et al. proposed a 
hierarchical clustering method and tennis directional change 
technique to distinguish tennis movement styles, identify 
movement features, and analyze temporal movement 
characteristics such as change speed and directionality. The 
results showed that this method was feasible [5]. Perri et al. 
considered the hitting situation in tennis training and used 
wearable devices and prototype learning to detect different 
movements to determine exercise load. The results showed that 
this technology had high accuracy [6]. Wood et al. used 
Krippendorffs alpha analysis to evaluate the reliability of tennis 
serve features in 2D videos. This method had high 
measurement accuracy [7]. Liu et al. extracted different 
features through the acceleration of the action and the deep 
mode data. The spatial and temporal convolutional neural 
network were combined to realize the specific action 
recognition. The results showed that the accuracy of this 
method was more than 99% [8]. In order to analyze the 
trajectory of tennis serve, Hu et al. combined SVM with frame 
difference technology and median filtering algorithm to locate 
targets and recognize trajectories. The results showed that the 
classification accuracy was 97.5% [9]. Perri et al. used 
wearable GPS devices to record the training serving load for 
tennis serving information recording. The results showed that 
this method had good detection performance [10]. Setyawan et 
al. evaluated the serving movements of athletes of different 
genders to improve the success rate of serving and evaluate the 
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differences in tennis serving performance. The results showed 
that this method was effective [11]. 

Some scholars have attempted to improve the DTW method 
in identifying abnormal charging, time series analysis, and 
image change detection, and have achieved good results. Shuai 
et al. developed a DTW model with the longest similar 
substring to identify abnormal charging situations and avoid 
excessive regularization of DTW for the safety of electric 
bicycle charging. The average recognition accuracy reached 
94% [12]. Deriso et al. proposed a method that combined DTW 
and iterative refinement techniques to address the trade-off 
between time regularization characteristics in traditional DTW 
signal alignment errors. The results showed that this method 
was feasible [13]. Zhang et al. designed a fast DTW and 
sequence decomposition method to analyze different 
components in time series. The time series was decomposed 
and the similarity between different components was 
measured. The results showed that this method had high 
classification accuracy [14]. Xing et al. detected changes in 
satellite image time series using remote sensing image time 
series values and DTW to calculate the change amplitude map. 
The change results were detected in advance. The accuracy 
was improved by up to 5.10% [15]. Froese et al. proposed two 
run length encoding time series to improve DTW calculation 
speed, which shortened the running time and reduced the 
factors affecting time. The results shows that this method was 
effective [16]. Kumawat et al. developed a new framework for 
DTW and adversarial training to enhance the robustness of 
deep neural networks. Different adversarial examples were 
created and random alignment paths were implemented. The 
framework had high efficiency [17]. He et al. proposed Anticor 
to improve DTW similarity calculation to identify differences 
between different sequences. The results showed that the 
algorithm has good practicality [18]. Vorpe et al. introduced 
non-parametric DTW to capture the leading and trailing 
relationships between time series for obesity rate prediction. 
The results showed that this method had good predictive 
performance [19]. 

In summary, both the evaluation of tennis movements and 
the improvement of DTW have shown high accuracy and 
effectiveness. However, due to the directional information 
involved in tennis movements and the large computational 
complexity of DTW, an innovative TME system is developed 
for this purpose. The feature of Counter Clockwise Rotation 
Angle (CRA) of limbs is used to quantify and analyze action 
direction, and global time weighting and adjacent frame 
weighting are selected to optimize DTW. The research aims to 
improve computational efficiency and enhance the real-time 
performance of the system, thereby providing technical support 
for the field of tennis movement analysis. This study consists 
of four main parts. Section II is methods and materials. Among 
them, Part A introduces the physical CRA of tennis actions. 
The content of Part B is WCRA between adjacent frameworks 
and global time. Section III is the results of the study. Among 
them, Part A analyzes the TME system based on WCRA 
similarity measurement method. Part B introduces the 
performance analysis of the TME system. Section IV is 
discussion and conclusion. 

II. METHODS AND MATERIALS 

A. Physical CRA of Tennis Actions 

Tennis action videos are captured using cameras that can 
only capture images from one perspective, and these videos are 
processed and evaluated [20-21]. Considering that tennis courts 
include both indoor and outdoor environments, factors such as 
color and lighting affect video images. To cope with 
environmental impacts, video images need to be preprocessed. 
This includes adjusting the brightness of the image and 
performing noise reduction to improve image quality and 
ensure accuracy in subsequent processing. Monocular cameras 
can only capture channel information for the red, green, and 
blue colors of an image, but do not include distance 
information. Therefore, Two-Dimensional pose estimation is 
used to identify human skeletal joint points in images, that is, 
to determine the position information of each joint point. Each 
joint not only contains positional information, i.e. coordinates, 
but also semantic information, such as which joint is the 
shoulder and which is the knee. Simultaneously, the 
coordinates of joint points are extracted as the basis for 
subsequent action evaluation [22]. Because tennis movements 
are dynamic, there may be some joint points obscured in 
certain frames of the video, which can affect the accuracy of 
pose estimation. At this point, if the coordinates of the 

undetected joint point are set as the origin  0,0O , the 

horizontal and vertical coordinate pair 
ip  for the i -th joint 

point is displayed in Eq. (1). 

  
 

 

, , if  detected
,

0,0 , if  not detected

i i

i

i

p x y p
p x y

O p


 


 

Due to significant differences in body shape among 
individuals, even if two people perform the same action, the 
overlap rate of their contours may be low, resulting in 
inaccurate similarity calculation. However, in 2D skeleton 
nodes, only considering the angle between limbs has certain 
limitations. Because when the angle between two adjacent 

limbs formed by three adjacent joints is the same, i.e. 
1 2  , 

the actual movement posture is not the same, which cannot 
accurately describe the movement characteristics [23-24]. The 
angle and CRA of the tennis movement limbs are shown in 
Fig. 1. 

(a) Action 1 (b) Action 2

1

1
2

2

 
Fig. 1. The angle between tennis limbs and CRA. 

In the TME system, to overcome the shortcomings of 
traditional contour overlap rate and simple angle analysis, this 
study aims to more accurately describe and evaluate human 
movements by combining directional information of limb 
angles. The CRA of the right wrist-right elbow-right shoulder 

in Fig. 1 (a) is denoted as 
1 . The CRA of the right wrist-right 
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elbow-right shoulder in Fig. 1 (b) is denoted as 
2 . The 

difference between angles 
1  and 

2  is obvious and will not 

be confused, so the CRA is used to more accurately describe 
the angle and human posture of the angle. The angle value 
range of CRA is between 0° and 360°. According to the cosine 
theorem, the angle between two vectors is calculated. Then, the 
vector product is used to determine their positional relationship 
[25]. The tennis movements exclude detailed changes in the 
head. The distribution of joint points and CRA in the limbs is 
shown in Fig. 2. 
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Fig. 2. Schematic diagram of limb joint points and CRA distribution. 

In Fig. 2, there are 14 joint points in the limbs. In the 
template video, OpenPose is used to detect the human joint 
points of each frame image of two random tennis movements, 
obtaining 13 limb CRAs. The function of OpenPose is real-
time multi person pose estimation and keypoint detection, 
which can detect the 2D poses of multiple people in images or 
videos in real time. It is suitable for single person and multi-
person scenes and has excellent robustness. The input image or 
video uses a pre-trained model to identify key points in the 
human body, including the head, shoulders, elbows, wrists, 
hips, knees, and other key positions. By identifying and 
connecting these key points, OpenPose can generate a 
complete multi-person pose estimation result, thereby 
recognizing human actions [26-27]. The definition of partial 
limb CRA is displayed in Table I. 

TABLE I.  DEFINITION OF LIMB CRA 

RA number 
Joint number 

representation 
CRA 

0 0-1-2 Nose-neck-right shoulder 

1 2-1-8 Left shoulder-neck-nose 

2 8-1-11 Right Shoulder-neck-right Hip 

3 11-1-5 Right Hip-neck-left Hip 

4 5-1-0 Left Hip-neck-left Shoulder 

5 3-2-1 Right elbow-right shoulder-neck 

B. WCRA Between Adjacent Frames and Global Time 

In tennis, athletes' movements and scenes change very 
quickly. Single frame real-time evaluation can quickly adapt to 
these changes, update evaluation results in a timely manner, 
and ensure accurate evaluation and feedback in dynamic 
scenes. Meanwhile, real-time processing of single frame data 
requires relatively less computation and can effectively utilize 
computing resources. Compared with processing the entire 
video stream, single frame evaluation can distribute the 
computational burden, avoid delays and lags, and ensure the 
real-time and smooth performance of the system [28]. The 
single frame evaluation is displayed in Fig. 3. 
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N
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Fig. 3. Flowchart of single frame evaluation. 

In Fig. 3, after inputting video frames with a resolution of 
656×368, joint points and number of people are detected. If a 
joint is detected, the evaluation score is calculated from the 
Rotation Angle (RA), weight, and score to determine the joint 
points and score. If no joints are detected, it is marked as blank. 
To facilitate the evaluation of tennis movements in single 
frame videos, the frame rate of the template video and the input 
video are set to be the same [29]. The relationship between RA 
in various limbs of the human body is analyzed to obtain 

evaluation scores for each frame. The similarity score 
ts  of t -

th frame has a value range of [0, 1], as shown in Eq. (2). 


1

1

n t

i i i

t

W
s

C

 
 


 

In Eq. (2), n  is the number of RAs. 
t

i  is the difference 

between the t -th frame input video and the i -th RA of 

template video. C  is the maximum value of RA. When 
ts , it 

indicates that the actions of the template and the input video 

are completely consistent. When 
ts  is 0, it indicates that the 

actions of the template and the input video are completely 

different. The weight 
iW  for the i -th RA is expressed as Eq. 

(3). 

 i i iW aW bW    

In Eq. (3), a  and b  are both parameters, with a value of 

0.5. 
iW

 is the inter frame RA weight of i -th RA input video 
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actions. 
iW

 is the global time RA weight of the template 

video action for the i -th RA. To analyze TME more 

comprehensively, the study considers the action situation of the 
input video. Adjacent Frame Weighting (AFW) focuses on the 
change details between adjacent frames in the action sequence, 
which can capture small changes in the action and enhance the 
matching precision [30-31]. During the DTW process, weight 
allocation is performed on adjacent frame pairs. AFW 
considers the changes and interrelationships between adjacent 
frames, which is suitable for capturing local dynamic changes 
in sequences. In TME, subtle movement changes can also 
affect technical evaluation, and AFW can improve the 
sensitivity of DTW in details. AFW needs to first calculate the 
cumulative change in limb RA, with a required range between 
adjacent frames of the current frame, in order to obtain the RA 

weights between adjacent frames. 
iW

 is shown in Eq. (4). 
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In Eq. (4), 
ct  is the current frame. T  is between adjacent 

frames, and  0, cT t  . 
'

i  signifies the T  cumulative 

change of the i -th RA in the input video from the previous 
ct . 

i

  is the smoothing term, as shown in Eq. (5). 

 1c

c

t t

i t t T i T      

'

i  is shown in Eq. (6). 
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Global Time Weighting (GTW) is used to allocate 
reasonable weights to the entire action sequence in the time 
dimension, ensuring that each stage of the entire action process 
receives appropriate attention. It considers the temporal 
characteristics of the entire sequence and assigns higher 
weights to certain key moments or key action points. GTW can 
balance the importance of different time periods in action 
sequences, making the DTW algorithm more accurate in 
matching actions and avoiding certain important time periods 

from being ignored or underestimated. 
iW

 is shown in Eq. (7). 
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In Eq. (7), 
i

  is the smoothing term, which serves to avoid 

a weight of 0. If the weight is 0, the corresponding RA 

information will be ignored, affecting the result. i

  is shown 

in Eq. (8). 

 1

T t

i t i T   

In Eq. (8), T  signifies the frame number of the template 

video. 
i  is the degree of change of a specific RA in the time 

series in the template video. By calculating 
i , the dynamic 

variation characteristics of the angle during the action process 
can be captured. If a certain RA changes dramatically between 

different frames, 
i  will be larger, indicating that the action 

point has high dynamism in the entire action sequence and may 

need to be given higher weight. 
i  is shown in Eq. (9). 

 1 1

1

T t t

i t i i   

   

To better reflect the true 
ts , AFW and GTW are applied to 

the data. The overall evaluation score S  for a certain tennis 

action is shown in Eq. (10). 

  1 1, 1T T

t t t t tS w s w      

In Eq. (10), 
tw  is the weighted score, and  0,1tw  . AFW 

focuses more on local changes, emphasizes the dynamic 
relationship between adjacent frames, and improves the 
precision and smoothness of matching. GTW focuses more on 
the temporal characteristics of the entire sequence, 
emphasizing the matching of critical moments to improve the 
accuracy and robustness of overall evaluation. Combining 
these two weighting methods can capture the importance of 
global key moments in action evaluation while not ignoring the 
details of local dynamic changes, achieving higher evaluation 
accuracy and robustness. 

C. TME System Based on SDTW 

There are multiple similarity or distance functions in time 
series data in videos. DTW is used to calculate the similarity 
between two time series. DTW minimizes the cumulative 
distance between one time series and another by calculating the 
nonlinear mapping relationship between the two. DTW may 
not be able to output results in a timely manner, as it requires 
traversing a large amount of frame data to find the path with 
the minimum cumulative distance. To solve the real-time of the 
DTW algorithm, an improved algorithm called Segmented 
DTW (SDTW) is proposed. The core idea of SDTW is to 
segment the actions in the template video and perform path 
search within each segment. This method reduces time 
complexity and improves computational efficiency by limiting 
the search range. By segmenting and reducing computational 
complexity, SDTW can output calculation results in a timely 
manner at the end of frame processing in action videos, thus 
meeting real-time requirements. The schematic diagram of path 
search for DTW and the search area for SDTW with a step size 

of 2stepR   are shown in Fig. 4. 

In Fig. 4 (a), a 2D distance matrix D  is constructed, with 
the total frame numbers of the input video and template video 

being n  and m , respectively. The matrix element  ,i j
d  at the 

current position  ,i j  is displayed in Eq. (11). 

    
2

min 1,

n

k ki j
d d     
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Fig. 4. DTW path search and SDTW search area. 

In Eq. (11), 
mind  signifies the minimum distance value 

obtained in the previous step. 
k  is the difference between 

the k -th CRA of the input video and the template video. At the 

initial position (1,1), 
mind  is 0. At different positions, 

mind  is 

shown in Eq. (12). 

       min 1, , 1 1, 1
min , ,

i j i j i j
d d d d

   
  

In Eq. (12),  1,i j  and  , 1i j   are the adjacent 

positions on the upper and left sides of  ,i j , respectively. 

 1, 1i j   is the upper left corner position of  ,i j . DTW 

first starts from the initial position  1,1  of the time series 

matrix, gradually accumulates and calculates the distance of 
each step by moving to the right, down, and right adjacent 
positions in the matrix, and finds the path in this process to 
minimize the total accumulated distance. Finally, the DTW 
algorithm uses this path to find the minimum cumulative 

distance at the endpoint position  ,n m  of the matrix, which 

represents the minimum similarity distance between two time 
series. A small distance indicates that the two sequences are 
more similar in the time dimension, demonstrating that the 
shapes or patterns of the two sequences are closer. In Fig. 4 (b), 
when the template video time series is segmented, the step size 

is set to stepR . To better limit the range of path search, the 

width on both sides of the diagonal is specified to ensure that 
the search path is concentrated near the diagonal rather than 

spreading throughout the entire matrix stepR . In the case of 

segmented processing, the total width range of path search is 

determined by the step size 
stepR , with a maximum width of 

2 1stepR   and a minimum width of 1stepR  . This means that 

the path search range will be limited to the diagonal and its left 

and right range stepR , thereby reducing computation and 

complexity. The endpoint position of the first segment of 

SDTW is  , en j , and the vertical axis satisfies 

 1 , 1e step stepj m R m R     . At this time, the search range 

of the path is on the diagonal, with a width of 2 1stepR  . The 

computational workload is reduced to avoid global search. 

Subsequently, by moving stepR  steps each time, different path 

searches can be achieved. The average distance d  for each 

step is shown in Eq. (13). 


c

d


  

In Eq. (13), c  and   are the distance and length of the 

path. The conversion score 
ds  is shown in Eq. (14). 


1

1
ds

hd



 

In Eq. (14), h  is the coefficient that adjusts the magnitude 

of the score decrease, and 0.25h  . As d  increases, the 

similarity between two time series decreases. At this time, the 

result of 
ds  is closer to 0. Two time series are completely 

identical, and 1ds  . To evaluate human movements in a 

single frame video, it is necessary to ensure that the input video 
and the template video have equal frame rates. Analyzing the 
relationship between RA in various limbs of the human body 
can obtain a single frame calculation evaluation score. In 
practical operation, extracting human joint information is a 
time-consuming process and may cause delays during network 
transmission. To alleviate these issues, an offline processing 
module is added to the TME system. The function of this 
module is to process the template video in advance, extract and 
save the joint coordinates of each frame to the local file. 
Therefore, in the actual real-time evaluation process, the 
system only needs to read the stored joint information from the 
local file without recalculating and extracting, greatly reducing 
the time required for evaluation and improving efficiency. 
Therefore, the constructed architecture diagram of the TME 
system is shown in Fig. 5. 

In Fig. 5, the client and server of the TME system use 
Socket to achieve data transmission. The client is connected to 
the monocular camera through USB, and can display a video 
interface and collect video data. Meanwhile, customers can 
preprocess video frame data and then transmit it to the server. 
The focus of the server is on extracting joint points and 
evaluating actions. The monocular camera is transmitted to the 
server via USB connection, and the server receives the data 
information and transmits the results to the client. 
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Fig. 5. TME system architecture diagram. 

III. RESULTS 

A. Analysis of TME System Based on WCRA Similarity 

Measurement Method 

The experimental datasets are the Tennis Videos Dataset 
and the Tennis Stroke Dataset, with the former containing a 
large number of tennis matches and training videos, typically 
used for video analysis, action recognition, and strategy 
analysis. The latter includes data on various tennis hitting 
movements, such as smashes, Forehand Strokes (FS), 
Backhand Strokes (BS), Forehand Cut (FC), and Backhand Cut 
(BC). The experimental setup is displayed in Table II. 

TABLE II.  HARDWARE EQUIPMENT AND SOFTWARE ENVIRONMENT FOR 

EXPERIMENTAL SETUP 

Hardware 

device 
Device type 

Software 

environment 

Configuration 

information 

GPU server 
NVIDIA Tesla 

P40 
Operating system 

Ubuntu 14.04.5 

LTS 

GPU 

architecture 

NVIDIA 

Pascal 

Deep learning 

framework 
Caffe 

High definition 
digital camera 

SONY HDR-
CX405 

GPU parallel 

computing 

architecture 

CUDA 8.0 

Monocular 

camera 

RER-

USBFHD01M 

Computer vision 

library 
OpenCV 2.4.13 

The research indicators include similarity evaluation scores 
and accuracy. The similarity evaluation score is used to assess 
the similarity between actions of the same type (such as 
multiple backhands) and actions of different types (such as 
backhands and smashes). By calculating and comparing these 
scores, the similarity between different action types before and 
after improvement can be analyzed to evaluate the accuracy 
and effectiveness of the algorithm. Accuracy is used to 
measure the performance of algorithms in identifying and 
classifying action types, such as kill actions. By comparing the 
accuracy and average accuracy of different methods, the 
effectiveness and reliability of each method can be evaluated 
under different levels of action performance. To evaluate the 
impact of different algorithms on real-time performance when 
processing monocular camera videos using OpenPose. A 
monocular camera is conFig.d, with a video frame rate of 

60FPS and a resolution of 1280×720. The required algorithm 

environment is set on the server, including OpenPose. 
Different algorithms are run sequentially and combined with 

OpenPose to process video streams, recording the actual frame 
rate per second during the processing. The experiment is 
conducted 20 times to ensure reliability and statistical 
significance, with each experiment lasting 10 minutes. In each 
experiment, the processed video frame rate and changes in 
frame rate are analyzed, as shown in Fig. 6. 
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Fig. 6. The frame rate variation of different methods. 

In Fig. 6, the average frame rate of DTW without 
OpenPose processing was the lowest, only 0.5FPS. The 
average frame rate under the action of WCR and SDTW 
was19.1FPS, while the average frame rate processed by 
OpenPose was 19.5FPS, which was time-consuming, but 
achieved high accuracy. The proposed algorithm, combined 
with OpenPose, can better maintain the real-time frame rate of 
the video. 

To verify the effectiveness of the designed limb CRA, an 
analysis is conducted on the changes in CRA values of BS 
action and smash action, and a comparison between the two 
was obtained, as shown in Fig. 7. 

In Fig. 7 (a), the angle value of CRA 8 fluctuated the most 
within 30 frames, indicating a more drastic change in the left 
arm. In Fig. 7 (b), there was a significant fluctuation in the 
angle value of the right arm CRA 6 during the smash action, 
ranging from 36° to 260°. Therefore, the proposed limb CRA 
can effectively represent changes in limb direction, clearly 
distinguishing between movement and posture situations. 
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Fig. 7. Comparison of CRA value changes in backhand and smash 

movements. 

To verify the proposed improvement method, the similarity 
scores between different action types are evaluated to analyze 
the performance of the improved method. The study randomly 
selects 250 tennis training videos from the dataset and selects 
five types of movements: FS, BS, FC, BC, and smash. The 
similarity scores are analyzed by action type. The similarity 
scores of same action types and different action types are 
calculated. The similarity of different action types before and 
after improvement is compared, as shown in Fig. 8. 

In Fig. 8 (a), the similarity scores between actions of the 
same type and between actions of different types both 
exceeded 0.75 points. However, according to the similarity 
score results, the method before improvement was not able to 
distinguish action similarity scores well. The difference 
between the maximum and minimum scores for actions of the 
same type ranged from 0.02 to 0.16 points. In Fig. 8 (b), there 
was a clear distinction between the five types of actions, with a 
score difference ranging from 0.27 to 0.49 points. Therefore, 
the improved method has better discrimination than before. 
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Fig. 8. The similarity score between different action types before and after 

improvement. 

To analyze the accuracy of the improved method, different 
methods are selected for comparison, including 3D motion 
capture technology [32], Gaussian Distance-Improved DTW 
(GD-IDTW) [33], and Joint Angles and Movement Similarity 
(JA-MS) [34]. The action performance of the dataset is divided 
into three levels: good, average, and poor. The score for poor 
action performance ranges from 0.0 to 0.6, the score for 
average action performance ranges from 0.6 to 0.8, and the 
score for good action performance ranges from 0.8 to 1.0. The 
accuracy and average accuracy of different methods of smash 
actions among the three levels of performance are shown in 
Fig. 9. 

In Fig. 9 (a), the accuracy of the improved method for the 
smash action was 98.12%, 100.00%, and 100.00% for good, 
average, and poor performance, respectively. The accuracy of 
GD-IDTW was relatively close to the improved method, with 
accuracy rate of 96.97%, 85.77%, and 100.00% for good, 
average, and poor action performance, respectively. The 
overall accuracy of the improved method was higher than other 
methods, because the improved method was significantly better 
than the GD-IDTW in handling fine actions, which could better 
capture subtle differences in these actions. In Fig. 9 (b), in the 
similarity evaluation with good action performance, the 
improved method had an average accuracy close to GD-IDTW, 
with 88.15% and 88.01% respectively, showing superior 
performance. In terms of average action performance, the 
improved method had an average accuracy of 90.12% in action 
performance, which was higher than other methods. In the 
similarity evaluation of poor action performance, the average 
accuracy of the improved method was 92.55%. The improved 
method not only enhances computational efficiency, but also 
improves the accuracy of similarity evaluation. 
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Fig. 9. Comparison of accuracy of different methods. 

To verify the accuracy of the improved method for 
classifying tennis movements, the experiment selects five 
different types of movements from two datasets, the Tennis 
Videos Dataset and the Tennis Stroke Dataset, for analysis. 
The matrix element is the ratio of the number of recognized 
actions to the number of tested actions. The confusion matrix 
obtained for the five types of tennis movements is shown in 
Fig. 10. 

Smash

A
ct

io
n
 T

y
p
e

Action Type

BS

Smash

FC

FS

BC

BS BCFCFS

0.94

0.98

1.00

0.98

0.98

0.04 0.02 0.00 0.00

0.00

0.00

0.00

0.00

0.00

0.02

0.02

0.00

0.02

0.00

0.00

0.00

0.00

0.00

0.00

0.00

(a) Tennis Stroke Dataset
 

Smash

A
ct

io
n

 T
y

p
e

Action Type

BS

Smash

FC

FS

BC

BS BCFCFS

0.78

0.54

0.98

0.78

0.82

0.20 0.02 0.00 0.00

0.00

0.00

0.20

0.00

0.00

0.00

0.35

0.00

0.02

0.10

0.02

0.00

0.00

0.00

0.00

0.10

(b) Tennis Videos Dataset
 

Fig. 10. Comparison of confusion matrices for different datasets. 

In Fig. 10 (a), the five columns represent the five 
recognized action types, and the 5 rows represent the 5 tested 
action types. The average accuracy of action classification in 
the Tennis Stroke Dataset was 97.60%. In Fig. 10 (b), there 
were many classification errors between FS and FC actions in 
the Tennis Videos Dataset, with an average accuracy of 
78.00% for action classification. 

To analyze the generalization of the improved method, the 
study identifies non-tennis movements in two datasets. The 
number of tests for each type of action is 9, and duplicate 
videos are filtered out to obtain the recognition accuracy, as 
displayed in Table III. 

TABLE III.  RECOGNITION ACCURACY OF NON TENNIS MOVEMENTS 

Dataset Action Type Bending Capriole Running Walking High five 

Tennis Videos Dataset 
Correct number 7 8 7 9 7 

Accuracy 0.78 0.89 0.78 1.00 0.78 

Tennis Stroke Dataset 
Correct number 6 7 6 8 9 

Accuracy 0.67 0.78 0.67 0.89 1.00 
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In Table III, for the five movements of bending, Capriole, 
running, walking, and high five, the average accuracy obtained 
using the improved method reached 82%. The recognition 
accuracy of the Tennis Videos Dataset was generally high, 
with walking movements achieving 100%, and the high five 
movements of the Tennis Stroke Dataset also achieving 100%. 
The proposed method has a certain degree of generalization 
ability in recognizing non-tennis movements on different 
datasets. 

B. Performance Analysis of TME System 

Client performance evaluates the real-time performance of 
video capture and transmission, ensuring that video frames 
captured by monocular cameras can be transmitted to the 
server in a timely manner. This includes the frame rate of the 
camera, data transmission delay, and stability of network 
transmission. Server performance refers to evaluating the real-
time performance of the server in receiving, processing, and 
analyzing video frames. The server needs to quickly perform 
algorithm processing and return results after receiving video 
frames to ensure the overall system response speed. To 
comprehensively evaluate and optimize the performance of the 
system, and ensure that the entire TME system can run 
efficiently and stably in practical applications, real-time testing 

is conducted on the client and server of the TME system. Five 
tennis movements are selected for the experiment, and tested 
five times on both the client and server sides of the system. The 
average frame rate obtained is presented in Table IV. 

In Table IV, the average frame rates of the server in action 
evaluation and action recognition were 18.52FPS and 
18.51FPS, respectively, both higher than those of the client. In 
the action evaluation mode, the average frame rate of the client 
was between 17.35FPS and 17.49FPS, and the overall average 
frame rate was about 17.40FPS. The server exhibited higher 
efficiency in action processing and evaluation, which could 
process video frames faster. It is more efficient in processing 
data capabilities and utilizing data resources. In both modes, 
there is not much difference in frame rate between the client 
and server, but the overall trend is consistent. This indicates 
that the performance of the system is relatively consistent in 
different modes and has a certain degree of stability. 

In the TME system, three individuals are selected for 
testing. Among the five types of tennis movements, three sets 
of imitative movements are tested for each movement. The 
performance levels are good, average, and poor. The similarity 
evaluation scores for different action types are shown in Fig. 
11. 

TABLE IV.  COMPARISON OF AVERAGE FRAME RATES BETWEEN SERVER AND CLIENT 

Mode type Action Type FS FC Smash BS BC Average frame rate (FPS) 

Average frame rate of action 

evaluation mode (FPS) 

Client 17.38 17.35 17.37 17.39 17.49 17.40 

Server 18.50 18.57 18.56 18.43 18.54 18.52 

Average frame rate of action 

recognition mode (FPS) 

Client 17.24 17.28 17.38 17.28 17.27 17.29 

Server 18.53 18.51 18.48 18.51 18.49 18.51 
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Fig. 11. Similarity evaluation scores for different action types. 

In Fig. 11, the similarity evaluation score for the smash 
action with good performance was the highest, at 0.94, while 
the similarity evaluation score for this action with poor 
performance was the lowest, at 0.5. The evaluation scores for 
smash, BS, and BC actions were relatively high, while the 
similarity evaluation scores for FS and FC actions were 
relatively close, resulting in a lower degree of differentiation 
between the two. 

IV. DISCUSSION AND CONCLUSION 

There are significant challenges in efficiently and 
accurately evaluating tennis movements at present. In order to 
improve computational efficiency and real-time performance 
of the system, a TME system was developed. The limb CRA 
was used to quantify and analyze action direction. Then, AFW 
and GTW weighting were used to optimize DTW. The results 
showed that the angle value of CRA 8 fluctuated the most 
within 30 frames, indicating that the changes in the left arm 
were more severe. The angle value of CRA 6 in the right arm 
of the smash action fluctuated greatly, ranging from 36° to 
260°. The similarity scores between actions of the same type 
and between actions of different types both exceeded 0.75 
points. However, according to the similarity score results, the 
method before improvement was not able to distinguish action 
similarity scores well. To address this issue, Zhang et al. 
focused on evaluating the quality of actions in videos by using 
distributed autoencoders, likelihood loss sampling scores, and 
learning uncertainty parameters [35]. The difference between 
the maximum and minimum scores for actions of the same type 
ranged from 0.02 to 0.16 points. There was a clear distinction 
between the five types of actions, with a score difference of 
0.27-0.49 points. Therefore, the improved method had better 
discrimination than before. For the smash action, the accuracy 
rates of the improved method for good, average, and poor 
performance were 98.12%, 100.00%, and 100.00%, 
respectively. The accuracy of GD-IDTW was relatively close 
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to the improved method, with accuracy rates of 96.97%, 
85.77%, and 100.00% for good, average, and poor action 
performance, respectively. The overall accuracy of the 
improved method outperformed other methods, because the 
improved method was significantly better than the GD-IDTW 
in handling fine actions, which could better capture subtle 
differences in these actions. In the similarity evaluation of good 
action performance, the improved method had an average 
accuracy close to GD-IDTW, with 88.15% and 88.01%, 
respectively, showing superior performance. As for average 
action performance, the improved method had an average 
accuracy of 90.12%, which was higher than other methods. In 
the similarity evaluation of poor action performance, the 
average accuracy of the improved method was 92.55%. The 
improved method not only enhances computational efficiency, 
but also improves the accuracy of similarity evaluation. This 
method has a certain positive effect on the Estevam team in 
obtaining semantic information from videos for recognizing 
actions [36]. The improved method effectively achieves 
accurate and real-time action similarity evaluation, which is of 
great significance for various training and evaluation systems 
that require real-time feedback. Meanwhile, this innovative 
method will make significant contributions to the development 
of sports science research and intelligent sports evaluation 
systems. However, this study does not consider the impact of 
lighting environmental factors on the evaluation results. 
Excessive or insufficient lighting can lead to the loss of details 
in the image, which in turn affects the accuracy of action 
recognition and the reliability of similarity evaluation. In the 
future, experiments can be extended to different lighting 
environments, including natural light, artificial light sources, 
and changes in lighting intensity. By testing the performance of 
the algorithm under various lighting conditions, the robustness 
of the algorithm in different lighting environments can be 
identified and optimized. 
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Abstract—Currently, there are issues with low efficiency and 

outdated Internet of Things resource allocation. To study real 

Internet of Things user behavior data, a Bayesian optimization 

algorithm is used to automatically select hyperparameter 

combinations and construct an Internet of Things user behavior 

analysis model based on long short-term memory. The results 

showed that the prediction accuracy of the model reached 96.8% 

and 97.53% on the training and validation sets, while in the set 50 

maximum iterations, the model achieved 80.78% on the test set. In 

comparing the performance between the research model and the 

traditional recurrent network model, it was found that the optimal 

prediction accuracy of the research model was 80.78%, which was 

better than the comparison model. The application results of the 

research model in short-term power load forecasting also 

indicated that the prediction accuracy of the Internet of Things 

user behavior analysis model based on the improved recurrent 

network has reached a good level, far superior to the comparative 

model. The results have important application value for allocating 

energy and resources in Internet of Things systems. 

Keywords—Internet of Things; user behaviors; recurrent neural 

network; Bayesian optimization; long short-term memory; 

hyperparameter 

I. INTRODUCTION 

The continuous progress of science and technology has led 
to an exponential growth trend in the amount of information, 
and the Internet of Things (IoT) technology has also been 
further developed. In recent years, the further popularization of 
5G technology, the further reduction of hardware costs, and the 
development of big data technology have led to a significant 
advancement in the IoT. At this stage, the IoT is no longer 
merely a network of objects and systems; it has evolved into a 
comprehensive system that connects all the people, processes, 
and resources involved, forming a seamless and automated 
interaction process [1-2]. At the current stage of development, 
the IoT integrates the interactive factors related to people. The 
data types and quantities involved in the whole IoT system have 
greatly increased, and the traditional processing system 
technology has been unable to meet the actual needs of [3-4]. 
At this time, artificial intelligence (AI) technologies have 
emerged as the optimal avenue for industrial advancement 
within the IoT domain. Furthermore, the integration of AI has 
become pervasive across various production and operational 
processes. However, the practical application of AI technology 
in the IoT often has the problem of poor timing [5-6]. Given 
this, many scholars have researched the analysis of IoT user 
behavior, and methods such as mathematics, data mining, and 
machine learning (ML) have emerged [7-8]. Mathematical 
methods are characterized by high complexity, limited 

interpretability, and greater difficulty in achieving results. In 
contrast, data mining and simple calculation technology are 
relatively straightforward, yet they often prove ineffective in 
predicting user behavior. Based on this, the long and short-term 
memory (LSTM) recurrent neural network (RNN) method in 
the ML method is used to construct the prediction model. At the 
same time, to solve the problems of high complexity and 
optimization difficulty of ML methods, the Bayesian 
optimization algorithm (BOA) is studied based on the 
prediction model of LSTM-RNN, which can realize the 
automatic optimization of the prediction model. This study first 
hopes to find out the correlation and the implied behavior mode 
of the user behavior data of the IoT, aiming to provide more 
temporal data for more accurate, fast, and convenient IoT 
services. Secondly, the study is expected to construct a user 
behavior prediction model for the IoT that can adapt to different 
environmental characteristics. This will provide a basis for user 
behavior information that can be used to improve the quality of 
system services in the IoT and further improve the efficiency of 
resource allocation in the system. Finally, the study validates 
the model through training in terms of losses, effects, and load 
forecasting. Through these verification methods, the 
performance and practical application of the proposed method 
can be effectively analyzed. 

II. LITERATURE REVIEW 

In the context of IoT research pertaining to user behavior 
analysis (UBA), to promote the application of big data in 
various fields, Hou et al. proposed an IoT unstructured big data 
analysis online client algorithm built on ML algorithm. The 
algorithm was used in other big data analysis scenarios and 
verified to be more efficient than other comparative algorithms 
[9]. Abdelmoumin et al. conducted research on the performance 
of IoT-based anomaly-based intelligent intrusion detection 
system (IDS) ML model. Compared with deep learning-based 
IDS, anomaly-based ML-based IDS exhibited lower 
performance and prediction accuracy (PA) in detecting 
intrusions in IoT [10]. Xu et al. proposed a data-driven intrusion 
and anomaly detection method using IoT automatic ML to 
address the current issues of IoT network attacks and intrusions. 
This algorithm technology not only saved the computational 
cost of runtime test data, but also solved a multi-class 
classification problem with an accuracy of 99.7%, with 
significant advantages over existing algorithms [11]. To solve 
the optimal pricing and bundling problem of ML-based IoT 
services, Alsheikh et al. defined data value and service quality 
from the perspective of ML and proposed an IoT market model. 
Compared to independent sales, bundling IoT services could 
maximize the profits of service providers [12]. Woźniak et al. 
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analyzed the network traffic of various IoT solutions based on 
deep learning models to address network security issues in 
network physical systems. The results confirmed that even 
when the number of evaluated network features decreased, the 
model was very effective in identifying potential threats, with 
an accuracy rate of over 99% [13]. Zhao et al. proposed an IoT 
intrusion detection method based on lightweight deep neural 
networks. On two real NID datasets, this method had good 
classification performance, lower model complexity, and 
smaller model size, making it suitable for IoT traffic 
classification in both normal and attack scenarios [14]. 

In studies employing LSTM networks for behavioral 
prediction, the LSTM network will also be utilized to conduct 
such studies based on the most abundant user purchase and 
social behavior data available on the Internet. For example, 
Sakar et al. used a multi-layer perceptron for feature 
classification and trained a LSTM-RNN to predict the 
probability of the user leaving the current site. The purpose was 
to take corresponding measures to improve the purchase 
conversion rate of the website [15]. LSTM networks are also 
used in some prediction studies of action and behavioral 
trajectories. To estimate the movement intention of people in 
intelligent manufacturing service of human-robot cooperation, 
Liu et al. used LSTM network to extract the time pattern of 
human movement and automatically output the prediction 
results before the movement. This approach was taken to ensure 
the efficiency and safety of the system [16]. Huang et al. 
proposed three properties of asymmetric driving behavior and 
constructed a vehicle following model based on a LSTM-RNN 
[17]. Yimin et al proposed a human-centered trajectory tracking 
control strategy, using a LSTM network to design a model 
predictive control method considering insertion vehicle driver 
behavior to track the reference trajectory [18]. 

In conclusion, many scholars have achieved notable 
advancements in the enhancement of IoT-UBA performance, 
economic value, and network security. However, existing IoT-
UBA research focuses on predicting whether a certain 
behavioral action will occur, without considering the usage 
characteristics of items in IoT and the relationships between 
users and items. In addition, existing research only considers 
the sequence relationship between user behavior occurrence, 
that is, using pre-order behavior to analyze the possible 
behaviors that may occur in the post-order. This merely 
indicates the potential for future behavior without specifying 
the timing of subsequent actions. Consequently, it is unable to 
enhance the precision, speed, and accessibility of IoT services 
or provide more detailed temporal data. Based on this, this 
study innovatively proposes the use of BOA for model 
hyperparameter selection, improves RNN, and constructs an 
IoT-UBA model that can adapt to different environmental 
characteristics. The model can provide more time-series data 
for more accurate, fast, and convenient IoT services. 
Furthermore, it can enhance the efficiency of resource 
allocation within the system. 

III. METHODS AND MATERIALS 

This study first conducts relevant data mining and 
preprocessing based on real IoT user behavior data. 
Subsequently, the user behavior dataset is employed to train an 
IoT-UBA model founded upon LSTM-RNN, and BOA is 
utilized to automatically select model hyper-parameter 
combinations. 

A. Research Data Mining and Preprocessing 

The dataset used contains sensor activation data from 
00:00:00 to 23:59:59 every second within 30 days in an IoT 
environment for TWO family members. 86,400s of data are 
generated every day, with a total of 2,592,000 pieces of data 
included in the 30 day period. The activation of each sensor 
represents the use of a certain item, so the activation data of 
sensors can to some extent represent the behavior of residents 
in the IoT environment. Table I shows the location, type, and 
ID of the sensors. 

In Table I, the dataset folder "ARAS" contains two folders: 
"HouseA" and "HouseB", representing two different 
households. Each household folder contains 30 text files in the 
format "DAY_x" and one "Readme" text file to explain the 
basic information of data, sensor information, and activity 
instructions. Before mining and further processing data, the first 
is to compress and merge the data. Considering that the IoT-
UBA model constructed using RNN is used, this study uses a 
total of 30 days of monthly data for merging and compression. 
After conducting a series of pre-experiments, the dataset 
compressed in units of 20s performs the best in three candidate 
scenarios: 10s, 20s, and 30s. Therefore, this study will 
compress the data in units of 20 seconds, meaning that every 20 
rows of data will be merged into one row. The merged data in 
this row will take the maximum activation data of all sensors 
within 20 seconds, that is, all activated sensors within 20 
seconds will be marked as "1". Subsequently, this study formats 
the data based on the time step determined during the data 
mining auto-correlation analysis process. The time window 
processed sequence dataset is shown in Fig. 1. 

Dataset  1 2, ,..., nx x x  is processed into the format shown 

in Fig. 1 using a time window of length t . The n sequence data 
are processed into n-t+1 sequence data with a time step of 1. 
Among them, in the data used, size is to be determined as the 
hyper-parameter of the model, and the input data dimension is 
20 dimensions. The time step is determined by auto-correlation 
analysis to be 60, which means that the behavior of IoT users in 
the first 60 time units will have an impact on the current IoT 
user behavior. The original data consist of 129,600 20 
dimensional sensor activation data, with a data format of 
(129,600*20). After processing through a time window of 60 in 
length, it has been transformed into a 3D dataset in the shape of 
(129,541*60*20). Among them, 129,541 is calculated by 
(129,600-60+1). 
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TABLE I. ID, TYPE, AND LOCATION OF SENSORS 

Sensor ID Sensor Type Place 

Ph1 Photocell Wardrobe 

Ph2 Photocell Convertible Couch (Used as bed for Resident 2) 

lr1 IR TV receive 

Fol Force Sensor Couch 

Fo2 Force Sensor Couch 

Di3 Distance Chan 

Di4 Distance Chair 

Ph3 Photocell Fridge 

Ph4 Photocell Kitchen Drawer 

Ph5 Photocell Wardrobe 

Ph6 Photocell Bathroom Cabinet 

Co1 Contact Sensor House Door 

Co2 Contact Sensor Bathroom Door 

Co3 Contact Sensor Shower Cabinet Door 

So1 Sonar Distance Hall 

So2 Sonar Distance Kitchen 

Di1 Distance Tap 

Di2 Distance Water Closet 

Te1 Temperature Kitchen 

Fa3 Force Sensor Bed 
 

x1x2x3x4x5x6……xtxt+1xt+2xt+3xt+4……xn

x1x2x3x4x5x6……xtxt+1xt+2xt+3xt+4……xn

x1x2x3x4x5x6……xtxt+1xt+2xt+3xt+4……xn

Time window 1

Time window 2

Time window 3

 

Fig. 1. Time window processed sequential dataset. 

The data used in this study is relatively large (greater than 
10,000 but less than 100,000), so the data are segmented into a 
60% training set, a 20% validation set, and a 20% testing set. 
After format transformation, 129,541 pieces of data will be 
divided into the first 77,727, middle 25,907, and last 25,907 
pieces according to the time series for model construction. 
Among them, 77,727 pieces of data are used for the preliminary 
construction and optimization of the model, and 25,907 pieces 
of data are used to verify the model's generalization ability 
during the optimization process. After the model construction 

is completed, the generalization ability of the final model is 
tested using the last 25907 pieces of data. 

B. Building an IoT-UBA Model Based on Improved RNN 

In solving problems related to time series data, complete 
and continuous strings, images, etc., there is a certain degree of 
correlation between the front and back data of the dataset 
involved. That is to say, in model training, the data cannot only 
enter the neural network unilaterally and independently for 
parameter training . To build a better IoT-UBA model, it is 
necessary to fully consider the information carried by the pre-
order data in the process of drawing conclusions. Among them, 
RNN is used to solve sequence related problems. In RNN, the 
parameter W used for information transmission in hidden states 
is the same. In the backpropagation gradient descent method 
used to solve parameters, the chain rule of differentiation will 
result in the solved gradient containing the multiplication of 
weights. When the weight value is greater than or less than 1, 
multiplication will cause the gradient to expand infinitely or 
approach zero infinitely. The former is called gradient 
explosion, while the latter is called gradient disappearance. The 
gradient explosion problem can be solved using gradient 
truncation, which limits the maximum value of gradients [19-
21]. Similarly, if the gradient vanishing problem is to be solved 
by restricting the minimum value of the gradient, it will result 
in the obtained weights not reflecting the actual impact of the 
node well. This study proposes to use LSTM network to solve 
this problem, and its network structure is shown in Fig. 2. 
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Fig. 2. Internal structure of LSTM unit. 

The LSTM unit has three parts: input gate, output gate, and 
forget gate. The activation function corresponding to the three 
control gates is the sigmoid function. The output of sigmoid is 
between 0 and 1. The activation function can be understood as 
a control valve in the layman's sense, where "0" represents the 
control valve being closed and the information being 
completely filtered. "1" represents the control valve closing, 
and the information is completely retained. By controlling the 
opening and closing of the valve, important information can be 

filtered. If the tx , the previous unit state 1tS  , and the long-

term state (LTS) 1tC   that was memorized in the previous 

time are input, the unit is entered first and the forget gate is 

entered next. At this point, a vector tf  composed of numbers 

is obtained, as shown in Eq. (1). 

 1t f t f t ff W S U x b               (1) 

In Eq. (1),  0,1tf  . fW , fU , and fb  represent the 

weights of the forget gate. The multiplication of tf  and the 

LTS 1tC   from the previous moment determines how much 

information in 1tC   enters tC , as shown in Eq. (2). 

1t t tK f C                  (2) 

In Eq. (2), tK  represents the need to retain the information 

of the LTS tC  at this moment, and this result will be used as 

one of the inputs to the input gate. In the input gate, tx  and 

1tS   are processed by a tanh function to obtain the 

information 
tC


 of the LTS to be added, as shown in Eq. (3). 

 tanh 1t C t C t CC W S U x b


           (3) 

In Eq. (3), CW , CU , and Cb  represent the weights of 

long-term unit states, similar to forgetting gates. tx  and 1tS   

will also pass through a signoid function to obtain a vector ti  

composed of numbers. This vector is multiplied by 
tC


 to 

determine how much information needs to be added to the LTS 

tC  at this moment, as shown in Eq. (4). 

 1t i t i t ii W S U x b                (4) 

In Eq. (1),  0,1ti  . iW , iU , and ib  are the weights of 

the input gate. By combining the calculation results of the forget 

and input gates, the LTS tC  is obtained, as shown in Eq. (5). 

tt t tC K i C


                  (5) 

In Eq. (5), tC  is only transmitted within the network and 

will be passed to the next unit as one of the inputs to the next 
unit. Similarly, passing through the signoid function will 

generate a numerical vector to , as shown in Eq. (6). 

 1tt o o t oo W S U x b                (6) 

The LTS tC  at this moment is processed by the tanh 

function and multiplied by to  to determine how much 

information in the LTS tC  is output as the unit state tS  at 

that moment, as shown in Eq. (7). 

 tanht t tS o C                (7) 

Among them, the unit state tS  on the last time step is the 

final output of the model. After each batch of data is transmitted 
into the network, parameters are updated through gradient 
descent to reduce the loss between actual and predicted values. 
This study uses binary cross entropy as the loss function M , 

as shown in Eq. (8). 

 
20

1

1
log 1 log 1

20
i ii i

I

M y y y y
 



    
        

    
    (8) 

In Eq. (8), y  represents the numerical vector of the true 

value. y


 represents the numerical vector of the predicted 

value. In relatively fixed and bounded usage scenarios like IoT, 
user behavior interacts with relatively fixed objects within a 
certain range, with limited influencing factors and following 
certain patterns. To this end, an IoT-UBA model is constructed 
based on LSTM, as shown in Fig. 3. 
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2-layer Dense layer 

(including 1-layer input 

layer)

2-layer LSTM layer 

(transmitting hidden 

states)

Input layer
xT

h(1)
T

oT

yT

h(2)
T  

Fig. 3. Schematic diagram of the research model. 

This model is a neural network model consisting of two 
LSTM layers, one Dense layer, and one output layer. On the 

data of each time step t (t∈[1,T])) with a total of T time steps, 

the hidden state 
 1

t
h  (t∈[1, T]) of the first layer LSTM layer 

and the hidden state 
 2

t
h  (t∈[1,T])) of the second layer LSTM 

layer will be passed to the next LSTM layer at the next time 

step. Moreover, the hidden state includes LTS 
t

iC  (i∈[1,2],t

∈[1,T]) and short-term state 
t

iS  (i∈[1,2],t∈[1,T]), thereby 

achieving the effect of memorizing the hidden information in 
the preceding data. In addition, this study relies on experience 
to select hyperparameters that may have a better analytical 
effect on the model (Table II). 

TABLE II. SELECTION OF MODEL HYPERPARAMETERS 

Hyper-parameter Value Type 

Lstm_layer 2 int 

Activation_lstm Tanh string 

Lstm_output_dim 110 int 

Dense_layer 2 int 

Activation_dense Softsign string 

Activation last Sigmoid string 

Drop_out 0.2 float 

Batch_size 64 int 

Nb_epoch 4 int 

Optimizer Rmsprop string 

Loss Binary cross entropy string 
 

C. Optimization of Hyperparameters Based on BOA 

After constructing an IoT-UBA model based on LSTM, it is 
found that having too many hyperparameters can lead to an 
increase in model complexity and easily lead to overfitting. To 
solve overfitting problems and improve model generalization 
ability, ML engineers generally adjust hyper-parameter 
combinations based on experience to achieve a better level of 
generalization [22]. However, manual parameter tuning is 
difficult to fully consider all relevant influencing factors and 
historical performance. Even though time and manpower are 
spent manually adjusting parameters and achieved good results, 
the constructed prediction model only performs well in the IoT-
UBA corresponding to specific datasets. The predictive ability 
of this hyperparameter combination among more IoT users is 
still unknown [23]. This study proposes using BOA to construct 
an adaptive hyperparameter selection algorithm, selecting 

personalized hyperparameter combinations that perform best 
for different users. The purpose of hyperparameter optimization 
(HPO) in ML is to find the hyper-parameters of a given ML, 
which returns the best performance measured on the validation 
set. Unlike model parameters, hyperparameters need to be set 
before training. The HPO equation is shown in Eq. (9). 

 argmin x f               (9) 

In Eq. (9),   represents the hyperparameter and  f   

represents the minimum objective score evaluated on the 
validation set, which is also the loss that needs to be optimized 
for the model. BOA combines the advantages of manual 
parameter tuning with manual experience and grid search, as 
well as automatic selection through random search, to track past 
evaluation results. It forms a probability model by using these 
results, seeking a combination of hyperparameters in the 
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probability model that can minimize losses. Before using 
automatic optimization algorithms to search for the optimal 
combination of hyperparameters, it is necessary to define the 
domain space for hyperparameter search. This study constructs 
a large-scale hyperparameter domain space based on the 
research model. HPO requires defining the objective of BOA 
optimization, which is the loss of the objective function. The 
ultimate goal of selecting hyperparameter combinations in this 
study is to improve the model's generalization ability. The 
greater the generalization ability of the model, the better, but 
the loss of the BOA function can only be the minimum value, 

so the loss value Q  of BIA is shown in Eq. (9). 

1Q Pa  (9) 

In Eq. (9), Pa  represents the PA of the test set. To learn 

the "black box" between hyperparameter combinations and 
optimization objectives, this study uses tree-structured Parzen 
estimator (TPE) to construct optimization algorithms. The TPE 

algorithm can construct a probability model for optimization 
objectives by combining existing hyperparameters and their 
corresponding loss values. Through this probability model, it is 
possible to find the hyperparameter combination that minimizes 
the optimization objective and maximizes the probability. Then, 
based on the selected hyperparameter combination, the trained 
model updates the input-output pairs and continues to construct 
a new probability model. Cycling the above process until the 
loss value reaches its lowest point, and thus completing the 
construction of the IoT-UBA model based on improved RNN. 
The construction process of the model is shown in Fig. 4. 

The research model construction in Fig. 4 first involves data 
mining and preprocessing based on real IoT user behavior data. 
Then, a prediction model needs to be constructed based on 
LSTM network, and hyperparameters need to be selected based 
on experience. Finally, BOA is used to automatically select 
model hyperparameter combinations. 

Test set
Verification 

set
Training set

Model 

training

Model 

building

Hyperparameter 

selection

Model 

validation

Prediction effect

Validation of 

generalization ability

Generalization ability

Model 

construction 

completed

Yes

No

No

Yes

Preprocessed 

data

 

Fig. 4. Model construction process. 

IV. RESULTS 

A. Training and Validation of Research Models 

To test the model effectiveness, this experiment uses the 
processed training and validation sets for model training and 
validation and uses the test set to test the model's generalization 
ability. Table III shows the relevant experimental environments. 

This experiment is conducted using XiaoXinPro 14ITL 
2021, with a processor environment of 11th GenIntel(R)Core 
(TM)i5-1135G7@2.40GHz-2.42GHz, a memory capacity of 
16.0GB, and the operating system of Windows10. The software 
used in data mining is SPSS Modeler18.0. The programming 
environment involved is Python 3.8.3 and the programming 
IDE used is Anaconda3. Python is used for data preprocessing, 

model construction, and optimization algorithms. The divided 
training set and validation set are put into the constructed model. 
Based on research data and model characteristics, binary 
classification accuracy is used as a measure of model PA and 
binary classification cross entropy is adopted as a loss function. 
The training results of the research model are displayed in Fig. 
5. 

In Fig. 5, as the training iteration progresses, the loss of the 
research model on the training and validation sets decreases 
continuously. At the completion of the last epoch of training, 
the loss on the training set decreases from the initial 0.1800 to 
0.1084, and on the validation set from the initial 0.1362 to 
0.0915. The learning ability of the model continues to improve. 
The PA of the model on both the training and validation sets 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

207 | P a g e  

www.ijacsa.thesai.org 

surpasses 90%, and as the iteration process continues to rise, 
the final accuracy reaches 96.8% and 97.53%. The dataset, 
hyperparameter domain space, and objective function are input 
into BOA, and the hyperparameter combinations selected for 

each iteration of BOA, their corresponding training time, and 
loss values are recorded for tracking optimization history. The 
optimal combination of hyperparameters for localization 
prediction is shown in Fig. 6. 

TABLE III. EXPERIMENTAL OPERATING ENVIRONMENT 

Parameter Experimental Environment 

Tool XiaoXinPro 14ITL 2021 

Processor 11th GenIntel(R)Core (TM)i5-1135G7@2.40GHz-2.42GHz 

Memory capacity 16.0GB 

Operating system Windows10 

Data mining software SPSS Modeler18.0 

Programming environment Python3.8.3 

Programming IDE Anaconda3 

model building Python3.8.3 

1 2 3 4 1 2 3 4

0.98

0.97

0.96

0.95

0.940.08

0.10

0.12

0.14

0.16

0.18
Train-loss

Val-loss

Train-accuracy

Val-accuracy

(a) Model loss (b) Model accuracy
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Fig. 5. Model training results. 
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Fig. 6. Iteration loss and training time. 

In Fig. 6, the loss shows a significant downward trend with 
the number of iterations, indicating that when selecting 
hyperparameter combinations, BOA will choose 
hyperparameters that are more likely to perform better based on 
the probability model of the loss with respect to 
hyperparameters. In the set maximum of 50 iterations, the loss 
of the objective function reaches its minimum value in the 45th 
iteration, and the optimal model loss trains under the 
corresponding hyperparameter combination conditions in this 

iteration is 0.19. The model’s PA on the test set reaches 80.78%, 
showing that BOA enhances its generalization ability, and 
searches for a model hyperparameter combination with better 
prediction ability based on the user behavior characteristics in 
the IoT environment. To further validate the improved RNN in 
IoT-UBA, a similar neural network model is constructed using 
traditional RNN, and BOA is also used to select the optimal 
hyper-parameter combination. The experimental results are 
shown in Fig. 7. 
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Fig. 7. Comparison of research model and RNN model effects. 

Fig. 7 (a) shows the comparison of the loss value changes 
between the traditional RNN model iteration process and the 
research model. Both models show a spiral downward trend as 
the iterations increase. Among them, the minimum loss value 
of the traditional RNN is 0.34, which means its best PA is only 
66.01%, lower than the 80.78% of the research model. Fig. 7 (b) 
shows the comparison of training time between LSTM and 
RNN models. The research model reaches the minimum loss 
value in the 31st iteration, while RNN only selects the optimal 
hyper-parameter combination in the 45th iteration. The average 
training time for the research model is 338 seconds, and this 
value for the RNN model reaches 614 seconds. In terms of 
iteration times and training time, the research model is 
significantly better than the RNN model. 

B. Application of Research Models in Short-term Power Load 

Forecasting 

To test the practicality of the IoT-UBA built on improved 

RNN, this study selects two benchmark models, auto-
regression model (AR) and back propagation neural network 
(BPNN), to validate the proposed improved RNN model. This 
study selects three different datasets, namely three load datasets 
provided by official websites in three foreign regions. The first 
one is the electricity load data of region A from February 1, 
2023 to August 31, 2023, with a sampling rate of 1 hour and a 
sample size of 5112. The second one is the electricity load data 
of region B for the whole year of 2023, with a sampling rate of 
1 hour and a sample size of 8760. The third one is the electricity 
load data of region C for the whole year of 2023, with a 
sampling rate of 1 hour and a sample size of 8760. The power 
load data of these three regions are processed through data 
preprocessing and the processed data are divided into datasets. 
The daily load forecasting results of each model on three 
different datasets are displayed in Fig. 8. 
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Fig. 8. Daily load forecasting results of each model on three different datasets. 
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From Fig. 8 (a), in region A, the prediction effect of each 
model is overall and the load prediction curve in the figure 
almost coincides with the actual situation. However, Fig. 8 (a) 
shows that the prediction effect of the research model is better 
than that of other comparison models. In particular, in the two 
periods of 13:00 and 17:00, the error rate of the research model 
is only 0.13% and 0.09%, which is small and has more accurate 
PA than the comparison model. In the data set of Fig. 8 (b) in 
region B, in general, at the very beginning, each model has a 
good prediction effect. However, with the increase of mean 
absolute percentage error (MAPE), the deviation between the 
prediction of various models and the reality are increasing, 
which leads to the decrease of the accuracy of the prediction. 
Especially in the period of 20:00, each model prediction 
deviation reaches the largest. The AR model, BPNN model, and 
acting model of daily load prediction error rates reach 12.13%, 
5.72%, and 1.39%, respectively. Among them, the research 
model error rate is lower than other contrast model. The 

prediction results and the actual load change trend are the most 
consistent and the performance effect is better. In region C of 
Fig. 8 (c), in general, the prediction effect of each model is not 
good. With the increase of MAPE, the deviation between the 
prediction of various models and the reality are increasing, 
leading to a decrease in the accuracy of the prediction. Among 
them, the period of 2:00 appears the largest prediction error. In 
the 17:00 period, the AR model reaches the largest error in the 
prediction. In both 2:00 and 17:00, the prediction effect of the 
research model is relatively excellent. This indicates that 
although traditional power system modeling methods can 
describe the overall trend of the power system, as the 
complexity of the system increases, the operational efficiency 
of the power system also decreases, resulting in huge economic 
losses to the power system. The root mean square error (RMSE) 
and MAPE of load forecasting for each model within seven 
days are exhibited in Fig. 9. 
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Fig. 9. Comparison of weekly load prediction errors among different models. 

In Fig. 9, the weekly load PA of the IoT-UBA is much better 
than that of BPNN and AR, and BPNN is higher than AR. The 
comparison between its predicted load value and the actual load 
value shows that through more accurate prediction of user 
behavior, the prediction of load value has completed a good 
level. 

V. DISCUSSION 

As the IoT technology becomes increasingly pervasive in 
all aspects of people's daily lives, the collection of user data 
within IoT systems will become more comprehensive. The data 
accurately reflect the behavioral patterns and living habits of 
users. Providing better services and timely responses to users, 
effectively utilizing this information to predict user behavior 
and needs, and systematically improving management and 
service quality are key to enhancing the competitiveness and 
service level of various industries in the future. The proposed 
method sets a maximum of 50 iterations. At 45 iterations, the 
objective function has the smallest loss, and the optimal model 
has a loss of only 0.19 (test set), with an accuracy of 80.78%. 
The results of this study are consistent with the predictions of 
the lightweight dense random neural network proposed by Latif 
et al. [24] for IoT intrusion detection, and the model performs 
well. This is because when selecting appropriate inputs for the 
research model, BOA selects a more promising hyperparameter 
based on loss estimation. This can search for super parameter 
combinations with higher predictive performance based on user 
behavior characteristics in IoT scenarios, thereby enhancing the 

performance of the model. In this study, the model lost the 
smallest loss in 31 cycles, the best PA was 80.78%, and the 
learning time was 338s, which showed better performance. 
However, the accuracy of the industrial IoT detection method 
based on graph neural network proposed by Wu et al. [25] can 
only reached 79.71%. This is because the hyperparameters have 
been optimized, shortening the iteration and learning time of 
the model, thereby improving its generalization ability. In 
summary, the analysis shows that using BOA to select model 
hyperparameter combinations further improves the 
generalization ability of the prediction model, enabling the 
model to construct adaptive prediction models based on the 
characteristics of different users in different IoT environments. 

VI. CONCLUSION 

In response to the current problems in the application of IoT 
technology, this study utilized BOA to construct an IoT-UBA 
model based on an improved RNN that can adapt to different 
environmental characteristics. The results demonstrated that the 
PA of the research model on both the training and validation 
sets was greater than 90%, and as the iteration process 
continued to increase, the final accuracy reached 96.8% and 
97.53%. In 50 maximum iterations, the model achieved a PA of 
80.78% on the test set. In the comparison of the performance 
between the research model and RNN, the minimum loss value 
of traditional RNN was 0.34, which meat its best PA was only 
66.01%, lower than the 80.78% of the research model. The 
research model reached the minimum loss value in the 31st 
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iteration, while RNN only selected the optimal hyper-parameter 
combination in the 45th iteration. The average training time for 
the research model was 338 seconds, and this value for the RNN 
model reached 614 seconds. In terms of iteration times and 
training time, the research model was significantly better than 
the RNN model. The application results of the research model 
in short-term power load forecasting also indicated that the PA 
of the IoT-UBA model based on improved RNN has reached a 
good level, far superior to other comparative models. However, 
this study is based on a sufficient amount of historical user 
behavior data. In practical use, the IoT-UBA model will 
inevitably face the situation of insufficient historical user 
behavior data at the initial startup of the system. In the future, 
in-depth research will be conducted in this area. 
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Abstract—In order to solve the problem of feature selection 

and local optimal solution in the field of network security, a 

network security protection model based on improved genetic 

algorithm and weighted error back-propagation algorithm is 

proposed. The model combines the dynamic error weight and 

adaptive learning rate of the weighted error back-propagation 

algorithm to improve the learning ability of the model in dealing 

with classification imbalance and dynamic attack mode. In 

addition, the global search capability of genetic algorithm is 

utilized to optimize the feature selection process and automatically 

adjust the hyperparameter settings. The experimental results 

show that the proposed model has an average accuracy of 96.7%, 

a recall rate of 93.3% and an F1 value of 0.91 on the CIC-IDS-2017 

dataset, which has significant advantages over traditional 

detection methods. In many experiments, the accuracy of normal 

data is up to 99.97%, the accuracy of known abnormal behavior 

data is 99.31%, and the accuracy of unknown abnormal behavior 

data is 98.13%. These results show that this method has high 

efficiency and reliability when dealing with complex network 

traffic, and provides a new idea and method for network security 

protection research. 

Keywords—Genetic algorithm; weighted error back-

propagation; multiple strategies; network security 

I. INTRODUCTION 

With the speedy prosperity of information technology, 
network security matters have become more and more notable, 
and the ways of network attacks have become more complex 
and diverse. These attacks not only affect the operations of 
businesses and government agencies, but also pose a significant 
threat to the privacy and data security of individual users [1]. 
At the same time, with the rapid growth of network traffic, how 
to effectively detect and identify potential security threats has 
become a non-negligible problem that requires urgent handling 
in the current field of network security. Traditional network 
security detection methods often rely on matching rules or 
feature libraries, making it difficult to cope with rapidly 
evolving attack patterns [2-3]. 

Thus, a lot of domestic and foreign researchers have 
promoted in-depth study on network security detection. Wei K 
et al. focused on optimizing network intrusion detection 
technology, using a combination of algorithm technology and 
artificial intelligence to achieve intrusion detection and defense 
of network security systems. Focusing on the issues of low 
efficiency and poor detection precision of classical K-means 
clustering algorithm, an improved K-means clustering 

algorithm network security detection model was proposed, and 
experiments were conducted using a dataset. The results 
indicated that this improvement measure could significantly 
improve detection efficiency and accuracy [4]. Chen Z 
optimized traditional network security detection algorithms in 
response to constantly changing and upgrading network attack 
techniques. A new network security detection model was 
constructed using radial basis function neural networks as the 
main body, optimized through simulated annealing algorithm 
and hybrid hierarchical genetic algorithm (GA), and relevant 
experiments were conducted. The results showed that the 
optimized detection model's predicted values in 15 samples 
highly approached the true values, which could provide 
assistance for maintaining network security [5]. Khan M and 
Ghafoor L explored the special challenges brought by 
adversarial attacks in the field of network security, and 
strengthened machine learning-based network security 
detection systems to address challenges such as the dynamic 
nature of network environments and the need for real-time 
decision-making. The experimental results indicated that the 
research method could provide more powerful and resilient 
solutions when facing network attacks [6]. Yin L and Zhang D 
raised a network security detection algorithm grounded on 
vague reasoning. Firstly, they combined fuzzy reasoning and 
probability density features to evaluate security data. Then the 
features of network intrusion data were extracted to achieve 
safety possibility computation and virus attack detection. The 
data showed that the raised algorithm had higher calculation 
precision for network safety possibility, achieved network 
safety possibility computation and data checking, and enhanced 
the network's security defense capability [7]. 

Memon I proposed an authentication key establishment 
protocol based on IPv6 to protect sensitive information in road 
network environment. The protocol eliminated duplicate 
address detection by allowing a moving vehicle to pick up a 
unique address from a neighboring vehicle or roadside unit, 
while automatically recycling the address space leaving the 
vehicle for reallocation. The proposed protocol had the 
characteristics of anonymous authentication, confidentiality 
and high efficiency, and the evaluation results showed that the 
protocol effectively improved the performance of address 
configuration, and was also very secure in preventing passive 
and active attacks [8]. Aiming at the growing network demand 
and massive data traffic management, Farhan N et al. proposed 
a method based on hybrid clustering to improve the wireless 
resource management effect of heterogeneous networks [9]. By 
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analyzing different clustering classifications and existing 
technologies, they aim to achieve high throughput, low 
interference and low latency in ultra-dense networks. The 
results showed that the hybrid clustering technology could 
effectively improve the wireless resource management in 
HetNets, increase throughput, and reduce the inter-layer and 
intra-layer interference, thus enhancing the network 
performance. Junejo M H et al. addressed the growing security 
threat in Vehicle ad-hoc networks (VANETs) by proposing 
cybersecurity solutions that combined machine learning and 
artificial intelligence techniques to enhance the safety and 
efficiency of public transportation. In this study, the trust 
mechanism was compared with cryptography, and its different 
performance in VANET application and security requirements 
was analyzed [10]. Although the above methods have high 
recognition accuracy in the known attack behavior, they may 
have limitations in the face of new and unknown attack modes. 
In the actual network environment, the characteristics of 
network traffic may change with time, and the strategies and 
techniques of attackers also develop dynamically. Although the 
feature selection of the current model is optimized based on GA, 
how to dynamically update and re-select the features to adapt 
to such changes is still an urgent problem to be solved. 

Therefore, a network security protection model based on 
Weighted Error Back-Propagation (WEBP) and Improved GA 
(IGA) is proposed in this study. Compared with the existing 
researches, the main objective of this study is to solve the 
problem that the efficiency of feature selection is insufficient, 
resulting in insufficient model learning, and thus affecting the 
detection accuracy and efficiency. The study is also devoted to 
solving the problem that the fixed learning rate is difficult to 
adjust dynamically and cannot adapt to the change of data flow 
in real time, which is easy to cause the model to fall into the 
local optimal. Moreover, the study hopes to address the 
problem that current methods are unable to respond to rapidly 
evolving attack patterns in a timely and effective manner. The 
innovation of this model lies in the introduction of a weighted 
error mechanism, which allows the model to adjust the learning 
process based on the importance of different samples, thereby 
improving its adaptability to complex network environments 
and combining the population search characteristics of GA. 
Feature selection and hyperparameter optimization are 
implemented to enhance the global search capacity and 
robustness of the model. The contribution of the research is to 
solve the problem of low feature selection efficiency on high-
dimensional data, so as to effectively improve model 
performance and learning efficiency. It provides an effective 
solution for the field of network security detection, can better 
deal with the complex network attack mode, and provides a new 
idea for the practical application of data protection and network 
firewall. 

The research structure mainly includes four parts. The first 
part constructs the network security detection model based on 
the WEBP algorithm, analyzes the limitations of the model, and 
further optimizes it. The second part verifies the performance 
of the proposed model, and designs experiments to analyze the 
network security protection capability of the proposed model. 
The third part is the summary and analysis of the experimental 
results, and the comparison with the same type of research, 

emphasizing the advantages of the research method. The last 
part summarizes the content of the article, and points out the 
current limitations and future development direction. 

II. METHODS AND MATERIALS 

A. Network Security Detection Model Grounded on WEBP 

Algorithm 

WEBP is an improved Back-Propagation Neural Network 
(BPNN). In traditional back-propagation algorithms, all 
training samples are assigned the same importance, while the 
WEBP algorithm allows for adjusting errors during the training 
process based on the importance or confidence of different 
samples [11-12]. WEBP essentially introduces error weights in 
the back-propagation of BPNN to adjust errors. BPNN is a 
widely studied algorithm in ANN, with the core idea of 
bidirectional signal transmission [13-14]. Forward transmission 
refers to the sequential transmission from the input end to the 
output end. Reverse propagation is when there is a deviation in 
the results during forward propagation, and the error results are 
reversed and distributed to each layer structure to correct the 
weights in the structure [15]. BPNN is usually constructed from 
three parts: Input Layer (IL), Hidden Layer (HL), and Output 
Layer (OL). The specific composition model is shown in Fig. 1. 

Input Layer

Hidden Layer

Output Layer
 

Fig. 1. Example diagram of BPNN structure. 

In Fig. 1, after receiving the information data from IL, HL 
in the BPNN structure will pass the data information to the next 
layer through a weight function and organize it in the last layer 
to obtain the final output data. At the same time, BPNN 
continuously adjusts the weights and thresholds of the structure 
grounded on the deviation values between the output results and 
the actual results. The amount of neurons in the IL and OL is 
defined by the dimensions of the input samples and output 
results, respectively. However, the selection of neurons in the 
HL is more sophisticated, and the current intelligence 
determines it through empirical formulas, as shown in Formula 
(1). 

  O n m a           (1) 

1. In Formula (1), O  represents the HL neuron. n  

and m  represent the number of neurons in the IL 
and OL separately. a  represents a constant, with 
values ranging from [1,10]. Formula (1) in 
network security, the strong generalization ability 
enables the model to handle unseen attack patterns 
and normal data, effectively identifying potential 
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threats. In conventional BPNN, using a fixed 
learning rate makes it difficult to ensure the 
network has the best learning efficiency in realistic 
tasks. To solve this issue, research is being 
conducted on using adaptive learning rates in 
network structures. Assuming the initial learning 
rate is (0)  and the network fault obtained by the 

model during the iteration process is denoted as 

( )E n , the change in learning rate is shown in 

Formula (2). 

( 1) ( ) ( 1), (1 1.5)

( ) ( 1) ( ) ( 1), (0.5 1)

( 1)

 

  



    


     
 

n E n E n

n n E n E n

n other
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In Formula (2),   and   represent constant coefficients, 

with values of 1.05 and 0.7, respectively. Formula (2) In the 
dynamic environment of network security, attack patterns and 
normal traffic are constantly changing, and adaptive learning 
rates can make the model more flexible in adapting to these 
changes. In the process of error back-propagation, adaptive 
adjustment of learning rate can effectively improve 
convergence speed. Nevertheless, the model continues to 
disregard the direction of gradient descent throughout the entire 
process, which renders the model unstable and susceptible to 
becoming trapped in local optima. The problem of gradient 
descent direction is solved by introducing error weights, and its 
description is represented in Formula (3). 
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In Formula (3),   is the momentum term and w  
represents the weight. Formula (3) can be regarded as a first-
order difference formula of ( )w n , and its formula is 

represented in Formula (4). 
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In Formula (4), t  represents the time series. The above is 
the correction of weights, and the specific way to adjust the 
weights of BPNN is shown in Formula (5). 
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Formulas (4) and (5) provide specific methods for weight 
updating, enabling the model to more accurately correct 
weights and adapt to new data inputs. In network security 
protection, it can help detection models quickly adjust to adapt 
to new threats. 

B. Construction of Network Security Protection Model Based 

on GA-WEBP 

Although WEBP improves the performance of BPNN by 
introducing mechanisms such as weights and adaptive learning 
rates, the capacity of the model largely relies on the selection 
and representation of input features. Incorrect or insufficient 
feature selection may result in the model learning insufficient 
information, while traditional feature selection methods may be 
inefficient in processing high-dimensional data. In the field of 
network security, the feature space is usually large, and 
anomaly detection is highly sensitive to features. Therefore, the 
study optimized the model by introducing GA. The logic of GA 
is represented in Fig. 2. 

Do you satisfy convergence 

conditions ?

Initiate
Problem to be 

optimized

Determine the objective function 

and the solution space of the 

problem

Generate initial 

chromosome clusters

Fitness value 

calculation
Output the 

optimal solution
Finish

Selection 

operation

Cross 

operation

Mutation 

operation

 

Fig. 2. Schematic diagram of GA process. 
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In Fig. 2, during the initial stage of GA, the algorithm 
randomly generates a series of individuals and evaluates each 
individual based on a predetermined goal, assigning them a 
fitness value. By comparing these fitness values, individuals 
who perform well as the new generation are selected. On this 
basis, screening is conducted to eliminate individuals with poor 
performance [13-14]. Then, the selected individuals are 
recombined through crossover and mutation operations to 
produce the next generation of individuals with excellent traits, 
gradually approaching the best remedy. Finally, the optimal one 
is extracted from the last generation population to obtain an 
approximate optimal solution to the problem. Overall, the 
process of traditional Gas involves encoding, selection, 
crossover, and mutation [15-16]. Finally, when the termination 
conditions are met, that is, when the specified number of 
iterations or iteration accuracy is reached, as well as the target 
conditions, the iteration can be stopped. In network security 
protection, binary encoding is studied as the encoding method 
for Gas. The second step is the selection operation, which 
selects high-quality individuals based on their fitness in the 
environment, in order to use them for generating the next 
generation. This step is grounded on the law of natural selection, 
where individuals with greater fitness have a greater possibility 
of being chosen, while individuals with less fitness have a 
smaller possibility of being chosen. The study used random 

sampling as the model selection operation, in which the 
selection probability of each individual is grounded on their 
fitness, but the selection process is random. This means that 
even individuals with lower fitness have the opportunity to be 
chosen. The possibility of an individual being chosen is shown 
in Formula (6) [20]. 

1

( )
( )

( )






i

i Nind

i

i

f x
F x

f x
       (6) 

In Formula (14), ( )iF x  points to the fitness of an 

individual. In network security, fitness usually reflects the 
effectiveness of an individual under specific security policies or 
protective measures, such as the ability to detect attacks and 
reduce false positive rates. ( )if x  points to the possibility of 

an individual being chosen. In network security applications, 
this probability determines which individuals (i.e. protection 
policies or system configurations) can continue to be optimized 
and evolved, playing a crucial part in improving the 
comprehensive security of the system. The GA increases the 
fitness value of individuals by performing crossover operations 
on different parents in the third step, where the single point 
crossover structure is shown in Fig. 3. 

0  0  0  1  0  1  0  1

1  0  0  1  0  0  1  0

1  2  3  4  5  6  7  8
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 0  0  0  1  0  0 1 0

1  0  0  1  0  1  0  1

1  2  3  4  5  6  7  8

324

22201

f

 

Fig. 3. Single point cross structure. 

In Fig. 3, a random crossover point is selected on the 
chromosome, and the chromosome is divided into front and 
back parts. Gene exchange is performed in the front or back part 
of the crossover point to generate new offspring individuals. 
The mathematical expression for crossover operation is shown 
in Formula (7) [21]. 

1
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(1 )

 

 





   


  

t t t

A B A
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B A B

X X X

X X X
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In Formula (7), t

AX  and t

BX  represent the parent 

individuals performing the crossover operation, and the two 
parent individuals represent two different protection strategies 
or configurations. 1t

AX  and 1t

BX  represent the offspring 

individuals formed after cross operation, and the newly 
generated individuals can display different combinations of 
security policies, helping the network security team find better 
protection solutions.   represents the intersection rate. If the 

intersection rate is high, the algorithm will explore more 
combinations and may find more effective security protection 
methods; If it is too low, it may lead to insufficient exploration 
and inability to adapt to rapidly changing threats. After 
crossover operation, the GA finally performs mutation 
operation, as shown in Formula (8). 

1 0.5   t tX X L       (8) 

In Formula (8), L  represents the range of variable values, 
defining the range within which individuals can vary, ensuring 
that the mutated individuals remain within the valid parameter 
space, thereby enhancing the practical applicability of the 
model. The GA-WEBP network security protection model 
constructed above, although capable of supporting 
hyperparameter optimization, may not be able to adapt in a 
timely manner when facing rapidly changing attack patterns 
and network traffic. Therefore, research will focus on targeted 
optimization of Gas from multiple perspectives. 
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C. Improved Optimization Grounded on GA-WEBP Model 

In the optimization of network security protection models 
based on GA-WEBP, research is conducted from the 
perspectives of convergence speed, crossover probability, 
mutation probability, etc. In terms of algorithm convergence 
speed, the selection of the initial population has a direct 
correlation. Therefore, the study adopts a real number 
chromosome as the initial population, and its calculation is 
represented in Formula (9). 

max min min[0,1]     i i i iX X X random X     (9) 

In Formula (9),     represents the upward rounding 

function, 
iX  represents the value of genes on chromosomes, 

maxiX  and 
miniX  represent the maximum and minimum values 

of the values, and random  represents any real number within 

a certain interval range. In network security protection, a good 
initial population can accelerate the initial exploration of the 
model, enabling GA to find feasible solutions faster, thereby 
cutting the amount of subsequent iterations and enhancing 
algorithm validity. Its expression is shown in Formula (10). 
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In Formula (10), c
 represents the crossover probability. 

In network security protection, a higher crossover probability 
can help discover new attack defense strategies and more 
effective protection measures. m

 represents the probability 

of mutation. Enhanced mutation operations can encourage the 
model to consider non-traditional attack methods and response 
strategies, thereby improving the adaptability of protection 
capabilities. s  represents the adaptive parameter, and the 
value of the adaptive parameter is a constant not greater than 1. 

As the attack and defense strategies continue to evolve, the 
model can adjust the strategy based on real-time fitness 
feedback. f  represents the fitness value. In Formula (10), the 

value of the adaptive parameter is greater than the value that 
should satisfy Formula (11). 
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s s
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In the initial stage of the algorithm, individuals with higher 
fitness in the population will be retained, but the retained 
individuals are not the best ones. Therefore, to improve the 
performance of the algorithm’s best remedy, further 
improvements should be made to crossover and mutation 
operations. The main purpose of improvement is to ensure that 
the algorithm can continue to perform crossover and mutation 
operations even when it has the best individual, as shown in 
Formula (12). 
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In Formula (12), the value of 
1 0.9 c

 is adjusted to 0.9, 

the value range of 
2c

 is [0.5,1], the value of 
1 0.1 m

 is 

adjusted to 0.1, and the value range of 
2m
 is [0.05,0.1]. For 

network security protection, continuous crossover and mutation 
operations can help models adapt to new attack methods and 
traffic patterns, enhancing their dynamic defense capabilities. 
The study will use two sets of benchmark functions to testify 
the solving ability of the improved algorithm, namely the 
Schaffer function and the Griebank function. The contour plots 
of the two sets of functions are shown in Fig. 4. 
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Fig. 4. Contour map of two benchmark functions. 
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Fig. 4 shows the contour plots of the Schaffer function and 
the Griewank function. Contour plots plot the variation of a 
function in a given input space by connecting points with the 
same function values into lines. Through this visualization 
method, the function value distribution and its fluctuation 
characteristics in different regions can be intuitively understood. 
The Schaffer function is often used to test the performance of 
optimization algorithms because it has multiple local minima 
and one global minimum, usually near the origin. The contours 
shown in the figure present a highly concentrated and complex 
region centered on a smaller function value surrounded by a 
ring region of larger function values. This distribution shows 
that the solution of the optimization problem is usually near the 
origin and the optimization process is complicated. The 
Griewank function is another classical multi-variable function 
used to test global optimization algorithms. It is characterized 
by the existence of a large number of local minima, and the zero 
point is in a large region. The regular wavy structure in the 

contour map indicates its various local minima. These local 
minima are evenly distributed, which indicates the high 
complexity of the function. 

III. RESULTS 

A. Performance Testing Based on Improved GA-WEBP 

Algorithm 

The study conducted simulation experiments using 
MATLAB and analyzed the performance of the IGA through 
two selected benchmark functions. Firstly, the study analyzed 
the Schaffer function, which reached its maximum at the origin. 
Therefore, the study set the parameter values of the GA as 
follows: the initial population size was 100, the parameter 
settings satisfied 

1 2 3 42 2 1   s s s s , and the maximum 

iteration number of the GA was 100. By improving the GA to 
solve the Schaffer function, the results are shown in Fig. 5. 
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Fig. 5. Partial solution process of Schaffer function. 

Fig. 5(a)-5(f) show the results of the algorithm's first, tenth, 
22nd, 32nd, 64th, and 98th iterations, respectively. The results 
showed that the IGA gradually converged at the 32nd iteration, 
and the algorithm basically completed convergence at the 64th 
iteration. The results showed the ability of the model to explore 
the search space efficiently. Compared with the traditional 
algorithm, the improved GA had a faster convergence rate, 
which was due to the introduction of adaptive mechanism. As a 
result, the algorithm can effectively filter out the best solution 
in the early stage. The research used the fitness curve and 
iteration error curve of Schaffer function as the evaluation 
index of algorithm performance, and compared with the Non-
dominated Sorting GA II (NSGA-II) to verify the effectiveness 
and progressiveness of the IGA. The results are shown in Fig. 
6. 

Fig. 6(a) shows the fitness curve results of the Schaffer 
function, where the NSGA-II algorithm began to converge at 
the 48th iteration, the proposed algorithm began to converge at 

the 42nd iteration, and the algorithm had a solution value of 1.5 
for the multivariate unimodal function. Fig. 6(b) shows the 
iterative error curve of the Schaffer function, where the NSGA-
II algorithm reached its minimum error at the 60th iteration, 
with a minimum error of 4.8%; The IGA proposed in the study 
achieved the minimum error at the 53rd iteration, and the 
minimum error result was 2.7%. In the Griebank function, there 
were two extrema in the domain, and the local minima had a 
regular arrangement. The study set the population size to 100, 
the adaptive parameters satisfied 

1 2 3 42 2 1   s s s s , and 

the maximum number of iterations was 250. The results showed 
that the research algorithm could achieve efficient feature 
selection and optimization in high-dimensional and complex 
optimization environments [19], especially in the field of 
network security, where it was crucial to quickly adapt to the 
dynamic changing environment in the face of complex network 
traffic data. By improving the GA to solve the Griebank 
function, the results are shown in Fig. 7. 
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Fig. 6. The fitness curve and iteration error curve of Schaffer function. 

Fig. 7(a)-7(f) show the results of the first, sixth, 68th, 142nd, 
200th, and 250th iterations of the algorithm, respectively. The 
results showed that the IGA gradually converged at the 68th 
iteration, and the algorithm basically completed convergence at 
the 130th iteration. Due to the complexity of Griewank function, 
the research method showed a good search strategy ability to 
find the global optimal solution in a large number of local 
minima, indicating its effectiveness for testing complex 
optimization problems. The fitness curve and iteration error 
curve of the Griewank function were studied as evaluation 
indicators for algorithm performance, and the results are shown 
in Fig. 8. 

Fig. 8 (a) gives the fitness curve results of the Griewank 
function, where the NSGA-II algorithm began to converge at 
the 72nd iteration, the proposed algorithm began to converge at 

the 65th iteration, and the algorithm had a solution value of 2.0 
for the multivariate unimodal function. Fig. 8 (b) gives the 
iterative error curve of the Griebank function, where the 
NSGA-II algorithm reached its minimum error at the 200th 
iteration, with a minimum error of 7.7%. The IGA proposed in 
the study achieved the minimum error at the 164th iteration, and 
the minimum error result was 5.2%. In the network attack 
detection, the attack mode was often varied, and the local 
minimum represented the misjudgment or omission of certain 
characteristics. The strong anti-interference ability ensured the 
robustness of the network security detection system, enabled it 
to effectively identify various attacks in the real environment, 
and reduced the false positive rate and false negative rate. Based 
on the analysis of the results in Fig. 7 and Fig. 8, the proposed 
IGA had good global optimization ability and fast convergence, 
and its effectiveness had been verified. 
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Fig. 7. Partial solution process of Griebank function. 
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Fig. 8. The fitness curve and iteration error curve of the Griebank function. 

B. Network Security Protection Analysis Based on Improved 

GA-WEBP Algorithm 

To testify the effectiveness of the proposed algorithm, it was 
compared and analyzed with the Genetic Back-Propagation 
Algorithm (GA-BP), Genetic Support Vector Machine (GA-
SVM), and Sparrow Search Support Vector Machine (SSA-
SVM) algorithms [17]. The algorithm performance was 
validated using the CIC-IDS-2017 dataset, and precision, recall, 
F1 value, PR curve, ROC curve, and mean absolute error were 
used as comparison indicators for performance comparison. 
The accuracy and recall results of the four algorithms are 
represented in Fig. 9. 

Fig. 9 (a) shows the accuracy comparison results of four 
algorithms. According to Fig. 9 (a), the accuracy curves of IGA-
WEBP were higher than the other three compared algorithms in 
all four algorithms, with an average accuracy of 96.7%, which 
was higher than the 91.4% of SSA-SVM algorithm, 81.0% of 
GA-BP algorithm, and 74.6% of GA-SVM algorithm. Fig. 9 (b) 
shows the comparison results of recall rates for four algorithms. 
According to Fig. 9 (b), the recall curves of IGA-WEBP in all 
four algorithms were higher than the other three compared 
algorithms, and its average recall rate was 93.3%, which was 
higher than the 88.6% of SSA-SVM algorithm, 85.4% of GA-
BP algorithm, and 83.0% of GA-SVM algorithm. The above 

results indicated that, in terms of accuracy and recall, the SSA-
SVM algorithm outperformed the three compared algorithms in 
terms of performance. The good balance of accuracy and recall 
meant that the model could effectively reduce false alarms in 
cybersecurity, reduce the burden on security operations teams, 
and improve response efficiency. This helped to enhance the 
accuracy of decision-making in practical applications, making 
network protection measures more targeted. The PR curves and 
F1 values of the four algorithms are shown in Fig. 10. 

Fig. 10 (a) shows the comparison results of PR curves for 
four algorithms. According to Fig. 10 (a), the space under the 
PR curve of IGA-WEBP in the four algorithms was 0.89, which 
was higher than the 0.83 of SSA-SVM algorithm, 0.76 of GA-
BP algorithm, and 0.53 of GA-SVM algorithm [18]. Fig. 6(b) 
shows the comparison results of F1 values for four algorithms. 
According to Fig. 6(b), the F1 value curves of IGA-WEBP in 
all four algorithms were higher than the other three compared 
algorithms, and its average recall rate was 0.91, which was 
higher than the 0.86 of SSA-SVM algorithm, 0.79 of GA-BP 
algorithm, and 0.70 of GA-SVM algorithm. The above results 
indicated that, in terms of accuracy and recall, the ISSA-SVM 
algorithm outperformed the three compared algorithms in terms 
of performance. The PR curves and F1 values of the four 
algorithms are shown in Fig. 11. 
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Fig. 9. Comparison results of accuracy and recall. 
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Fig. 11. Mean absolute error and ROC curve. 

Fig. 11 (a) shows the comparison results of the average 
absolute error curves of four algorithms. According to Fig. 11 
(a), IGA-WEBP had the lowest average absolute error curve 
among the four algorithms, and its stable average absolute error 
was 0.0034. Below 0.0023 for SSA-SVM algorithm, 0.0084 for 
GA-BP algorithm, and 0.0083 for GA-SVM algorithm. Fig. 11 
(b) shows the comparison results of ROC curves for four 
algorithms. According to Fig. 11 (b), the space under the ROC 
curve of IGA-WEBP in the four algorithms was 0.88, which 
was higher than the 0.77 of SSA-SVM algorithm, 0.72 of GA-
BP algorithm, and 0.64 of GA-SVM algorithm. The above 
results indicated that, in terms of average absolute error and 

ROC curve dimensions, the capacity of the IGA-WEBP 
algorithm was superior to the three compared algorithms. The 
results showed that the model had high efficiency in abnormal 
traffic detection, which indicated that the algorithm could not 
only handle normal traffic well, but also accurately capture 
abnormal traffic. The low error rate meant that the system could 
monitor and analyze the network in a more precise manner, and 
discover potential threats in time to enhance the security of the 
network environment. In addition, the actual performance of the 
network security protection system designed for research was 
analyzed, and the results are represented in Table I. 

TABLE I. VERIFICATION RESULTS OF NETWORK SECURITY PROTECTION PERFORMANCE 

Number of experiments Data type Input quantity Correct corresponding quantity Accuracy of measurement (%) 

The first time 

Normal data 9000 8974 99.71 

Known abnormal behavior data 3300 3276 99.27 

Unknown abnormal behavior data 560 543 96.96 

The Second time 

Normal data 11000 10997 99.97 

Known abnormal behavior data 3500 3476 99.31 

Unknown abnormal behavior data 500 486 97.20 

The third time 

Normal data 10000 9862 98.62 

Known abnormal behavior data 3000 2976 99.20 

Unknown abnormal behavior data 480 471 98.13 
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Table I shows that the proposed algorithm achieved 
recognition accuracy of over 95% for normal data, known 
abnormal behavior data, and unknown abnormal behavior data 
in each test. In the recognition of normal data, the highest 
accuracy reached 99.97%; the highest accuracy in identifying 
known abnormal behavior data was 99.31%; the recognition 
accuracy of unknown abnormal behavior data reached a 
maximum of 98.13%. The results indicated that the research 
method could effectively detect and distinguish normal traffic 
and potential abnormal behavior when facing different types of 
data streams, which helped to improve the effectiveness of 
network security protection in practical applications. These 
high recognition accuracy data reflected the high sensitivity and 
adaptability of the algorithm to network traffic changes, and 
could provide strong support for real-time protection. In 
network security applications, fast and accurate response 
capabilities are key to preventing data breaches and system 
breaches. 

IV. DISCUSSION 

In the above experiment, when testing the performance of 
the improved method on two benchmark functions, the 
minimum error of the improved algorithm in the Schaffer 
function fitness curve was 2.7%, while NSGA-II was 4.8%; In 
the fitness curve of the Griebank function, the improved 
algorithm achieved a minimum error of 5.2% at the 164th 
iteration, while NSGA-II achieved a minimum error of 7.7% at 
the 200th iteration. For the analysis of network security 
protection based on the IGA-WEBP algorithm, the average 
accuracy of the IGA-WEBP model is 96.7%, the average recall 
is 93.3%, and the F1 value is 0.91, which is significantly better 
than the comparison algorithm. The reason why the model 
proposed by the research has excellent performance is mainly 
due to its structural advantages. The WEBP used in the IGA-
WEBP model dynamically adjusts the weights of each sample. 
Unlike BPNN which relies solely on error feedback, WEBP 
allows the model to update based on the importance of the 
samples during the learning process. This enables samples that 
are more representative in specific situations to commit a 
greater effect on the practicing of the model, thereby improving 
the model's ability to recognize complex attack patterns. The 
importance of GA lies in its ability to optimize algorithm 
feature selection and hyperparameter settings through natural 
selection and genetic operations. Traditional feature selection 
methods have low efficiency in high-dimensional data 
processing, while GA can efficiently traverse the search space 
and find the optimal feature combination. In the same type of 
research, Unnisa N et al. proposed an intrusion detection system 
mainly used for detecting threats, and conducted research using 
various algorithms implemented by machine learning, 
achieving certain results in network intrusion detection [22]. 
Kim S et al. conducted a comprehensive review of the security 
threats faced by cyber physical systems. At the same time, the 
impact and implementation limitations of typical cyber physical 
attacks were analyzed, and for each established cyber physical 
attack, the time response of the physical system using 
conventional physics-based anomaly detectors was clearly 
explained [23]. Compared with the model proposed by the 
research, the methods summarized above exhibit low 
computational efficiency when the feature space is too large, 

making them less ideal for time sensitive real-time detection. 

V. CONCLUSION 

With the increasing complexity of network attack patterns, 
the limitations of traditional methods in network security 
protection have become increasingly apparent. A network 
security protection model grounded on improved GA-WEBP 
was proposed to address this issue. This model introduced the 
dynamic error weight and adaptive learning rate of WEBP, 
combined with the feature selection and hyperparameter 
optimization capabilities of GA, to demonstrate the 
effectiveness of the model in improving network security. 
Through experiments, the study not only verified the 
adaptability of the improved GA-WEBP model to dynamic 
changes in data during feature selection and weight updating, 
but also demonstrated its ability to effectively reduce false 
alarm rates and improve detection accuracy in practical 
applications. Although this research had derived important 
achievements in improving model performance, there were still 
some shortcomings. For example, the adaptability of the model 
to new and unknown attack patterns was still limited, which 
might affect its security in truly dynamic environments. 
Therefore, future research can focus on analyzing new feature 
selection and dimensionality reduction techniques to optimize 
the performance of the model in real-time environments, in 
order to further enhance the effectiveness and efficiency of 
network security protection. 
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Abstract—In the evolving landscape of Intelligent Connected 

Vehicles (ICVs), ensuring cybersecurity is crucial due to the 

increasing number of cyber threats. Besides, challenges like data 

breaches, unauthorized access, and hacking attempts are 

prevalent due to the interconnected nature of ICVs. Several 

methods have been proposed to secure ICVs; however, accurate 

intrusion detection remains a challenging task yet to be fully 

achieved. For this reason, this paper proposes a comprehensive 

intrusion detection scheme denoted a Q-FuzzyNet, which is 

specifically tailored to safeguard ICV networks using Deep 

Learning (DL) approaches. This Q-FuzzyNet approach consists of 

five phases: (i) Data Collection (ii) Data Pre-processing (iii) 

Feature extraction (iv) Dimensionality Reduction and (v) 

Intrusion Detection and Mitigation. Initially, the raw data are 

gathered from the CICIoV2024 dataset. The collected data are 

pre-processed via Mean Imputation (MI) for data cleaning. Then, 

significant features are extracted through higher-order statistical 

features, Proposed Improved Mutual Information (IMI), 

Correlation, and Entropy approaches. Subsequently, the 

dimensionality is reduced via new Improved Linear Discriminant 

Analysis (ILDA). Ultimately, the data are classified 

(attacker/Normal) via the Meta-Heuristic Quantum-Inspired 

Fuzzy-Recursive Neural Network (QIF-RNN) model by 

combining the Quantum Neural Network (QNN), Recurrent 

Neural Network (RNN), and Fuzzy logic. The membership 

function of fuzzy logic is optimized via the new Self Adaptive-

Flower Pollination Algorithm (SA-FPA). The identified attackers 

are mitigated from the network using the Policy Gradient Method.  

The acquired outcomes from Q-FuzzyNet are validated in terms 

of Accuracy, Precision, Sensitivity, and F1-score, as well. The 

highest accuracy of 98.6% has been recorded by the proposed 

model. 

Keywords—Cybersecurity; intelligent connected vehicles; 

artificial intelligence; quantum neural network; recurrent neural 

network; flower pollination algorithm 

I. INTRODUCTION 

The automotive industry has greatly changed since the 
gasoline-fueled automobile was first created in the late 19th 
century [1]. At first, the trade was more interested in 
straightforward advancements in machines and mass 
production strategies illustrated by Henry Ford’s assembly line 
[2]. Over time, improvements in safety, fuel economy and 
design transformed it into better, dependable vehicles. The 
incorporation of electrification, automation and connectivity 
into the industry has provided the era of ICVs over the past few 

years [3]. This change is not just altering how people drive but 
is also giving rise to new concepts in transportation and 
mobility [4]. 

ICVs are developing fast with the help of automation and 
connectivity, but these are cybersecurity threats as well [5]. 
ICVs are susceptible to different types of cyber-attacks such as 
in-vehicle attacks where hackers intrude into the vehicle’s 
systems like the CAN bus to gain control of sensitive operations 
like brakes and doors [6]. V2X communication systems which 
are very vital for vehicle safety and efficiency are vulnerable to 
attacks such as replay, Sybil, and DoS which can compromise 
the exchange of important information between vehicles and 
other structures [7]. Besides, viruses and scams are capable of 
corrupting vehicle software, thus eradicating core functions and 
granting unauthorized access to information. Another issue is 
data privacy, which is an issue since people in ICVs are 
constantly sharing information with each other and personal 
information such as location data could easily be leaked in the 
process [8] [9]. Moreover, other parts of a vehicle, like TPMS 
and smart keys, which are sensor-based, are also vulnerable to 
the attack, which can result in vehicle tracking or unauthorized 
access. However, due to the constant development of ICVs, 
new risks arise and therefore, the need for strong and dynamic 
security measures [10]. 

Intelligent connected vehicles (ICVs) rely on advanced 
technologies that could be at risk of cyber threats, making 
cybersecurity critical [11]. Critical vehicle systems could be 
hacked to produce unsafe conditions in the car which would 
cause accidents if there were no strong cybersecurity measures 
to protect them. Moreover, strong cybersecurity measures also 
protect individual privacy by safeguarding their data against 
breaches and help to build public confidence in ICVs [12] [13]. 
This is of utmost importance if we are to have large-scale 
adoption of these driving machines. In addition, cyber security 
prevents big money loss and protects national interests by 
securing important transport facilities. Thus, for ICVs to be 
deployed safely and successfully, cyber safety has to be 
considered important [13]. 

Intrusion detection in intelligent connected vehicles 
involves signature-based, anomaly-based, behaviour-based, 
hybrid, Machine Learning (ML)-based, network-based, and 
hardware-based systems. All of these have several merits but 
also some remarkable demerits. Signature-based IDS works 
quite effectively against known threats, which mostly suffer 
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from novel ones and require a frequent signature update [14]. 
The problems in anomaly-based IDS are high false positives 
and adaptation. Behavioural-based IDSs are complex, and are 
not scale; hybrid systems are balanced yet resource-intensive, 
and hard to integrate. In ML-based IDSs, volumes of data are 
needed, and it is susceptible to model drift. In general, network-
based IDS suffers from difficulties related to encrypted traffic 
and impacts on performance. Hardware-based IDSs are 
expensive and challenging to integrate [15]. Traditional 
Intrusion Detection Systems (IDS) suffer from to evolving 
attack patterns, limitations in terms of real-time detection, 
scalability, and ease of adaptation. Most proposed models 
suffer from excessive false positives, computational 
intensiveness, and poor feature selection that further degrades 
performance in dynamic ICV environments. There is a need for 
efficient intrusion mitigation mechanisms, which are often 
lacking in such approaches. Most of the existing traditional 
systems primarily concentrate on detection alone without 
having many opportunities to respond or mitigate attacks in 
real-time. Moreover, most of the mitigation techniques are 
dependent upon the static rule-based approach, which proves to 
be ineffectual enough for adaptive and evolving threats in the 
connected vehicle networks. To cope with these challenges, this 
paper has introduced Q-FuzzyNet, a comprehensive deep 
learning-based framework specifically designed for intrusion 
detection and mitigation in ICV networks. The novelty proposal 
within Q-FuzzyNet comes from the novel integration of 
Quantum-Inspired Neural Networks (QNN), Fuzzy Logic, and 
the Self Adaptive-Flower Pollination Algorithm (SA-FPA) in 
order to optimize membership functions with improved 
boosting of detection accuracy. 

This paper introduced a novel IDS to tackle the previous 
challenge by attaining enhanced accuracy. The key 
contributions are: 

 To propose a specialized IDS referred to as Q-FuzzyNet 
tailored for ICVs to enhance network cybersecurity. 

 To introduce higher-order statistical features, IMI, 
correlation, and entropy for significant feature 
extraction from the CICIoV2024 dataset. 

 To use ILDA to reduce data dimensionality while 
retaining essential information. 

 To combine QNN, RNN, and fuzzy logic into a novel 
QIF-RNN, for efficient. 

 To optimize the fuzzy logic membership functions using 
the SA-FPA to enhance classification performance. 

 To utilize the Policy Gradient Method to mitigate the 
attacker from the ICV network. 

This article is structured as a recent literature on IDS in 
Section II. Section III explains the proposed architecture. 
Experimentation and results are given in Section IV. Discussion 
is given in Section V and finally, Section VI concludes the 
paper. 

II. LITERATURE STUDY 

A. Recent Research 

In 2022, Cheng et al. [16] presented a new model for 
detecting automotive intrusion based on the STC features of the 
in-vehicle communication traffic. This model was based on 
encoding-detection architecture, in which spatial and temporal 
relations were encoded at the same time. The model employed 
the spatial and channel features through an attention-based 
convolutional network and the temporal features through an 
attention short-term memory network. 

In 2021, Alladi et al. [17] have put forward an AI-driven 
intrusion detection model for IoV. This architecture also 
entailed DL Engines (DLEs) that were aimed at detecting and 
categorizing vehicular traffic into possible cyber threats. To 
support the dynamism of vehicles and the time-sensitive nature 
of IoV networks, these DLEs were hosted on MEC servers 
rather than cloud computing. 

In 2022, Yu et al. [18] proposed a federated LSTM neural 
network-based intrusion detection approach to IVNs in ICVs. 
This method involved the development of an LSTM neural 
network model to determine the periodicity of the ID sequence 
of IVN messages for the prediction of the incoming message 
IDs. A Network IDS (NIDS) based on ID prediction was then 
proposed. 

In 2021, Pascale et al. [19] developed an IDS that was 
integrated into the automotive industry, which employed a two-
step algorithm to identify potential cyber threats. In the first 
step, the system first screened the messages in the Controller 
Area Network (CAN-Bus) using spatial and temporal analysis. 
When messages were detected as potentially malicious, a 
Bayesian network was then used to calculate the likelihood that 
an event was an attack. 

In 2022, Ge et al. [20] presented an approach to a distributed 
longitudinal platooning control of Connected Automated 
Vehicles (CAVs) that improved robustness and safety under 
DoS attacks on V2V communications. They came up with a 
model that was capable of handling such factors as variable 
mass of the vehicle, delays in the engine and non-linear forces 
of resistance. 

In 2022, Park and Park [21] proposed the PIER method that 
was used to evaluate cybersecurity threats in CAVs. This 
method improved on conventional risk analysis by including 
new factors such as exposure and recovery factors in addition 
to probability and impact factors. The PIER method was tested 
with regards to software updates over the air and collision 
avoidance capabilities and it was shown that it was indeed 
capable of reducing risk indices. 

In 2021, Ahmed et al. [22] developed a solution for DL-
based IDS to improve security for CAN in vehicles. Based on 
the VGG structure, the system is capable of learning multiple 
network intrusion patterns and recognizing different types of 
attacks including DoS and fuzzy attacks. The proposed system 
was tested with the CAN-intrusion dataset to obtain an accuracy 
of 96% and a low FPR of 0. 6 % accuracy in comparison with 
more conventional ML approaches. 
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In 2021, Li et al. [23] presented two model update schemes 
for ML-based intrusion detection in the IoV. The first scheme, 
the cloud-assisted update, used a small set of labelled data for 
new attacks from the IoV cloud. The second scheme which was 
the local update comes into play when the cloud cannot afford 
to provide labeled data in time by using pseudo-labels of the 
pre-classified unlabeled data. 

In 2021, Yang et al. [24] proposed a three-layered 
hierarchical IDS for protecting both the intravehicle and 
external vehicular networks. This IDS used both the signature-
based approach and the anomaly-based approach as a way of 
detecting both known and unknown attacks. The experimental 
results show that the proposed system attains a recognition rate 
of 99. 9% accuracy for known attacks on the CAN-intrusion 
dataset and 99. The proposed model achieved a CICIDS2017 
dataset accuracy of 88%. 

In 2023, Alladi et al. [25] presented three DL-based 
misbehavior classification schemes for intrusion detection in 
IoV networks. DCLEs were developed for single or multi-step 
classification on vehicular edge servers using LSTM and 
Convolutional Neural Networks (CNNs). The schemes include 
preprocessing vehicular data collected by Road Side Units 
(RSUs) and forwarding the data to edge servers for 
classification. 

B. Problem Statement 

Table I defines the advantages and challenges of recent IDS 
using various methods. As ICVs become increasingly 
integrated into modern transportation systems, they are 
vulnerable to a myriad of cyber threats that can compromise 
their functionality and safety. The complexity of ICV networks, 
characterized by dynamic data flows and diverse 
communication protocols, necessitates robust IDS to identify 
and mitigate potential attacks in real-time. Traditional IDS 
methods often struggle to adapt to the evolving nature of 
threats, making it imperative to develop advanced solutions 
using ML and DL techniques to enhance detection accuracy and 
responsiveness. Utilizing ML and DL for IDS provides several 
advantages, including improved accuracy in detecting 
anomalies and previously unseen attacks due to their ability to 
learn from vast amounts of data and recognize complex 
patterns. These approaches can also adapt to changing 
environments, making them suitable for the dynamic nature of 
ICV networks. However, challenges remain, such as the need 
for high-quality labeled data for training, which is often scarce 
in cybersecurity contexts. Additionally, the computational 
requirements of ML/DL models can be significant, potentially 
leading to delays in real-time detection. Balancing model 
complexity with efficiency while ensuring robustness against 
adversarial attacks poses further hurdles that must be addressed 
in the development of effective IDS for ICVs. 

TABLE I.  ADVANTAGES AND CHALLENGES OF RECENT IDS USING VARIOUS METHODS 

Authors/Year Methods Database Advantages Challenge Achievements 

Cheng et al, 

2022 

STC features, attention-

based convolutional 

network, attention-short-
term memory network 

real-world 
vehicle attack 

dataset 

Encodes spatial and temporal features 

simultaneously, and achieves strong 

anomaly classification with spatial-
temporal attention features. 

Model complexity due to 

dual-frame approaches, 

dependent on 
hyperparameter tuning. 

Accuracy = 97% 

Precision = 93% 

Alladi et al, 

2021 
DLEs 

IoV Network 

Traffic Dataset 

Uses MEC servers for real-time data 

processing, suitable for dynamic and 

time-sensitive IoV networks. 

Limited details on specific 

datasets used, and potential 

scalability issues with MEC 
servers. 

Accuracy = 95% 

Precision = 92% 

Recall = 90% 

Yu et al, 2022 
Federated LSTM neural 
network 

IVN Attack 
Dataset 

Federated learning framework for 

privacy-preserving model training, 

LSTM for ID sequence prediction. 

Reliance on timely data 

from the IoV cloud is less 
effective if cloud data is not 

available. 

Precision = 92% 
Recall = 91% 

Pascale et al, 

2021 

Two-step algorithm: 

spatial-temporal analysis 
and Bayesian network 

CAN-Bus 

Cyber-Attack 
Dataset 

Integrates spatial and temporal 
analysis with Bayesian network for 

attack probability calculation, good 

accuracy on common attacks. 

Reduced performance on 

Free State Attacks; limited 
to specific types of attacks. 

Accuracy = 95% 

Ge et al, 2022 

Distributed longitudinal 
platooning control, 

resilient control law, 

design algorithm for DoS 
resilience 

CAV-Platoon-

Resilience 

Dataset 

Handles diverse vehicle dynamics and 

DoS attacks, designed for stability, 

resilience, and scalability. 

Focused on platooning 

control, may not address 
other types of attacks 

beyond DoS. 

Accuracy = 93% 

Park and Park, 

2022 

PIER method: exposure, 

recovery, probability, and 

impact factors for risk 

assessment 

CAV-

Cybersecurity-
Risk 

Assessment 

Dataset 

Enhances traditional risk assessment 

by including new factors, and 

improves risk determination efficiency 

and coverage. 

Limited application scope, 

and effectiveness 
dependent on the 

implementation of security 

measures. 

Accuracy = 92% 

Precision = 88% 

Ahmed et al, 

2021 

DL-based IDS with VGG 

architecture 

CAN-intrusion 

dataset 

High accuracy in detecting various 
attacks, significantly lower false 

positive rate compared to conventional 

methods. 

Focused primarily on the 
CAN network, may need 

further validation on other 

network types. 

Accuracy = 96% 

FPR = 0.6% 

Li et al, 2021 

Two model update 

schemes: cloud-assisted 

and local update with 
pseudo-labels 

AWID Dataset 
Increases detection accuracy by 23%, 
local update scheme enables updates 

without cloud-provided labelled data. 

Potential dependence on 

the availability of labelled 

data, local schemes may be 
complex. 

Accuracy = 92% 

FNR = 13% 
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Yang et al, 
2021 

Three-layered hierarchical 

IDS combining signature-
based and anomaly-based 

approaches 

CAN-intrusion 

dataset, 

CICIDS2017 

High accuracy in detecting known 

attacks, effective zero-day attack 

detection with fast processing times. 

May need to optimize for 

specific types of zero-day 
attacks and large data 

processing requirements. 

Accuracy = 99% 
F1 score = 80% 

Alladi et al, 

2023 

DL-based misbehavior 
classification using LSTM 

and CNNs 

VeReMi 
Extension datas

et 

Identifies 18 types of vehicular 
behavior; high F1-scores and fast 

processing times. 

May require extensive 
computational resources for 

deep learning models. 

F1 score = 

95.58% 

 

III. A NOVEL IDS MODEL 

A. Proposed Architecture 

This paper presents an advanced IDS designed to secure 
ICV networks through DL techniques. The framework is 
divided into five key phases: (i) Data Collection, (ii) Data Pre-
processing, (iii) Feature Extraction, (iv) Dimensionality 
Reduction, and (v) Intrusion detection and mitigation. Initially, 
raw data from the CIC IoV dataset 2024 are pre-processed using 
MI for data cleaning. Significant features are then extracted 
using higher-order statistical features, Proposed IMI, 
Correlation, and Entropy methods. Dimensionality reduction is 
performed via ILDA. Finally, the intrusion classification is 
achieved using the Meta-Heuristic QIF-RNN, which integrates 
QNN, RNN, and Fuzzy Logic. Membership function 
optimization of fuzzy logic (decision maker) is carried out 
using the SA-FPA, and the outcome is obtained by fusing QNN, 
RNN, and optimized fuzzy logic. The identified attackers are 
mitigated via the Policy Gradient Method. Fig. 1 shows the 
overview of the proposed model. 

B. Data Collection 

Raw data are first obtained from the CIC IoV 2024 dataset 
(https://www.unb.ca/cic/datasets/iov-dataset-2024.html). The 
topmost CICIoV2024 dataset directory contains four 
subdirectories pertaining to three different files named as 
follows: 

 Hexadecimal: Data captured in hexadecimal mode 
(benign, DoS, spoofing-GAS, spoofing-RPM, spoofing-
SPEED, and spoofing-STEERING_WHEEL). 

 Decimal: Data captured in decimal mode (benign, DoS, 
spoofing-GAS, spoofing-RPM, spoofing-SPEED, and 
spoofing-STEERING_WHEEL). 

 Binary: Data captured in binary mode (benign, DoS, 
spoofing-GAS, spoofing-RPM, spoofing-SPEED, and 
spoofing-STEERING_WHEEL). 

C. Data Pre-Processing 

It plays a crucial role in enhancing data quality by cleaning 
and normalizing the raw input, which helps eliminate noise and 
irrelevant information. 

1) MI: It is a simple technique used to handle missing data 

by replacing missing values with the mean of the available data 

for a particular feature. This method is commonly used to 

maintain the dataset's size and ensure continuity in the analysis 

without distorting the data [26]. Eq. (1) shows the MI 

procedure. For a feature 𝑋, with 𝑁 observed values, �̂� points to 

the observed value’s mean, and 𝑋𝑖 signifies non-missing values. 

�̂� =
1

𝑁
∑  𝑁
𝑖=1 𝑋𝑖   (1) 

D. Feature Extraction 

Feature extraction includes selecting or transforming 
relevant features from the CICIoV2024 dataset. It helps in 
improving the efficiency of the subsequent classification 
process. From the pre-processed data, features like proposed 
higher orders statistical features, IMI, Correlation, and Entropy 
are extracted. 

1) Higher-order statistical features: It is used to capture 

non-linear dependencies and subtle statistical properties in data 

that are not evident through basic statistical measures like mean 

or variance. These features are often derived from moments and 

cumulants, which describe the shape and characteristics of data 

distributions beyond first and second-order statistics. Table II 

shows the Higher-order Statistical features and their 

mathematical expressions [27]. 

TABLE II.  HIGHER-ORDER STATISTICAL FEATURES AND THEIR 

EQUATIONS 

Features Formula Description 

Skewness 

𝑉𝑧 

𝑉𝑧

=
1

𝑄
∑ 

𝑞

𝑙=1

(
𝑎𝑙 − 𝜇

𝜎
)
3

  

𝑄 is total number of values, 𝑞 is 
number of values ranging from 1 to 
𝑄, 𝑎𝑙 be the individual values in 
the set, 𝜇 means the mean value, 𝜎 
be the standard deviation, 

∑  
𝑞
𝑙=1 (

𝑎𝑙−𝜇

𝜎
)
3

 be the values deviate 

from the mean in terms of the 
cube. 

Kurtosis 𝑁 

𝑁

=
1

𝑄
∑ 

𝑞

𝑙=1

(
𝑎𝑙 − 𝜇

𝜎
)
4

  

∑  
𝑞
𝑙=1 (

𝑎𝑙−𝜇

𝜎
)
4

 be the Sum of the 

fourth power differences. 

Higher-
Order 
Moments 

𝑀ℎ 

𝑀ℎ

=
1

𝑄
∑ 

𝑞

𝑙=1

(𝑎𝑙 − 𝜇)
ℎ  

ℎ indicates the order of the 
moment, with ℎ ≥ 3 representing 
higher-order moments beyond 
variance (second-order) 
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Fig. 1. Overview of the proposed model. 

2) Entropy: In the context of an IDS, entropy is used to 

measure the distribution of different types of network packets, 

protocols, or system events. A significant deviation in entropy 

indicates unusual behavior, like a Distributed Denial of Service 

(DDoS) attack, where packet distributions change 

unexpectedly. Eq. (2) describes the entropy feature 𝐸(𝑋) 
extraction for IDS, in which 𝜌(𝑥𝑖) specifies the probability of 

occurrence of 𝑖𝑡ℎ event or value in the dataset, and 𝑛 refers to 

total number of unique events or values. 

𝐸(𝑋) = −∑  𝑁
𝑙=1 𝜌(𝑥𝑖)𝜌(𝑥𝑖)    (2) 

3) IMI: An intuitive method for measuring the uncertainty 

of random variables and the information they share is provided 

by information theory, where two key ideas are mutual 

information and entropy [28]. A measure of the uncertainty of 

random variables is the entropy 𝐾. Assuming 𝐴 to be a discrete 

random variable with alphabet 𝜒 and a probability mass 

function of 𝑠(𝑎)  = 𝑆𝑢{𝐴 = 𝑎} 𝑎𝜖𝐴, the entropy of 𝐴 is 

expressed as shown in Eq. (3). 

𝐾(𝐴) = −∑   
𝑎𝜖𝐴 𝑠(𝑎)𝑙𝑜𝑔 (𝑠(𝑎))         (3) 

Although two random variables communicate information 
through a metric known as mutual information, which is shown 
in Eq. (4). 

𝐾(𝐵; 𝐴) = ∑   
𝑎𝜖𝐴 ∑   

𝑏𝜖𝐵 𝑠(𝑏, 𝑎)𝑙𝑜𝑔 
𝑠(𝑎,𝑏)

𝑠(𝑎)𝑠(𝑏)
 = 𝐾(𝐵) − 𝐾(

𝐵

𝐴)
  

(4) 

Where 𝐾(
𝐵

𝐴)
 is the conditional entropy of 𝐵 in the case of 𝐴 

is known, and can be represented as in Eq. (5). 

𝐾(
𝐵

𝐴)
= −∑   

𝑎𝜖𝐴 ∑   
𝑏𝜖𝐵 𝑠(𝑏, 𝑎)𝑙𝑜𝑔 (𝑠 (

𝑏

𝑎
))    (5) 

The IMI and entropy for continuous random variables are 
defined in Eq. (6) – Eq. (8), respectively. 

𝐾(𝐵) = −∫
𝑎
𝑠(𝑎) 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑠(𝑎)) 𝑑𝑎 (6) 

𝐾(
𝐵

𝐴)
= −∫

𝑎,𝑏
𝑠(𝑏, 𝑎) 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑠 (

𝑏

𝑎
))  𝑑𝑎 𝑑𝑏 (7) 

𝐾(𝐵; 𝐴) = ∫
𝑎,𝑏
𝑠(𝑏, 𝑎) 𝑙𝑜𝑔 𝑙𝑜𝑔 

𝑠(𝑎,𝑏)

𝑠(𝑎)𝑠(𝑏)
 𝑑𝑎 𝑑𝑏 (8) 

TABLE III.  COMPARATIVE ANALYSIS: PROPOSED AND EXISTING FEATURE 

EXTRACTION APPROACHES 

Metric IMI Entropy 
Mutual 

Information 

Accuracy 92% 85% 90% 

Computational 

Time 

12 

seconds 
20 seconds 15 seconds 

F1-Score 0.88 0.8 0.86 

Precision 0.89 0.81 0.87 

Recall 0.88 0.79 0.85 

Variance Explained 97% 93% 95% 
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Table III denotes comparative analysis of proposed and 
existing feature extraction approaches. The accuracy values 
reflect the fact that IMI substantially enhances the classifier's 
performance compared to traditional entropy and mutual 
information measures. The improvement from 85% to 92% 
shows the capture power of IMI for complex relations between 
variables. Furthermore, the relative computational time for the 
IMI measure is relatively low, which is only 12 seconds, while 
for entropy it took 20 seconds and for mutual information 15 
seconds. This efficiency becomes highly valuable in those areas 
where large datasets are involved, or applications that require 
prompt outputs. 

4) Correlation: A linear relationship among two variables 

is measured for both its strength and direction using correlation. 

Correlation is a technique used to determine the relationship 

between features in the context of feature extraction. A low 

correlation suggests independence, while a high correlation 

might point to redundancy. 

E. Dimensionality Reduction 

From the feature-extracted data, the dimensionality of the 
extracted features is reduced by utilizing ILDA. 

1) ILDA: Statistical methods such as LDA [29] are now 

commonly employed as ML models for pattern recognition. 

The method involves projecting data into lower dimensional 

spaces in order to maximize class separability. Using Fisher's 

criteria, the optimal strategy for class separation is to maximize 

the ratio of the average difference to the total number of 

variables in the projection space for the two groups. The 

eigenvalue and eigenvector of the ideal projection 

transformation matrix 𝑇𝑋
−1𝑇𝐶 , where 𝑇𝑋 and 𝑇𝐶  are respectively 

the within-class and between-class scatter matrices, are the 

outcomes of the maximum ratio. More precisely, ILDA 

resolves the subsequent optimal problem utilizing Eq. (9). 

𝐾(𝑥) =
|�̃�1−�̃�2|

2

�̃�1
2�̃�2
2 =

𝑥𝑈𝑇𝐶𝑥

𝑥𝑈𝑇𝐶𝑥
   (9) 

where �̃�1 and �̃�2 are respective distribution matrices for 
classes 1 and 2. Consequently, 𝐾(𝑥) represents a measure of 
the within-class scatter matrix adjusted by a measure of the 
class mean difference. To determine 𝐾(𝑥)'s maximum, 
differentiate and equal to zero and their mathematical 
expression is shown in Eq. (10) and Eq. (11). 

𝑑

𝑑𝑥
𝐾(𝑢) =

𝑑

𝑑𝑥
(
𝑥𝑈𝑇𝐶𝑥

𝑥𝑈𝑇𝐶𝑥
) = 0   (10) 

𝑇𝑋
−1𝑇𝐶 − 𝐾(𝑥)𝑥 = 0   (11) 

Resolving the problem of generalized eigenvalues is 
presented in Eq. (12). 

𝑇𝑋
−1𝑇𝐶𝑥 = 𝜆𝑥 𝑤ℎ𝑒𝑟𝑒 𝜆 = 𝐾(𝑥) = 𝑆𝑐𝑎𝑙𝑎𝑟 (12) 

Yield, the mathematical expression of 𝑥∗ is shown in Eq. 
(13) and Eq. (14), respectively. 

𝑥∗ =𝑎𝑟𝑔 𝑎𝑟𝑔 𝑀𝑎𝑥  𝑥  𝐾(𝑥) =𝑎𝑟𝑔 𝑎𝑟𝑔 𝑀𝑎𝑥  𝑥 
𝑥𝑈𝑇𝐶𝑥

𝑥𝑈𝑇𝐶𝑥
 (13) 

𝑥∗ = 𝑇𝑋
−1(𝜇1 − 𝜇2)   (14) 

The mathematical expression of 𝑧 is presented in Eq. (15). 

𝑧 =  𝑥𝑈𝑦,       (15) 

where, 𝑦 is a variable input, 𝑥 vector projection, and 𝑧 is a 
new feature in projection space used to find the projection 
space. 

TABLE IV.  COMPARATIVE ANALYSIS: LDA VS. ILDA 

Metric LDA ILDA 

Accuracy 85% (170/200) 90% (180/200) 

Recall 0.8 0.85 

F1-Score 0.81 0.86 

Precision 0.82 0.88 

Variance Explained (%) 95% 96% 

Dimensionality Reduced (D) 10 to 2 10 to 2 

Computational Time (s) 25 15 

A comparison of the ILDA (Incremental Linear 
Discriminant Analysis) with the classic LDA (Linear 
Discriminant Analysis) highlights very important advantages of 
ILDA over a dynamic and evolving dataset, as depicted in 
Table IV, that the accuracy of ILDA is superior compared to 
LDA, where there is a great improvement from 85% to 90%. 
This indicates that ILDA could classify instances more 
effectively as the dataset grows or changes. It can be noticed 
from precision and recall values that it has resulted in increased 
accuracy. ILDA reflected a much greater precision at 0.88 
compared with that of LDA, which was only 0.82. The same 
thing happened with recall: ILDA at 0.85 versus 0.80 with 
LDA. These improvements, therefore, say ILDA to be more 
effective in true positive identification, minimizing false 
positives as well as false negatives. 

F. Classification 

Using the dimensionality-reduced features, the data is 
classified via a Meta-Heuristic QIF-RNN. The suggested model 
is a combination of the QNN, RNN, and Fuzzy logic. The 
membership function optimization is acquired via the SA-FPA. 
Then the QNN, RNN, and membership function optimization 
are fused in the fuzzy logic to acquire an outcome. 

1) QNN: A Neural Network (NN) inspired by quantum 

computing principles that helps in capturing complex 

relationships within the data, providing more powerful learning 

capabilities than traditional neural networks [30]. The QNN 

functions as a quantum circuit by acting on quantum input data 

through a series of parameter-dependent quantum gates, also 

known as unitary operators. Typically, a QNN is displayed in 

Eq. (16). 

𝑉(𝜃) = ∏ 𝑊𝑚𝑉𝑚(𝜃𝑚)
𝑂
𝑚=1    (16) 

Eq. (16) results from 𝑂 quantum layers. The product of 
parametric quantum gates 𝑉𝑚(𝜃𝑚) and non-parametric quantum 
gates 𝑉𝑚, where 𝜃𝑚 are variational parameters, that make up the 

𝑙𝑡ℎ quantum layer. The parametric quantum gates 𝑉𝑚(𝜃𝑚) in the 

𝑚𝑡ℎ layer is expressed as the generation of 𝑇 parametric 
quantum gates and its mathematical expression is shown in Eq. 
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(17), in which Euler's formula is used to translate each 

parametric quantum gate 𝑉𝑚,𝑘(𝜃𝑚,𝑘) as shown in Eq. (18). 

𝑉𝑚(𝜃𝑚) ≡ 𝑇 ⨂ 𝑘 = 1 𝑉𝑚,𝑘(𝜃𝑚,𝑘)  (17) 

𝑒𝑥𝑝 (−𝑗𝜃𝑚,𝑘𝑄) = 𝐽 𝑐𝑜𝑠(𝜃𝑚,𝑘) − 𝑗 𝑠𝑖𝑛(𝜃𝑚,𝑘)𝑄  (18) 

where Q is a Pauli operator functioning on qubits from the 
set {𝑌, 𝑍, 𝐴}, 𝐽 𝑖𝑠 𝑎 2 ×  2 identity matrix, and 𝑗 is the 
imaginary integer. The measurement result based on the 
readout qubits' computational basis is the QNN's output. Given 
that a qubit's measurement result is probabilistic, the 
measurement findings' expectation value, or E, is the QNN 
output. The expression of 𝐹 is shown in Eq. (19). 

𝐹 = 〈𝛹𝑦|𝑉
†(𝜃)𝑁𝑉(𝜃)|𝛹𝑦〉   (19) 

where |𝛹𝑦 ⟩ is represented as the QNN's input quantum 

state, and N is a linear amalgamation of Pauli operators that act 
as readout qubit observables. In a hybrid quantum-classical 
model, the loss M of a training example is computed 
conventionally on a classical device. An objective function 
𝑚(. ) of the task is used to determine the loss L for the given 
training sample based on the actual output F and the expected 
output z. expression of the 𝑀 is presented in Eq. (20). 

𝑀 = 𝑚(𝐹, 𝑧)   (20) 

In the model optimization stage, the QNN update its 
variational parameters via back-propagation and gradient 
descent, just like a standard NN. It computes the gradient of a 
variational parameter 𝜃𝑙  in the 𝑙 − 𝑡ℎ quantum layer with 
respect to loss M using the following Eq. (21). 

𝜕𝑀

𝜕𝜃𝑙
=
𝜕𝑀

𝜕𝐹

𝜕𝐹

𝜕𝜃𝑙
    (21) 

𝜕𝑀/𝜕𝐹 is easily obtained using the objective function 𝑚(. ). 
𝜕𝐹/𝜕𝜃𝑙 is computed using Eq. (22). 

𝜕𝐹

𝜕𝜃𝑙
= 𝑗〈𝛹𝑦|𝑉−

†[𝑄𝑙, 𝑉+
†𝐼𝑉+]𝑉−|𝛹𝑦〉  (22) 

where, the Eq. (23) is represented as, 

𝑉+ = ∏ 𝑊𝑚𝑉(𝜃𝑙)
𝑂
𝑚=𝑙+1  𝑎𝑛𝑑 𝑉− = ∏ 𝑊𝑚𝑉(𝜃𝑙)

𝑚=𝑙
𝑚=1     (23) 

2) RNN [31]: It serves as a pivotal component, contributing 

to the model's efficacy in processing sequential data and 

capturing hierarchical dependencies within the input 

features.  The proposed QIF-RNN excels in identifying 

complex patterns and relationships within the input features, 

ultimately enhancing its performance in data classification 

tasks by utilizing the inherent ability of RNNs to capture 

dependencies in sequential data. Fig. 2 shows the Structure of 

the QIF-RNN. 

3) Fuzzy logic: It is a mathematical framework that deals 

with uncertainty and imprecision, where traditional binary logic 

fails. It helps to capture the vagueness in data, making the 

system more flexible and robust [32]. 

Input

QNN

RNN

Membership function 

optimization via SA-

FPA

Fuzzy

 Logic 

Attack

Normal

 

Fig. 2. Architecture of QIF-RNN. 

a) Fuzzy sets: Crisp sets that have had their characteristic 

function changed to the membership function A: X →[0,1] are 

known as fuzzy sets. 

b) Properties of fuzzy sets: Various properties of Fuzzy 

sets is presented in Table V. Algorithm 1 shows the pseudocode 

of Fuzzy decision-making. 

TABLE V.  PROPERTIES OF FUZZY SETS 

Operation Crisp Fuzzy 

Addition 𝐽 + 𝑉 𝐽 + �̃� = [𝐽1
(∝) + 𝑉1

(∝), 𝐽3
(∝) + 𝑉3

(∝)]   

Subtraction 𝐽 − 𝑉 𝐽 − �̃� = [𝐽1
(∝) − 𝑉3

(∝), 𝐽3
(∝) − 𝑉1

(∝)]   

Multiplication 𝐽 ∙ 𝑉 𝐽 ∙ �̃� = [𝐽1
(∝) ∙ 𝑉1

(∝), 𝐽3
(∝) ∙ 𝑉3

(∝)]  

Division 𝐽 ÷ 𝑉 
𝐽 + �̃� =  ⌈𝐽1

(∝) ÷ 𝑉3
(∝), 𝐽3

(∝) ÷ 𝑉1
(∝)⌉ , 𝑖𝑓 0 ∉

⌈𝑉1
(∝), 𝑉3

(∝)   

4) Membership function optimization: It is acquired via the 

SA-FPA. 

Algorithm 1: Pseudocode for Fuzzy Decision Making 

Using fuzzy decision-making entails the subsequent actions: 

Step 1: The identification of variables and the completion of the alternatives is 
the first phase. 

Step 2: The linguistic parameters are transformed from real variables 
throughout the fuzzification process. 

Step 3: The user chooses the variables that must be entered into the knowledge 
base. 

Step 4: A membership function is the expression of a membership function in 
a mathematical function. 

Step 5: Giving the if-then condition rule is the next step. One rule is represented 
by each variable. 

Step 6: Converting the fuzzy value to an output variable is the next step. 

Step 7: Practical implementation of the alternative is the final stage of the fuzzy 
process. If the implementation is successful, the system's performance will 

improve concerning the process's goal. 

a) Proposed SA-FPA: Flowering plants reproduce, and 

FPA mimics this process [33]. The proposed SA-FPA is used 

for optimizing the fuzzy membership functions. Membership 

functions define how each data point belongs to a fuzzy set 

(e.g., low, medium, high). SA-FPA adapts these membership 

functions for optimal performance, ensuring that the fuzzy logic 

system can accurately represent the underlying uncertainties in 

the data. Algorithm 2 defines the FPA procedure. 
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Algorithm 2: SA-FPA Procedure 

Step 1: The process of biotic pollination is regarded as worldwide, with 
pollinators carrying out Levy flights. 

Step 2:  The process of abiotic pollination is seen as a local one. 

Step 3:  Flower constancy is examined using the hypothesis that the degree of 
similarities between the flowers in question and the likelihood of reproduction 

are inversely connected. 

Step 4:  Whether a pollination technique is local or global is determined by a 

switching probability p in the interval [0, 1]. 

A flower m represents a solution vector 𝑏𝑚 in FPA. Two 
distinct search techniques are used by the algorithm: local and 
global pollination. Utilizing the following Eq. (24), the first and 
third FPA criteria could be used to numerically express the 
global pollination procedure. 

 𝑏𝑚
𝑥+1 =  𝑏𝑚

𝑥 + 𝛾 ∙ 𝑃(𝜆) ∙ (𝑘∗ − 𝑏𝑚
𝑥 )  (24) 

where 𝑘∗is the finest flower in the populace of flowers at 
iteration 𝑥, 𝑏𝑚

𝑥  represents flower m at iteration 𝑥, 𝜆 is a constant, 
𝛾 is a constant scaling aspect to control the step size and 𝑃(𝜆) >
0 is the Le´vy flight step size, which is drawn from a Le´vy 
distribution and characterizes the strength of the pollination; 
𝛤(𝜆) is the usual gamma function and 𝑤 > 0. The 
mathematical expression of p is presented in Eq. (25). 

𝑃~
𝜆𝛤(𝜆)𝑠𝑖𝑛𝑠𝑖𝑛 (

𝜋𝜆

2
) 

𝜋
∙

1

𝑤1+𝜆 
, (𝑤 > 0),   (25) 

Conversely, the following Eq. (26) represents the local 
pollination rule (second rule) and floral dependability (third 
rule), where 𝑒 is taken from a uniform distribution in [0, 1] and 
𝑏𝑛
𝑥 and 𝑏𝑜

𝑥 are distinct flowers of the same population. 

𝑏𝑚
𝑥+1 =  𝑏𝑚

𝑥 + 𝜀 ∙ (𝑏𝑛
𝑥 − 𝑏𝑜

𝑥)  (26) 

As per the fourth rule, a switch probability 𝑡 in [0, 1] 
determines the kind of flower pollination (local or global). 
Reiterating the earlier data. Eq. (27) expresses the fitness 
estimation of proposed SA-FPA, in which 𝜌𝑖 refers to 
prediction error for each fuzzy set, 𝑐𝑖 indicates complexity of 
the membership function, 𝑠(𝑀) signifies constraint function 
ensuring feasible membership function structures, and 𝛾 
addresses regularization parameter balancing error 
minimization and function complexity. 

𝑓𝑜𝑝𝑡 = (∑  𝑁
𝑖=1 (

𝜌𝑖

𝑐𝑖
) + 𝛾𝑠(𝑀))   (27) 

Fig. 3 displays the FPA flowchart, where 𝑟 𝑖s the population 
size of flowers and ℎ is the number of problem dimensions. 
Once the QNN and RNN have processed the data, the outputs 
are fused with the optimized fuzzy logic system. The fusion 
helps in incorporating both the sequential information (handled 
by RNN) and the non-binary decision-making capacity 
(handled by fuzzy logic). 

The final classification output 𝑂 is derived by combining 
the outputs from QNN, RNN, and the fuzzy system. Let 𝑂𝑞𝑛𝑛 

and 𝑂𝑟𝑛𝑛 be the outputs from the QNN and RNN, and 𝑂𝑓𝑢𝑧𝑧𝑦 

be the fuzzy logic decision, Eq. (28) states the overall 
classification output, in which 𝛼, 𝛽, and 𝛾 means for weighting 
factors to balance the contributions from each component. 

𝑂 = 𝛼 ∙ 𝑂𝑞𝑛𝑛 + 𝛽 ∙ 𝑂𝑟𝑛𝑛 + 𝛾 ∙ 𝑂𝑓𝑢𝑧𝑧𝑦  (28) 

This combined approach allows the QIF-RNN model to 
utilize the strengths of quantum-inspired learning, sequence 
prediction, and handling of uncertainty to achieve a highly 
accurate classification. 

G. Attack Mitigation via Policy Gradient Method 

The Policy Gradient method is one such technique in 
reinforcement learning, which achieves those situations where 
the number of possible actions is high dimensional or 
continuous is practical for Q-learning. Unlike Q-learning, 
which emphasizes verdict optimal actions, policy gradient 
seeks optimal parameters 𝜃 for a policy 𝜋𝜃  which would 
maximize the total reward. The chief aim of the policy gradient 
is to maximize the expectation of return or collected reward 
starting from a given initial state. That is, it is apprehended by 
Eq. (29). 

𝐽 (𝜋𝜃  )  =  𝐸𝜏∼𝜋𝜃  [𝑟(𝜏)]  =  ∫  
 

 
𝜋𝜃(𝜏)𝑟(𝜏)𝑑𝜏   (29) 

Here, 𝜋𝜃 (𝜏) indicates the probability of observant 
trajectory 𝜏. The method learns the optimal parameter 𝜃 by 
calculating the gradient 𝛻𝜃 𝐽 (𝜋𝜃  ) as per the Eq. (30). 

𝛻𝜃  𝐽 (𝜋𝜃  ) =  𝐸𝜏∼𝑑𝜋𝜃
 [∑  𝑇 

𝑡=1  𝑟(𝑠𝑡 , 𝑎𝑡)  ∑  𝑇 
𝑡=1 𝛻𝜃

𝑙𝑜𝑔 𝑙𝑜𝑔 𝜋𝜃   (𝑠𝑡 , 𝑎𝑡) ]  (30) 

In the above equation, 𝑑𝜋𝜃  is the distribution of trajectories 

produced by policy 𝜋𝜃  . The derivation encompasses the 
substitution in the Eq.  (31). 

𝜋𝜃(𝜏) =  𝑝(𝑠1) ∏  𝑇
 𝑡=1 𝜋𝜃(𝑠𝑡 , 𝑎𝑡)𝑝(𝑠𝑡+1|𝑠𝑡 , 𝑎𝑡)  (31) 

Here, 𝑝(·) is independent of the policy parameter 𝜃, and for 
simplicity, it’s not explicitly encompassed in the derivation. 

TABLE VI.  ATTACK MITIGATION APPROACH: A COMPARATIVE ANALYSIS 

OF POLICY GRADIENT APPROACH AND Q-LEARNING 

Method 
Convergence 

Speed 

Average 
Total 

Reward 

Sample 
Efficiency 

Robustness 

Policy 
Gradient 

Fast High (85) Moderate 
High (10% 
drop) 

Q-
Learning 

Moderate 
Moderate 
(70) 

Low 
Low (30% 
drop) 

As indicated in Table VI, we compare the two leading 
reinforcement learning methods, Policy Gradient and Q-
Learning, with a focus solely on attack mitigation. In these 
dimensions—convergence speed, average total reward, and 
robustness—the Policy Gradient approach performs better than 
the Q-Learning method. Hence, this makes policy gradient 
more viable for dynamic and complex environments. 

IV. SIMULATION RESULTS 

A. Simulation Setup 

The proposed IDS model via suggested QIF-RNN was 
developed via Python on an Intel core® i5 processor @2.6GHz, 
16 GB RAM, 64-bit OS. Here, CICIoV2024 dataset was 
utilized for detection which is accessible via 
(https://www.kaggle.com/datasets/hassan06/nslkdd) [Accessed 
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Date: 24-09-2024]. 70% of the collected data has been used for 
training and 30% for testing. This assessment considered 
various metrics like sensitivity, specificity, accuracy, precision, 

False Positive Rate (FPR), False Negative Rate (FNR), NPV, 
F1-score, Matthews Correlation Coefficient (MCC), and 
Recall. 

 

Fig. 3. Flow chart of proposed SA-FPA. 

B. Intrusion Detection Network: Performance Analysis for 

70/30 Data Split 

The comprehensive performance analysis demonstrates the 
superiority of the suggested ensemble framework with quantum 
learning over the other models already in use, such as Fuzzy 
RNN (FRNN) [34], RNN, GRU [35], LSTM [35], and Bi-
LSTM [36], on a range of critical metrics in Fig. 4. With a 

sensitivity of 96.8%, the suggested model outperforms FRNN 
(95.1%), RNN (92.9%), GRU (83.4%), LSTM (77.6%), and Bi-
LSTM (77.1%). This indicates the enhanced ability of the 
suggested model to precisely identify affirmative cases, which 
is essential for successful intrusion detection. The suggested 
model outperforms FRNN (98.8%), RNN (98.6%), GRU 
(93.8%), LSTM (92.4%), and Bi-LSTM (93.3%) in terms of 

 

False 

False 

 rue 

 rue 

 rue 

 

 

 

 tart 

𝑥     𝑖𝑡 𝑟   

 et 𝑚 = 1 

𝑚  𝑟   

𝑟𝑎𝑛𝑑  𝑡   

 
 

 nd  

False 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

231 | P a g e  

www.ijacsa.thesai.org 

specificity, achieving a phenomenal 99.6%. The high 
specificity highlights how well the suggested model can 
identify negative instances and reduce false positives, which is 
an important consideration in real-world intrusion detection 
scenarios.  The suggested model's total accuracy is 98.6%, 
which is higher than that of FRNN (98.6%), RNN (96.2%), 
GRU (91.9%), LSTM (91.0%), and Bi-LSTM (89.3%). This 
high accuracy illustrates how the suggested ensemble 
architecture is resilient in producing accurate and trustworthy 
classifications for both positive and negative examples. The 
suggested model's precision, a crucial parameter for assessing 
the model's capacity to reduce false positives, is reported to be 
97%, surpassing that of FRNN (95.5%), RNN (94.3%), GRU 
(83.6%), LSTM (78.8%), and Bi-LSTM (76.5%). The accuracy 
with which the suggested model identifies intrusions is 
demonstrated by its precision. 

The suggested model's F1-score, which weighs recall and 
precision, is stated as 96.4%, indicating that it can successfully 

strike an equilibrium between accuracy and completeness. This 
is superior to LSTM (79.7%), Bi-LSTM (77.3%), GRU 
(83.0%), RNN (94.5%), and FRNN (96.1%). The suggested 
model consistently outperforms other models in addition to 
maintaining a high Negative Predictive Value (NPV) of 99.2%. 
The remarkably low FPR and FNR, which stand at 2.9% and 
7%, correspondingly, highlight the potential of the suggested 
approach to reduce misclassifications. The suggested model's 
overall Matthews Correlation Coefficient (MCC), which 
measures how well the model captures genuine correlations in 
the data, is stated as 94.6%. When compared to FRNN, RNN, 
GRU, LSTM, and Bi-LSTM, the suggested ensemble 
architecture consistently performs better across sensitivity, 
specificity, accuracy, precision, recall, F-measure, NPV, and 
Matthews Correlation Coefficient. The suggested model is 
shown by this thorough analysis as a cutting-edge and 
promising data categorization method, especially for data 
classification. Table VII shows the Comparative analysis of the 
suggested framework and existing model performance metrics.

TABLE VII.  COMPARATIVE ANALYSIS OF PERFORMANCE METRICS WITH EXISTING MODELS 

Metrics Sensitivity Specificity Accuracy Precision F1-Score NPV FPR FNR MCC 

Proposed 0.968 0.996 0.986 0.97 0.964 0.992 0.029 0.07 0.946 

FRNN 0.951 0.988 0.986 0.955 0.961 0.992 0.036 0.072 0.921 

NN 0.929 0.986 0.962 0.943 0.945 0.983 0.038 0.089 0.897 

GRU 0.834 0.938 0.919 0.836 0.83 0.962 0.078 0.206 0.771 

LSTM 0.776 0.924 0.91 0.788 0.797 0.947 0.099 0.259 0.707 

Bi-LSTM 0.771 0.933 0.893 0.765 0.773 0.931 0.108 0.271 0.689 

 
(a)        (b) 
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(c)        (d) 

 
(e) 

Fig. 4. Performance of proposed QIF-RNN over other algorithms for (a) Accuracy and precision, (b) Sensitivity and specificity, (c) Recall and NPV, (d) F1-

Score and MCC, and (e) FPR and FNR. 

C. Comparative Analysis of Proposed Intrusion Detector 

Model over SOTA Approaches for Varying Learning Rate 

The research proposed a novel Meta-Heuristic QIF-RNN 
for IDS, structured into five phases: (i) Data Collection, (ii) Pre-
processing, (iii) Feature Extraction, (iv) Dimensionality 
Reduction, and (v) Meta-Heuristic QIF-RNN-based Data 
Classification. 

Table VIII shows the performance of the proposed model in 
comparison to the prevailing models in terms of Accuracy, 
Precision, Sensitivity, F-score, Specificity, MCC, FPR, and 
FNR. The proposed Model gives highest accuracy value of 
98.261%, the precision of 98.095%, and F1-score of 97.549%, 
hence overall better performance due to higher values of correct 
classification. The Quantum network along with fuzzy and 

meta-heuristic optimization assisted in enhancing the 
classification accuracy of the model. 

Table IX discusses the contrast of the performance of the 
proposed model with the existing models on metrics such as 
Accuracy, Precision, Sensitivity, F-score, Specificity, MCC, 
FPR, and FNR. The proposed Model reflects better 
performance on all these metrics with the highest value in 
accuracy of 99.755% and precision of 99.901%. Its high 
sensitivity of 98.655% and specificity of 99.075% show its 
higher classification accuracy in identifying the attacks. The 
fuzzy logic-based classification has enhanced the detection 
accuracy of the model. Thus, making it accurate in detecting the 
attacks. 

TABLE VIII.  COMPARATIVE ANALYSIS OF PERFORMANCE METRICS WITH EXISTING MODELS 

Model Accuracy Precision F-Score Specificity Sensitivity MCC FPR FNR 

Proposed 0.98261 0.98095 0.97549 0.98961 0.98108 0.98398 0.0263 0.0107 

LSTM [18] 0.95429 0.95683 0.95927 0.95939 0.95892 0.95478 0.0571 0.0639 

CNN [25] 0.96828 0.96545 0.96118 0.96321 0.96478 0.96828 0.0441 0.0512 

MTH-IDS[24] 0.95105 0.95323 0.95124 0.95806 0.95308 0.95939 0.0501 0.0436 

QNN [30] 0.94048 0.94685 0.95118 0.95621 0.94478 0.95828 0.0431 0.0312 
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TABLE IX.  COMPARATIVE ANALYSIS OF PERFORMANCE METRICS WITH EXISTING MODELS 

Model Accuracy Precision F-Score Specificity Sensitivity MCC FPR FNR 

Proposed 0.99755 0.99901 0.98404 0.99075 0.98655 0.99765 0.0141 0.0092 

LSTM [18] 0.96765 0.96909 0.96683 0.96333 0.96909 0.96675 0.0461 0.0553 

CNN [25] 0.97081 0.97683 0.97771 0.97684 0.97308 0.97617 0.0361 0.0223 

MTH-IDS[24] 0.96538 0.96323 0.96118 0.96286 0.96694 0.96828 0.0421 0.0323 

QNN [30] 0.95833 0.95683 0.96393 0.96231 0.95254 0.96161 0.0391 0.0236 

V. DISCUSSION 

The proposed Meta-Heuristic QIF-RNN model for IDS 
brings several advantages. First, the structured approach 
involves multiple phases such as data preprocessing steps that 
ensure only relevant and clean data are used for classification. 
The use of higher-order statistical features, IMI, correlation, 
and entropy ensures that the model captures critical attributes 
of the data. These data helped in detecting intrusions more 
effectively. Furthermore, the integration of QNN, RNN, and 
Fuzzy Logic in the classification phase allows the model to 
handle both sequential and fuzzy data, leading to high 
classification accuracy of 98.6%. The SA-FPA optimization of 
the membership function enhances the precision of the 
decision-making process. Also, the Policy Gradient Method 
contributes to effective attack mitigation. These features make 
the model robust in detecting and mitigating cyber threats in 
ICVs. 

Despite these advantages, the model also has limitations. 
While the use of dimensionality reduction (ILDA) helps 
minimize the computational load, the complexity introduced by 
combining multiple components (QNN, RNN, Fuzzy Logic, 
and SA-FPA) leads to increased computational overhead. This 
might limit its scalability in real-time environments, 
particularly when dealing with large-scale and high-speed 
networks like those in ICVs. Another potential limitation is the 
static nature of the dataset used (CICIoV2024). It may not 
represent real-time or evolving attack scenarios. As the research 
suggests, future improvements could focus on incorporating 
real-time data streams and advanced optimization techniques to 
address these limitations. 

VI. CONCLUSION 

The research proposed a novel Meta-Heuristic QIF-RNN 
for IDS, structured into five phases: (i) Data Collection, (ii) Pre-
processing, (iii) Feature Extraction, (iv) Dimensionality 
Reduction, and (v) Meta-Heuristic QIF-RNN-based Data 
Classification. Initially, raw data were collected from the 
CICIoV2024 dataset, which then underwent preprocessing 
through a data-cleaning technique. From the pre-processed 
data, significant features including Higher-Order Statistical 
Features, IMI, Correlation, and Entropy were extracted. The 
dimensionality of these extracted features was subsequently 
reduced using ILDA. Finally, the data were classified using the 
dimensionality-reduced features in conjunction with the Meta-
Heuristic QIF-RNN model, which integrated QNN, RNN, and 
Fuzzy Logic. The optimization of the membership function was 
achieved through SA-FPA. The attack mitigation is achieved 
via the Policy Gradient Method. The proposed model attained 
98.6% accuracy and outran existing models. Integrating 

complex DL algorithms (QNN, and RNN) requires 
considerable computational time. Future work could focus on 
enhancing the Meta-Heuristic QIF-RNN model by 
incorporating real-time data streams for dynamic intrusion 
detection in ICVs. Additionally, exploring advanced 
optimization algorithms and integrating ensemble learning 
techniques improve classification accuracy and robustness. 
Investigating the model's adaptability to emerging cyber threats 
and conducting extensive performance evaluations in diverse 
network environments could further strengthen its applicability. 
Finally, expanding the feature extraction methods to include 
DL-based approaches yields richer insights and enhances the 
model's predictive capabilities. 

DATASET ACCESSIBILITY 

The dataset used in your study, CICIoV2024, is referenced 
as accessible through the link to the Kaggle dataset 
(https://www.kaggle.com/datasets/pushpakattarde/ciciov2024d
ecimalcsv ), which is publicly available for download. This 
ensures reproducibility for anyone looking to replicate the 
results. 
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Abstract—Subspace clustering examines the traditional 

clustering techniques that have previously been considered the 

best approaches to clustering data. This study uses a subspace 

clustering approach to predict learners' academic progress over 

time. Using the subspace clustering method, a model was 

developed that improves the classic Clique by optimizing 

clustering performance and addresses the clustering challenges 

posed by inaccuracies due to additional data size and increased 

dimensionality. The study used an experimental design that 

included data validation and training to predict students' 

academic progress. Clustering evaluation metrics including 

accuracy, precision, and recall measures were identified. The 

optimized model recorded a better performance index with 

98.90% accuracy, 98.50% precision, and 98.50% recall which 

directly shows the efficiency of the optimized model in predicting 

learning academic progress through clustering. In this regard, 

conclusions are drawn for an alternative approach to predictive 

modeling through cluster analysis, so that educational institutions 

have a better opportunity to manage learners by ensuring 

adequate preparation in terms of resources, policies and 

knowledge. It highlights career guidance for learners based on 

their academic progress. The result validates the suitability of the 

model for clustering multidimensional data. 

Keywords—Subspace clustering; clique model; academic 

progression; multidimensional data; feature engineering; cross 

validation and principal component analysis 

I. INTRODUCTION 

A. Introduction 

This component describes the background of the study, the 
objectives and the problems of the study. The literature of the 
study within the local, regional and international perspectives 
on the use and application of clique models, the importance and 
the gaps addressed in this study. 

B. Background of Study 

Academic progress is important in a learning environment 
where each learner must be assessed to determine their progress 
to the next level of learning. Various considerations are taken 
into account and typically indicators of progress in a learning 
environment are well established and clearly stated, although 
this may vary from institution to institution. There are standard 
learning levels such as certificate, diploma, bachelor's, master's 
and doctoral. It is also notable that educational institutions need 
to understand learners' progress to ensure efficient and effective 
management of learners. 

The main objective of this study was to develop a model 
that predict leaners’ academic progression. The improved 
Subspace Clique model was expected to address the challenges 

of classical Clique in clustering of data. For instance, the 
process of finding clusters in multidimensional data space is a 
complex procedure due to the large number of attributes and 
tuples involved. In the case of multidimensional data, the 
density points are at their lowest level. The approach taken by 
traditional Clique cannot stand due to the inaccuracies and 
inconsistencies, thus misleading in finding the objective 
clusters. Because of various scores of attributes involved, 
clusters are not always found in their actual multidimensional 
data space [1]. This means that it could be possible to find these 
clusters in specific subspace of the entire dataset space. The 
problem of dimensionality is common in data mining, for 
instance the dimension increases with the increase in the 
number of attributes in a particular dataset leading to the curse 
of dimensionality which an optimized Clique can address. In 
[2], improved Clique algorithm from a hybrid of Clique and K-
means, the experiment was conducted on artificially simulated 
dataset, which revealed that the hybrid was not sensitive to the 
input parameters used in classical Clique but was silent on the 
dimensionality challenge and different dataset effect. 
Ultimately a significant number of attributes are normally 
dropped before the actual experiments are conducted which 
may affect the results if not well accounted for [3]. On the other 
hand, traditional clustering algorithms break when employed in 
multidimensional data spaces, and that they present many 
irrelevant attributes that could limit the possibility of clustering. 
The current subspace clustering methods are mainly used in 
either numerical or categorical data but not all [4]. The method 
recommended in this study takes into account the different data 
types that are subject to proper data preprocessing. In this study, 
an improved Clique algorithm was proposed, which takes into 
account students' academic performance in predicting learning 
progress. This is an area that many researchers have overlooked 
when conducting behavioral analysis using Clique algorithm. 

C. Literature Review 

This study is based on the subspace clique clustering 
technique. The focus of this study was on predicting learners' 
academic progress using multidimensional data. To achieve 
this, future forecasts were made based on the available data. 
Whereas a Cluster is an ordered list of data which have the 
familiar characteristics [5], Clustering refers to an ill-posed 
problem which aims to reveal interesting structures in the data 
or to derive a useful grouping of the observations. However, 
specifying what is interesting or useful in a formal way is 
challenging. This complicates the specification of suitable 
criteria for selecting a clustering method, or a final clustering 
solution [6] also emphasized this point. He argued that the 
definition of the true clusters depends on the context and on the 
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aim of clustering. Therefore, given the data, there is no clear 
clustering solution, but different aims of clustering imply 
different solutions, and analysts should in general be aware of 
the ambiguity inherent in cluster analysis and thus be 
transparent about their clustering aims when presenting the 
solutions obtained [7]. 

CLIQUE is a subspace clustering algorithm that operates on 
a grid and density basis. By combining the advantages of 
density-based clustering with the advantages of grid-based 
clustering, it can find clusters of any shape while still managing 
large amounts of data [8]. The clustering process starts with a 
single dimension scaling upwards to higher dimensions. Clique 
divides the N-dimensional data space into non-overlapping 
rectangular units from which dense units are identified. A unit 
is considered highly dense if the sum of the total data points in 
the unit runs over an input parameter, Clusters are then created 
from the original data space using the Apriori principle [9]. 
CLIQUE finds high-quality clusters only in subspaces with the 
highest dimensionality, making it an efficient method. The 
threshold density and grid size must be properly adjusted in 
order to produce meaningful clustering results. 

Research on Clique-based Model in Predictive Analysis has 
been conducted by several scholars, such as [10], One such 
study focused on forecasting future weights based on a partial 
order set using the Clique Algorithm for pattern analysis to 
cluster high-dimensional data [11]. In text mining [12], 
Customer Segmentation and trend analysis [13], Further, 
intrusion detection in IoT networks [14]. The study in [15] 
proposed dimensionality reduction via feature reduction. as 
well as imaging processing [16]. Student behavioral data [17] 
among other fields. This study proposed Clique model in 
predicting leaners academic progression in multidimensional 
dataset. 

Numerous studies have been carried out to forecast the 
development, effectiveness, and behavior of leaners. For 
instance, [12] used the vector space model and the clique 
subspace model to study critical text mining of learners' 
behavioral patterns in Kenya. The findings demonstrated that 
even for large data sets, the processing time in Clique is 
significantly less; however, the researcher noted that grid cell 
consideration, density threshold, and parameter input 
requirements are limitations. 

 Similarly, [18] studied in the USA to find course clusters 
and course cliques based on the degree of grade correlation 
between student grades in pairs of courses in one of the 
universities using subspace clique and network diagrams, 
where courses are represented as nodes and are connected to 
courses if they have a high degree of grade correlation. The 
ability of Clique to cluster academic data is demonstrated by an 
analysis of the results for course pairs and courses grouped by 
academic department. 

For example, [17] research on student behavior patterns was 
done in China. In an effort to address the issue, the study 
suggested an unsupervised clustering framework that combined 
behavioral data from students with grade point averages to find 
behavioral patterns, a similar study reflected in study [19]. The 
suggested framework incorporated the views of statistics and 
entropy to extract behavior features, which are combined with 

k-means and density-based spatial clustering of applications 
with noise (DBSCAN) algorithms to find behavioral patterns. 
An analysis was conducted to compare the enhanced model 
with the conventional Clique subspace clustering model. In 
comparison to the improved model, the results showed that 
Clique performed a little bit worse. The findings demonstrate 
that the framework is able to identify both mainstream and 
anomalous behavioral patterns. Although this was the case, 
future selection only considered variance and correlation rather 
than cross validation and principal component analysis, 
meaning that the data management of clustering was not given 
much thought. 

A similar study by [20] was conducted in Korea on various 
clustering algorithms with a focus on pattern identification. 
Clique became one of the algorithms used and tried to study the 
convergence speed and accuracy of clustering. The study used 
small data sets that achieved high accuracy with sensitivity to 
density and hyperparameter tuning. It was not clear how the 
optimization that resulted in high accuracy was achieved, as the 
study did not specify the limitations of small datasets and 
dimensionality management, which has been addressed in this 
study. 

In the United Kingdom, [21] conducted research to design 
a system for assessing and guiding the mental health of college 
students. The study examined the applications of clustering data 
mining algorithms relevant to the researcher's area of interest. 
The research involved college students and used performance 
testing to determine the system's accuracy and effectiveness in 
assessing and managing students' mental health. However, the 
study acknowledged the pattern recognition ability of the 
Clique algorithm, although it focused on developing an 
artificial intelligence-based system for analyzing the mental 
health of college students. Further suggestions from [22] affirm 
that the CLIQUE algorithm can perform effective cluster 
analysis and automatically adapt to different subspaces. 

A study by [23] to find nonlinear feature relationship pattern 
recognition in India. Even in cases where feature relationships 
are nonlinear, the method enables the discovery of bi-clusters 
based on feature relationships. The suggested approach used 
datasets from various domains and did not require the user to 
provide any parameters. Clustering with the Clique algorithm 
was used to assess performance. The fact that the new approach 
outperformed the original Clique, suggests that it needs to be 
improved. The research in [24] are among the other 
benchmarked studies with similar findings. 

In summary, the studies conducted in Kenya, the United 
States, the United Kingdom, China, India and Korea using the 
Clique algorithm clustering technique have not only shown the 
scope bias but also found serious gaps, which accompany the 
implementation and use of the Clique algorithm, which require 
attention. For example, most studies have been conducted to 
analyze student behavior patterns, but not to direct academic 
progress and/or performance, which is critical to excelling in an 
academic learning environment and in managing learners. 
Other notable challenges would be data preparation before use, 
data size, methods used for dimensionality reduction, future 
selection, and consideration of hyperparameters, which in turn 
affect the accuracy of the clustering method. Other studies that 
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conducted a comparative analysis between ordinary Clique and 
other existing models, trying to recommend a model that 
provides a better performance index for some specific data, 
which is not necessarily academic in nature did not pay 
attention to improving the models. 

In countering the gaps with studies conducted in Kenya and 
reflected elsewhere, this study recommends predicting students' 
academic progress using an improved subspace clique in 
multidimensional data, which considers model optimization 
through feature engineering, data standardization, 
dimensionality reduction and cross-validation. 

In other sections, the paper further extends to provide 
information on study-related work, data acquisition and 
preprocessing, the design, methods, tools used, and the 
implementation of the predictive subspace Clique model. The 
paper concludes by presenting and discussing the results, 
conducting a comparative analysis, and exploring the 
significance of the research. Additionally, it draws conclusions 
and offers recommendations for future work. 

II. RELATED WORK 

A. Introduction 

This section includes a detailed review of the relevant 
literature and recent studies on implementing the subspace 
clique model for predicting learners' academic progress in 
multidimensional data, as well as a summary of results from 
such applications. 

B. Subspace Clique Model 

Research on the topic of using Subspace Clique to predict 
student academic progress and related learning areas, or such 
behavioral environments is extensive. For example, in a study 
by [25], blended aerobics learning is analyzed and guided using 
data mining. Action learning is combined with blended aerobics 
instruction to promote learning progress. The study proposed a 
Clique clustering algorithm that meets the following criteria: 
(1) identify embedded clusters in high-dimensional data 
subspaces; (2) scale; (3) understand end-user results; and (4) 
predict cluster descriptions into minimized density expressions 
to promote understanding [25]. In the modern educational 
environment, blended learning has enormous growth potential. 
The study examined the practical value of meta-learning theory 
in its application to aerobics instruction. The results showed 
that students have potential meta-learning, can deliberately 
improve students' meta-learning ability, and it is important to 
increase students' interest in aerobic skills through appropriate 
learning strategies [26]. Subjects were tested on basic 
questions, aerobic technical skills and physical fitness in the 
experimental data set. A comparative analysis of the semester's 
academic performance was reviewed following a teaching 
exam that lasted 15 weeks, equivalent to a full semester at the 
university. After applying the classic clique model to the dataset 
and analyzing the results using accuracy, precision, and recall 
metrics, it was found that the model had an accuracy of 86.5%, 
a precision of 85.99%, and a recall of 85.9%. Although the 
accuracy was higher on average, the study's margin of error of 
14.5 percent on accuracy was noted and could be associated 
with certain observations such as the unclear explanation of 

data management, feature selection, and dimensionality 
reduction with respect to cross-validation. 

In a separate study conducted by [24], investigating 
clustering algorithms based on grids, the focus was on the 
appropriate selection of grid cells that contributed to the field, 
and a novel grid-based algorithm that employs an automated 
method for calculating the number of grid cells was proposed. 
The study covered the idea of grid cells in the Clique algorithm 
and used the Clique model to contrast the outcomes of the 
upgraded model. A simulated educational dataset was run 
through a Python script in order to identify learning patterns, 
which produced results with accuracy of 95.23%, precision 
95.0% and a recall of 95.20%. The well-known Clique 
algorithm was used in the experiment as a benchmark, allowing 
a quick pinpoint on a few observations; even though the Clique 
model was efficient at establishing clusters when clustering 
data. Notably, it required two input parameters, i.e., the 
threshold for density and the number of intervals. The 
parameters in this case were difficult to calculate. Based on this 
study, we can conclude that the model did not function as well 
as the researcher had hoped. 

In a related study, [17] used the clustering approach to 
analyze student behavior patterns. The study's goal was to assist 
the institution in setting targeted rules, particularly for 
unexpected patterns, and in determining more effective ways to 
provide specialized services and management. To address the 
issue, the study took into account a clustering technique. The 
study analyzed the relationships between various behavior 
patterns and students' grade point averages by conducting 
experiments on six different types of behavioral data generated 
by university students (eating behavior, shopping behavior, 
library entry behavior, and gateway login behavior, 
respectively). The six attributes were gathered from 9024 
university students. Grade point averages served as the 
foundation for the computation of extrinsic metrics, which 
quantify the relationship between various behaviors and 
academic achievement. The characteristics corresponding to 
each type of behavior were derived from a central tendency 
perspective. With a comparative performance evaluation 
against the Clique algorithm, the study proposed a hybrid 
clustering algorithm that combines the best features of 
DBSCAN and K-means. Using the Clique algorithm, the results 
showed an accuracy of 92.0%, precision of 91.83% and recall 
of 90.12%. This explained the model's ability to group 
educational data. The researcher added that the improved model 
performed better than Clique by achieving an accuracy 
performance of 92.0%, which was only a small improvement. 
The experimental results show that the proposed method can 
not only detect abnormal behavior patterns but also identify 
different behavior patterns more accurately. Based on the 
clustering results, student departments can take more targeted 
interventions and specialized services. The study recommended 
that future work focus on creating meaningful features, creating 
new distance measures, reducing the dimensionality of feature 
spaces, and, lastly, investigating behavioral patterns and student 
labels in order to improve clustering analysis. 

In a related study by [18], the researcher in this study 
computes the correlation of student grades between pairs of 
courses in a university, based on academic performance, in an 
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attempt to replicate the course groupings. Courses are 
represented as nodes in the course network graphs created for 
the study, and courses are connected if their grade correlation 
is high. Graph mining and network analysis tools were used in 
conjunction with the clique algorithm to visualize course 
networks and detect cliques and clusters within them, where the 
Pearson correlation was used to determine how similar two 
courses are to one another. Recall that the Clique concept was 
used in this study to visualize the results and obtain graphical 
Cliques. A k-clique is a collection of k nodes that are all 
connected to one another directly by an edge. In this study, the 
0.5 correlation threshold was exceeded by 25% of course 
pairs and the 0.7 correlation threshold by 5% of pairs when at 
least 20 common students were examined, these results were 
evaluated against the metrics of accuracy, precision and recall. 
Which indicated a uniform performance of 75% for the three 
metrics. The study found a high correlation between student 
performance and a number of course pairs. Within the course 
correlation networks, cliques and modularity classes were 
recognized as course clusters. Course pairings and course 
groupings based on academic department were examined. 
According to the study, there is a significant grouping of 
courses with strong similarities across scientific disciplines, 
pre-health courses, and computer science subfields. Notably, 
the researcher stated that no study that used the concept of 
course similarity had ever been carried out using the clustering 
technique in a predictive way. 

According to a study by [23] on a free relative density-based 
clustering method in nonlinear feature relationship patterns. 
The method proposed in this study allowed finding clusters 
based on feature relationships, even if the relationships are 
nonlinear. Since the proposed method did not require any input 
from the user, it could be applied to datasets from different 
domains. Fifteen simulated datasets were used for the 
experiments and eleven different clustering algorithms were 
used to compare their performance. Among them was the 
Clique clustering algorithm. For most simulated datasets used 
to identify behavioral patterns in learning environments, the 
proposed method appeared to provide better results. After 
several clustering operations on different simulated datasets, 
the Clique model showed an average performance of 93.9% 
accuracy, 94.3% precision and 93.5% recall; this was the best 
Clique performance in all of the researcher's experiments. The 
need for research in various dimensions is explained by the fact 
that the study did not achieve 100% accuracy even after using 
different data sets. 

We can quickly identify a few issues based on the 
observations made in the various literature in the study for the 
use of Clique subspace clustering in predicting learners' 
progress. According to [25] study, Clique was able to perform 
clustering when used to predict learning progress in Aerobics. 
However, the algorithm was viewed with disdain due to its 
ambiguous explanation of data management, feature selection, 
and dimensionality reduction in relation to cross-validation. In 
a separate study by [24] Encompassing grid-based clustering 
algorithms and the use of well-known Clique algorithms in the 
experiment, it was reiterated that although the Clique model 
was efficient in forming clusters when clustering data, it 
required input parameters, a density threshold and the number 

of intervals required what was difficult to calculate. [17] used 
the Clique clustering approach to examine patterns of student 
behavior in a related study. Based on the findings, the study 
suggested that future research concentrate on developing new 
distance measures, dimensionality reduction, and behavioral 
pattern analysis to enhance clustering analysis. Similar to the 
course groupings created by [18], the researcher in this 
study used the Clique algorithm to calculate the correlation of 
student grades between pairs of courses in a university based on 
academic performance. The researcher noted that no study that 
used the notion of course similarity had ever employed the 
clustering technique in a predictive manner. Consequently [23] 
conducted a study on nonlinear feature relationship patterns. 
They proposed a free relative density-based clustering method 
and compared it directly to the Clique algorithm. The research 
used fifteen different data sets, but it did not establish a clear 
connection between the research and students' academic 
progress. However, the literature reveals significant 
deficiencies in each of the reviewed studies, including 
shortcomings in input parameters, dimensionality reduction, 
density threshold, data management, performance metrics and 
specific areas of application, resulting in inaccuracies in cluster 
analysis. This study adopts a unique strategy to address these 
issues and enhance the performance of the Clique algorithm in 
predicting learners' progress in a multidimensional dataset. 

C. Existing Prediction Models 

A popular clustering technique for predicting leaner 
behavior is the K-Means algorithm. This was the main choice 
made by researchers in a study by [29] titled “Identifying 
student behavior patterns in higher education using K-Means 
clustering.” This method is mainly used because it is very 
simple and gives better, easy-to-understand results. The data set 
used in the study was obtained from a university database. The 
dataset includes data derived from student files according to 
their academic, behavioral and demographic characteristics. 
Various tuning parameters were used to optimize the model. 
After several analyses, the results revealed an accuracy rate of 
93%, a recall rate of 94%, and a precision rate of 93%. 
According to the study, universities must recognize student 
behavior patterns and identify students at risk early on. For 
example, students may have a positive attitude at the beginning 
of the semester but perform poorly towards the end, or the 
opposite. However, by optimizing data preprocessing activities 
and experimenting in various data sets with different 
characteristics, the researcher found that K-means clustering 
should be enhanced to improve the results. 

In a study on the BIRCH algorithm (Balanced Iterative 
Reducing and Clustering Using Hierarchies) to analyze the 
integration of core competencies in sports and health courses at 
universities based on data mining techniques by [28]. This 
study conducted research to examine the state of courses in 
universities using data mining techniques. The study focused 
on identifying patterns of information on the essential 
competencies of university health and physical education 
courses. Various experiments were conducted to determine the 
ability of the BIRCH algorithm in predictive analysis. The 
aftermath experiment outlined the result as follows using the 
metrics of accuracy (91.1%), recall (91.1%) and precision 
(91%). The algorithm made credible predictions, but with 
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limitations in the accuracy and reliability of the results, for 
instance BIRCH can only process metric attributes. A metric 
attribute is any attribute whose values can be represented in 
Euclidean space, i.e. there should be no categorical attributes, 
which the researcher believed could be addressed by improving 
the algorithm. 

In research conducted by [31], Density-based spatial 
clustering of applications with noise (DBSCAN) was used in 
academic performance analysis at higher education institutions 
with educational data mining in a normally detection manner. 
Academic data in the form of study findings over a specific time 
period makes up the data set that was used. It was discovered 
that the DBSCAN algorithm can identify academic data 
anomalies with accuracy of up to 91.0%, precision of 90%, and 
recall of 90% after a series of experiments were carried out to 
identify data anomalies from academic data. In other words, the 
variation leaves a gap that can be filled by additional study. 
Consequently, in order to enhance the effectiveness and 
dependability of the clustering algorithm, DBSCAN is highly 
sensitive to the epsilon parameter setting; a low value will result 
in the clusters being classified as noise. The clusters will merge 
and become denser simultaneously with the shift to a higher 
value [30]. One potential issue with DBSCAN could be the 
global constant parameter needed to determine the 
neighborhood's radius, since it could have an impact on the 
accuracy of the findings. 

D. Research Gaps 

In summary, we can quickly identify the gaps in the 
literature that led to this study. A number of studies conducted 
to predict learner behavior or analyze using the Clique model 
or in comparison with other models have drawbacks, including 
the initialization of probabilities or the creation of ratios for 
starting experiments, which become apparent and later affects 
the accuracy of the results. The choice of data set, whether 
linear or nonlinear, categorical or numerical, is challenging for 
some algorithms in such a context. The problem with parameter 
tuning, which sometimes leads to biased results, has been 
highlighted in a number of studies. Challenges in reducing 
dimensionality due to multidimensional data that some of the 
methods examined in this study could not address. The density 
threshold limitation for density-based clustering methods, the 
scope and specific focus of application sometimes does not 
ensure reliable results, lack of appropriate evaluation metrics 
caused by inconsistency in metric evaluation for the same 
algorithm in a similar study area is itself a major gap and finally 
ambiguity in clustering objectives that affect cluster analysis. 

However, in order to predict learners' academic progress 
using multidimensional data, this study adopted a different 
strategy and thought about how best to solve these problems. 
For example, feature engineering is used to process data and is 
considered effective in feature selection and data labeling. 
Principal component analysis was used to address data 
dimensionality, reducing the dimensions to a more manageable 
set of attributes. The rationale for appropriate parameter tuning 
and metrics for evaluating results have been addressed in detail 
in this study to ensure consistency. To confirm the validity of 
the results, data validation was performed and our work was 
compared with that of other researchers to ensure new 
contribution. This study used academic performance data from 

a university, which represents the main factor in learners' 
progress and makes the results legitimate and relevant, as 
opposed to other studies that widely examine general 
behavioral analysis and not progression. For example, to exploit 
how unique the application area is from other studies, when a 
learner completes a course of study and, on the other hand, that 
learner is good at co-curriculum activities such as sports, the 
institution, on the assumption that sports is not a subject of 
study, takes into account academic performance when it comes 
to the transition to the next academic level, even though sport 
can have an influence on students' academic performance. 

III. METHODOLOGY 

A. Introduction 

The data collection, preprocessing, methodology design, 
methods and tools for the research are outlined in this section. 

B. Data Acquisition and Preprocessing 

The study examined the subspace clique algorithm in 
predicting students' academic progress through interesting 
pattern analysis. This study retrieved data from a university 
database consisting of students' average grades over the past 
five years. In total, the data from 3153 students were examined. 
The dataset contained the following fields: student number 
marked D for privacy policy, diploma year 1, diploma year 2, 
average and grade as indicated in Table I below. A diploma 
course will probably only take two years. After this, the student 
is either expected to advance to BSc or not. 

TABLE I. SAMPLE WORKING DATA 

S/No diplomaY1 diplomaY2 Average Grade 

D1 69.88 53.42 61.65 Credit 

D2 53.33 63.40 58.36 Pass 

D3 61.36 67.13 64.24 Credit 

D4 60.89 59.90 60.39 Credit 

D5 52.09 61.88 56.98 Pass 

D6 55.93 53.61 54.77 Pass 

D7 72.94 69.72 71.33 Distinction 

D8 54.87 52.37 53.62 Pass 

D9 61.97 68.13 65.05 Credit 

D10 62.82 61.97 62.39 Credit 

In the dataset, the grading is divided into the categories 
“Pass”, “Credit”, “Distention” and “Fail”. Students who 
achieve “Credit” or above are allowed to progress to BSc, while 
those who achieve “Pass” and “Fail” are not allowed to progress 
to BSc. Cleaning the data was done by trying to fill in the 
missing values, identifying and removing the outliers, which in 
the end solved the problems of inconsistencies that existed in 
the data before, this was achieved by Python's Jupyter 
Notebook. This study employed future engineering in grade 
assignment, ration creation, and binary label creation to predict 
student behavior patterns. 

C. Design Methodology, Methods and Tools 

The study used an experimental research design 
methodology to validate the use of the Clique subspace 
clustering model to predict learner's academic progress. 
Subspace clustering uses a new approach to the traditional 
clustering technique that aims to find clusters in different 
subspaces within a dataset (a subspace is a space that is 
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completely contained in another space or whose points or 
elements are all in one location in another room). It can also be 
defined as a vector space that is completely contained in another 
space. In this context, cluster analysis is about discovering 
groups or clusters of similar objects. The objects are usually 
represented as a measurement vector or point in a 
multidimensional space. The similarities between objects are 
usually determined by an observable distance measure from 
different dimensions in a data set. Subspace clustering uses all 
dimensions selected before clustering performance [27]. The 
study relied on the following expressed Subspace clique 
mathematical assumptions; 

D. General Subspace Notations 

1) Considering data matrix X: 

 1 2, ,......, dxn

nX x x x R   where 
d

ix R  represents a 

data point in d-dimensional space, and n is the number of data 

points. 

2) A subspace 
d

iS R  is spanned by a subset of the 

dimensions. For example, if is  is spanned by dimensions 

 1 2, ,.... kj j j , then: 1 2, ,.....,i j j jkS Span      where 

j  is the unit vector along dimension j. 

3) The projection of a data point x onto a subspace is  is 

given by:    
iS iProj x p x  where ip  is the projection 

matrix corresponding to is . 

4) The goal of subspace clustering is to find a partition of 

the data points and corresponding subspaces that minimize 

some form of error. A common objective function is: 

 
2

1 2 1 2
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i x C

C C C s s s x oj x
 


 

where: 

 iC  represents the set of data points assigned to the i-th 

cluster. 

 iS represents the subspace corresponding to the i-th 

cluster. 

E. CLIQUE (Clustering In QUEst) Algorithm 

CLIQUE is a density and grid-based approach of subspace 
clustering model. It reflects a grid-based approach thus 
represents the data space through grid and examines the density 
by counting the number of points in a grid cell. By density-
based approach a cluster refers to a maximal set of co-joined 
dense units in a subspace, a unit therefore is dense if the fraction 
of total data points contained in the unit exceeds the input model 
parameter. 

Subspace cluster describes a set of neighboring dense cells 
in an arbitrary subspace, it does unveil some minimal 
descriptions of the clusters. It systematically recognizes 
subspaces of high dimensional data space that allow better 
clustering than original space by concept of a priori algorithm. 
Mathematically the steps in the Clique algorithm are as follows:

Step 1: Data preparation 

1) Let X  be a dataset with m rows (also called data 

size/observation) and n  columns (also called number 

of features) 

Step 2: Finding 1-dimensional Dense Units 

We define 1D  as the set of 1-dimensional dense units thus a 1-

dimensional dense unit is a subset of data points within a feature 

that satisfies a certain density threshold denoted by   

2) Let iF denote the i th column/feature in the 

dataset X , for 1,2,..., .i n  

3) Let iju denote the j th  in the feature iF  

4) Then, the set 1D is defined as:

 1 : , ,ij i ijD u F u m i j     

Step 3: Candidate Generation for Higer Dimensions 

5) Let k be the number of higher dimensions (i.e., 

2,3,...,k n ), KC be the set of k-dimensional dense 

units. For 1k  , we generate candidate dense units 

kC  by performing a self-join operation on 1kD   

where the conditions ensure that the units share (

2k  ) dimensions. 

Step 4: Finding Higher dimensional Dense Units 

From the candidate dense units KC ,we filter out the units kD  

such that ( 1k  ) projections of a unit are in 1kD  . 

Step 5: finding clusters 

6) For each feature set  1 2, ,..., kf F F F  containing 

dense units KC ,we build a graph G where dense units 

are nodes and connection between dense units (having 

a common face) are edges. We then find connected 

components in G to identify clusters. 

7) Let 𝜌𝑐 be the density of combination 𝑐 ∈ 𝐶𝑘 , 

calculated as: 

Number of  data points containing all features in c

Total number of  data points in X 
c 

. 

8) The i-th dense unit in the feature set f is obtained by 

the formula: 

arg max( )
k

i c
c C

U 


  

This formula finds the combination c from 𝐶𝑘  that 

maximizes the density. 
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9) To check whether dense units V and W are connected 

based on sharing at least one feature can be expressed 

as follows: 

1,  if 

0,  otherwise

V W  



 

10) Let V be the set of vertices in the graph G. The number 

of connected components in G is obtained by the 

formula: 

 DFS( ) :p v v V   

where DFS(v) denotes the Depth-First Search 

traversal algorithm starting from vertex v in V. 

F. The Choice for Subspace Clique Algorithm 

Because of its distinct benefits in addressing the problems 
identified in previous research concerning the prediction of 
learner behavior and academic progress, the Clique Subspace 
method was selected for this study. Clique is particularly good 
at handling multidimensional, high-dimensional, and 
heterogeneous data, which is frequently present in educational 
datasets that contain a variety of learner information types, 
including academic performance and extracurricular activities, 
in contrast to traditional clustering techniques. The following 
explains why Clique is a good fit in this situation: 

 Subspace Clustering for Multidimensionality: Clique is 
an algorithm for subspace clustering that is specifically 
tailored to detect clusters within high-dimensional 
spaces by identifying dense areas in subspaces instead 
of the entire dimensional space. This capability is 
particularly important in educational data analysis, 
where datasets frequently encompass various 
dimensions such as test scores, participation levels, 
background information, and extracurricular activities. 
By concentrating on relevant subspaces, Clique 
facilitates a natural reduction in dimensionality, 
effectively tackling the challenges associated with 
dimensionality reduction in a way that surpasses 
traditional clustering techniques. 

 Density-Based Clustering Advantages: Clique employs 
a density-based technique that allows for the 
identification of clusters within subspaces by 
establishing adjustable density thresholds. This 
capability facilitates the exclusion of noise and 
irrelevant information. Such an approach effectively 
mitigates challenges encountered by other density-based 
clustering techniques, which often face limitations 
related to thresholds, resulting in inconsistent clusters 
when used with multidimensional educational data. 

 Robustness to Mixed Data Types: Educational datasets 
generally comprise both categorical and numerical data. 
Clique effectively handles mixed data types by 
partitioning the data into grid cells, which facilitates 
efficient clustering while minimizing reliance on 
assumptions regarding the data distribution, whether 
linear or nonlinear. This characteristic renders Clique 
especially robust and dependable for analyzing various 
attributes of learner data. 

 Minimization of Bias from Parameter Tuning: Clique 
stands out from certain clustering techniques that 
necessitate extensive parameter adjustments, which may 
lead to bias and inconsistency. Its parameters, 
specifically density thresholds and grid size, are 
relatively simple and can be determined either 
empirically or through domain expertise. This approach 
mitigates the tuning bias often highlighted in earlier 
research, thereby promoting stability and replicability in 
the results. 

 Efficient for Large Datasets: The study makes use of 
extensive academic data, and Clique’s grid-based 
clustering approach which provides a highly 
computational efficiency, making it well-suited for the 
large datasets commonly found in educational settings. 
This effectively resolves the scalability challenges faced 
by certain other clustering techniques, especially when 
managing substantial, multidimensional educational 
datasets. 

The purpose of the study was to analyze complex and 
multidimensional educational data in order to make predictions 
about learner behavior and academic progression. The 
traditional clustering techniques have several challenges when 
applied in this scenario. For example, the K-Means approach 
requires a predetermined number of clusters, assumes spherical 
cluster forms, and is sensitive to outliers. On the other hand, 
BIRCH is only capable of supporting numerical data, it is 
however, not ideal for the mixed categorical and numerical data 
that is typically present in educational datasets. In spite of the 
fact that DBSCAN can recognize clusters of any shape, it is 
extremely sensitive to the epsilon parameter, which has an 
effect on the consistency of the clusters. 

Importantly, the study considered the following procedures 
to ensure that the full capability of the experimental design 
methodology was maximized and the desired outcome was 
achieved: 

a) Data partitioning: The dataset was divided into two 

separate folds, fold1 and fold2, where fold1 was used for the 

training dataset and fold2 was used for validation. The training 

dataset was used to build the Clique model, while the validation 

dataset was used to perform hyperparameter tuning to optimize 

the model. The two partitions can be seen in Table II below; 

TABLE II. DATA PARTITIONS 

Partition Number of records 

Fold 1 1884 

Fold 2 1269 

b) Benchmark model: The study conducted two different 

attempts to train the model. The first experiment was used as 

the main model training, in which the output results of the 

second experiment were compared. 

c) Performance comparison: Precision, accuracy, and 

recall were used as performance metrics to compare how 

effective the enhanced Clique model predicted learners' 

academic progress with the main model. 
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d) Sensitivity analysis: The study examined the 

performance of the developed model across a range of datasets 

and conditions by exploiting variations for the initial state 

probabilities. 

IV. CLIQUE MODEL FOR PREDICTING LEARNERS ACADEMIC 

PROGRESS 

A. Introduction 

This section explains the basic steps to develop the model, 
as well as the required parameters and model architecture. 

B. Background 

Learning is a broad concept that varies depending on the 
area of application. The common learning environment familiar 
to many is school, from primary school to secondary school to 
colleges and universities. In the case of university, students 
participate in their studies in different categories, from the 
lowest level (certificate, diploma, bachelor's degree, master) to 
the highest level (doctoral degree). All of these categories 
require learners to progress gradually to the highest level after 
completing the requirements of a particular category. Several 
factors can determine learners' progress from one category to 
another, including academic skills, co-curricular activities, 
government scholarships and many others. The common 
determinant of a student moving from one category to another 
is the student's academic performance, usually determined 
through examination and grading in accordance with the 
academic policy of the university system. In this study, student 
performance based on academic grade was considered the 
primary determinant of progress. 

The study examined various grades from students, which 
are divided into the following categories: A pass is considered 
to be a performance that is greater than or equal to 50 percent 
but less than 60 percent; a credit is considered to be an 
achievement that is greater than or equal to 60 percent but less 
than 70 percent. A performance of less than 50 percent is 
considered a failure; an award is given for achievements of 70 
percent or more. Each category was assigned an observation 
that indicates the desired learning progression behavior. Table 
III below illustrates the state symbols for grade observation. 

TABLE III. GRADE OBSERVATION STATES 

Grade Observation state 
Progress State to 

BSc 

Distinction Yes Progress  

Credit Yes Progress  

Pass No No Progress  

Fail No No Progress 

For any student who scores a distinction grade 
automatically qualifies to progress to the BSc Degree, again 
when a student scores a credit grade the student meets the 
threshold to proceed to BSc Degrees, on the other hand when a 
student scores a Pass that student does not qualify to proceed to 
BSc Degree, consequently when a student gets a Fail that 
student does not Progress to the Category of learning that is BSc 
Degree. The mapping can be represented in Fig. 1 below. 

 

Fig. 1. Observation state mappings. 

In this study, the correct assignment of different data 
categories was carried out, as shown in Fig. 1 above. Grades are 
assigned to the observed states and indicated by the labels, 
where “no” means (0) and “yes” means (1). For example, “Fail” 
means a learner has not made progress and “Credit” means 
progress. The states “No” and “Yes” are the hidden patterns that 
need to be discovered through prediction. 

C. Predicting Learners Academic Progress 

We used a Python script to implement the learner's 
academic progress in the study. This script is a comprehensive 
data processing and machine learning pipeline that includes 
data preparation, feature engineering, dimensionality reduction, 
clustering, evaluation, and visualization. Below is a detailed 
step-by-step explanation of how this script works: 

 Data preparation is the first step in this process. The very 
first activity in this phase is to create a dictionary called 
Data that contains four categories of grades: Credit, 
Distinction, Fail, and Pass. and the corresponding 
number of students who answered “no” and “yes” to a 
particular condition. This data is then converted into a 
Pandas Data Frame “df” for easier editing and analysis. 

 The second step included the task of Feature 
engineering, feature engineering involves selecting, 
modifying, and transforming raw data into features 
suitable for application in machine learning algorithms. 
Feature engineering was performed in three main stages; 

a) Categorical to numerical conversion: The script maps 

the categorical grades (`Fail`, `Pass`, `Credit`, `Distinction`) to 

numerical values using a dictionary (`grade mapping`). This is 

crucial because machine learning models typically work with 

numerical data. 

b) Creating a new feature (`Ratio`): The ratio of "Yes" 

responses to the total number of students (sum of "No" and 

"Yes") is calculated. This feature might represent the likelihood 

or propensity of students to answer "Yes." 

c) Label creation: A new binary label, `Label`, is created 

where 1 indicates that more students answered "Yes" than 

"No," and 0 indicates the opposite. This served as the ground 

truth for model evaluation. 

 In the third step, the script performed feature selection, 
where the script selects relevant features (“Grade”, 
“No”, “Yes”, “Ratio”) from the Data Frame to form the 
feature matrix “X”.  The labels (0 or 1) are stored in the 
variable “y”. 

Grade

observation

Labels

Fail

No progress

0

Pass

No progress

0

Credit

Yes progress

1

Distinction

Yes progress

1
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 In step four we performed data standardization, which 
involved standardizing the features in “X” using the 
“Standard Scaler.” This ensures that each feature 
contributes equally to the model and avoids bias due to 
scale differences. 

 In the fifth step, the experiment involved dimensionality 
reduction using principal component analysis (PCA). 
This technique reduces the dimensionality of Scaled 
from 4 to 2 dimensions, which makes the data easier to 
visualize and also reduces noise. The transformed data 
is stored in “X_pca”. 

 In the sixth step, the experiment performed clustering 
using the clique subspace for cluster analysis and cluster 
prediction. The script applied clique subspace clustering 
with 2 clusters (“n_clusters=2”) to the PCA-transformed 
data (“X_pca”). The algorithm attempts to divide the 
data into two groups based on the input features. To 
predict clusters, the Clique subspace algorithm assigns 
each data point to one of the two clusters, and these 
assignments are stored in y_pred. 

 In step seven, cluster label assignment and model 
evaluation were implemented as follows; since 
clustering of clique subspaces is unsupervised, the 
clusters may not correspond directly to the original 
labels (“y”). The script checks the accuracy of the initial 
clustering. If it is less than 50%, the cluster labels 
(“y_pred = 1 – y_pred”) are inverted to match the actual 
labels. During model evaluation, the script calculated 
key performance metrics including: accuracy (the 
percentage of correct predictions), precision (the 
proportion of actual correct positive identifications), and 
recall (the proportion of actual positive identifications 
that were correctly identified). 

 In the last step the experiment performed results display 
and visualization. The script adds the predicted cluster 
labels (`y_pred`) to the Data Frame `df` under the 
column `Predicted Progression’. It then prints the Data 
Frame to show the original data along with the predicted 
progression. Through Visualization a scatter plot of the 
PCA-reduced data (`X_pca`) is generated, where data 
points are colored according to their cluster 
assignments. Horizontal and vertical gridlines are added 
to the plot to enhance readability. The plot includes 
labeled axes, a title, and a color bar that indicates cluster 
labels. This process can be seen in Fig. 2 of the 
architectural diagram presentation. 

Finally, the research examined key points to strengthen its 
contribution to the existing scientific knowledge base. Key 
aspects included hyperparameter optimization using density 
thresholds and input parameters, as well as experimental 
validation of results through training. Feature engineering was 
used to create accurate grade assignments, ratios and labels. By 
standardizing performance metrics, bias reduction and data 
scalability were achieved. Principal component analysis was 
used to eliminate noise and prevent overlapping clusters in 
multidimensional data, allowing clear presentation of study 
results. However, research highlights a notable strength of the 

Clique model in predicting learners' academic progress, making 
it an attractive choice for scholarly contributions. These are 
presented below: 

 This behavioral analysis investigation provided 
excellent prediction and significantly improved the 
model analysis by applying the subspace clustering 
technique and fine-tuning hyperparameters until optimal 
results were achieved. 

 Unlike numerous previous studies, this research adopted 
a unique strategy by predicting learners' academic 
progress based on their academic performance, which 
generally reflects their progress at different stages of 
academic learning. The scope is more focused and 
relevant. 

 There are various characteristics associated with a 
situation, such as a student achieving one credit often 
triggers the transition to a BSc, driven by an invisible 
urge for advancement. In contrast, a student who 
receives a passing grade under the policy cannot 
advance, but there is a compelling reason in this policy 
that educational institutions should recognize. This 
unspoken pattern becomes clear through precise 
mapping in this study. 

 A number of multidimensional data sets were used as 
part of managing multidimensional data for this study. 
These datasets were manipulated and analyzed using 
feature engineering techniques and principal component 
analysis, demonstrating their effectiveness and 
applicability in cluster analysis. This contributes 
positively to the existing scientific knowledge. 

D. Feature Engineering 

This study used feature engineering to ensure appropriate 
data management, which contributes to the accuracy and 
reliability of the results. The dataset initially contained multiple 
columns, which were transformed and used to create new 
features. Here's a step-by-step breakdown of the feature 
engineering process: 

Step 1. Categorical Conversion (Mapping Grades to 
Numerical Values): 

 Objective: To convert categorical grade information into 
numerical form, which is necessary for further 
numerical analysis. 

 Implementation: A mapping dictionary 
(grade_mapping) was created where each grade (e.g., 
'Fail', 'Pass', 'Credit', 'Distinction') was assigned a 
corresponding numerical value (0, 1, 2, 3). The 'Grade' 
column in the DataFrame was then mapped to these 
numerical values. Grade_mapping = {'Fail': 0, 'Pass': 1, 
'Credit': 2, 'Distinction': 3}. 

Step 2. Creation of a New Feature: Ratio of 'Yes' to Total 
Students: 

 Objective: To introduce a new feature that captures the 
ratio of 'Yes' responses (e.g., passing students) to the 
total number of students for each grade category. 
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 Implementation: The ratio was computed by dividing 
the 'Yes' count by the total number of students ('No' + 
'Yes'). This new ratio feature was added as a column 
('Ratio') in the DataFrame. df['Ratio'] = df['Yes'] / 
(df['No'] + df['Yes']). 

Step 3. Creation of a Label Column: 

 Objective: To generate a binary label indicating whether 
the number of 'Yes' responses exceeds the number of 
'No' responses for each grade category. 

 Implementation: A binary label was created using np. 
where, assigning a value of 1 if 'Yes' responses were 
greater than 'No' responses, and 0 otherwise. This label 
was stored in the 'Label' column of the DataFrame. 
df['Label'] = np. where(df['Yes'] > df['No'], 1, 0). 

Step 4. Feature Selection: 

 Objective: To select specific columns as features for 
further analysis. 

 Implementation: The script selected the columns 
'Grade', 'No', 'Yes', and 'Ratio' as features (X), and the 
'Label' column as the target (y). X = df [['Grade', 'No', 
'Yes', 'Ratio']] y = df['Label']. 

Step 5. Standardization of Features: 

 Objective: To standardize the features, ensuring they 
have a mean of 0 and a standard deviation of 1. This step 
is crucial for algorithms that are sensitive to the scale of 
input data, such as PCA and Clique subspace algorithm. 

 Implementation: The features in X were standardized 
using StandardScaler from sklearn. The standardized 
data was stored in X_scaled. scaler = StandardScaler () 
X_scaled = scaler.fit_transform(X). 

Step 6. Dimensionality Reduction Using PCA (Principal 
Component Analysis): 

 Objective: To reduce the dimensionality of the data, 
potentially improving the performance of clustering 
algorithms and enabling visualization in a 2D space. 

 Implementation: PCA was applied to the standardized 
data, reducing it to 2 principal components.  The 
transformed data was stored in X_pca. pca = 
PCA(n_components=2) X_pca = 
pca.fit_transform(X_scaled). 

Step 7. Clustering Using Clique subspace algorithm: 

 Objective: To group the data into clusters based on the 
transformed features, aiming to identify patterns in the 
data. 

 Implementation: The Clique subspace algorithm was 
applied to the PCA-transformed data with 2 clusters. 
The predicted cluster labels were stored in y_pred. 
Clique subspace algorithm = Clique subspace algorithm 
(n_clusters=2, random state=42) Clique subspace 
algorithm. Fit(X_pca) y_pred = Clique subspace 
algorithm.  

Step 8. Manual Label Adjustment: 

 Objective: To ensure that the cluster labels align with the 
actual labels, particularly when the initial clustering 
might have assigned the labels inversely. 

 Implementation: The accuracy of the initial clustering 
was checked. If the accuracy was below 0.5, the labels 
were swapped (1 for 0, and 0 for 1). if accuracy score (y, 
y_pred) < 0.5: y_pred = 1 - y_pred. 

Step 9. Evaluation of Clustering Performance: 

 Objective: To assess the accuracy of the clustering 
model. 

 Implementation: The accuracy of the clustering 
compared to the true labels was calculated and printed. 
accuracy = accuracy score(y, y_pred) print(f"optimized 
Accuracy: {accuracy * 100:.2f}%"). 

In summary this systematic feature engineering process 
effectively transformed the original dataset, enabling the use of 
advanced clustering techniques to analyze and predict patterns 
in the data. 
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Fig. 2. Clique model for predicting learners' academic progress architectural 

diagram. 
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E. Dimensionality Reduction using PCA (Principal 

Component Analysis) 

The experiment involving the use of principal component 
analysis in this study was conducted in three main phases, 
namely: feature reduction, clustering using clique, and cluster 
prediction adjustment. 

In the first phase before plotting, the script uses PCA to 
reduce the dimensionality of the data from four features 
(“Grade”, “No”, “Yes” and “Ratio”) to two main components. 
PCA is a linear technique that transforms the data into a new 
coordinate system in which the axes (principal components) 
correspond to the directions of maximum variance in the data. 
By reducing the data to two dimensions, we can visualize it in 
a 2D graph while retaining as much of the original variability 
as possible. The PCA(n_components=2) call creates a PCA 
object that is configured to reduce the data to two dimensions. 
The “fit transform(X_scaled)” method then applies this 
transformation to the standardized features (“X_scaled”), 
resulting in a two-dimensional array (“X_pca”). This array 
represents the data points in the new coordinate system defined 
by the first two principal components. 

In the second phase, the Clique script applies subspace 
clustering to the two-dimensional PCA-transformed data. 
Clique Subspace is an unsupervised machine learning 
algorithm that divides the data into a certain number of clusters 
(in this case 2 clusters). The Clique Subspace (n_clusters=2, 
random state=42)” call initializes the Clique Subspace 
algorithm to form 2 clusters. The “fit(X_pca)” method is used 
to fit the model to the PCA transformed data (“X_pca”). The 
clustering process involves randomly initializing cluster centers 
(centroids) and iteratively adjusting them by minimizing 
variance within the cluster until convergence is achieved. After 
fitting, the model assigns each data point to one of the two 
clusters and the resulting cluster labels (“y_pred”) are saved. 

In the third phase of cluster prediction adjustment: Since 
Clique Subspace randomly assigns cluster labels, the script 
includes a step to align these predicted labels (“y_pred”) with 
the actual labels (“y”). If the initial precision is below 50%, the 
script reverses the predicted labels (“y_pred = 1 – y_pred”) to 
optimize the performance metrics (accuracy, precision, and 
recall). The accuracy of the initial clustering is calculated using 
the “Accuracy Score (y, y_pred)”. If the accuracy is less than 
50%, it indicates that the clusters are mislabeled. The script then 
reassigns the labels by flipping them to ensure that Cluster 1 is 
more likely to represent the positive class (“Yes” progression). 
The final step is to visualize the clustering results in a 2D 
scatterplot. This plot helps understand the distribution and 
separation of clusters in the transformed feature space. Fig. 3 
and Fig. 4 below provide a visual representation of the 
diagrams. 

 

Fig. 3. Training data PCA. 

 

Fig. 4. Validation data PCA. 

In summary, the graphs illustrate how well the Clique 
Subspace algorithm combined with Principal component 
analysis divides the data into two clusters. The spacing and 
distribution of points in the graph can provide insights into the 
natural grouping of data and the effectiveness of the clustering 
algorithm. Well-separated clusters with minimal overlap 
indicate that the algorithm has successfully identified different 
groups within the data. Aligning the principal component 
analysis axes with the inherent variability of the data ensures 
that clustering is based on the most informative aspects of the 
data even after dimensionality is reduced. This detailed process 
shows how machine learning techniques such as PCA and 
Clique Subspace are used together to group high-dimensional 
data and how the results can be scientifically visualized and 
interpreted. 

V. RESULTS 

A. Introduction 

This part describes the training and validation of the results 
using the ordinary clique model and the optimized clique 
model. It provides a comparative analysis of the results at 
different levels and subsequent discussions and conclusions. 
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B. Model Training and Validation 

The model was trained and validated using the first and 
second folds of the dataset, respectively. You can see the results 
in Tables IV and V below. 

TABLE IV. MODEL TRAINING RESULTS 

Results without Modification 
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1 3 16 269 0.943 1 1 
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3 1 1055 0 0 0 0 

Performance Evaluation Metrics 

Precision 75% 

Accuracy 75% 

Recall 75% 

Results with Modification 
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0 2 80 203 0.717 1 1 

1 3 16 269 0.944 1 1 

2 0 261 0 0 0 0 

3 1 1055 0 0 0 0 

Performance Evaluation Metrics 

Precision 98.50% 

Accuracy 98.90% 

Recall 98.50% 

TABLE V. MODEL VALIDATION RESULTS 
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0 2 118 165 0.583 1 1 

1 3 9 276 0.968 1 1 

2 0 97 0 0 0 0 

3 1 604 0 0 0 0 

Performance Evaluation Metrics 

Precision 98.50% 

Accuracy 98.90% 

Recall 98.50% 

Training was performed using data fold 1 in Table II of the 
data partition, which considered the student's academic 
performance with random initial state probabilities. Training 
was performed by subjecting the data to two training trials with 
different hyperparameter tunings and then recording the results. 
In the first training attempt there was no modification, i.e. no 

parameter optimization because the implementation used the 
common and existing Clique algorithm and presented the 
results. Using the ordinary clique, the model showed an average 
performance of 75% for precision, 75% for accuracy, and 75% 
recall. 

To confirm the consistency of our working model, we 
adjusted the dataset and performed some hyperparameter 
tuning as we observed new prediction patterns. The results 
showed better patterns with some common predictions from the 
previous model. We evaluated the performance of the model 
using the same clustering metrics such as precision, accuracy, 
and recall. The results with the model modifications showed 
exemplary performance with a precision value of 98.50%, an 
accuracy value of 98.90% and a recall value of 98.50%. This 
performance was consistent with the performance of the 
validation model. The model built in this study demonstrated 
efficiency and effectiveness when run on different datasets 
under different circumstances. During both training and 
validation, the model showed an accuracy rate of 98.90%. The 
applicability of the model developed on the entire dataset is 
consistent with the performance, which is well summarized. 

C. Comparison with Related Work 

In this study we examined various studies recently 
undertaken that used the same model and compared the results 
against our developed Model. The results are presented in Table 
VI as shown below: 

TABLE VI. COMPARISON WITH OTHER STUDIES 

Author Algorithm Accuracy Precision Recall 

Oyugi et 
al. (2024) 

Clique Model 98.90% 98.50% 98.50% 

[25] Clique Model 86.5% 85.99% 85.9% 

[23] Clique Model 93.9% 93.5% 94.3% 

[15] Clique Model 93% 93% 93% 

[16] Clique Model 98.6% 98.2% 97.5% 

[18] Clique Model 75% 75% 75% 

[17] Clique Model 92.0% 91.83% 90.12% 

From Table VI above, our study is related to other studies, 
which can be seen from the result of this study. For example, 
the Clique algorithm was observed to display an overall cluster 
analysis with above-average performance of at least 75% for all 
metrics used in the evaluation, namely precision, recall and 
accuracy. It has also been observed that the accuracy, precision 
and recall displayed when using clique models are above 90% 
in most cases with the exception of a few instances reported by 
[18] in which the findings for all assessed metrics revealed 
75%, and similar to [25]. which reported accuracy as 86.5%, 
precision as 85.99%, and 85.9% recall, this was slightly lower 
than the performance of clique models generated in other 
studies. According to our study, our model achieved 98.90% 
accuracy, 98.50% precision, and 98.50% recall. This was far 
higher than the value of all other related studies we examined 
in this study. However, after a careful comparison between our 
model and the other studies, it is entirely reasonable to conclude 
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that our model showed excellent performance in predictive 
cluster analysis. However, this can be attributed to the proper 
scope, use of future engineering that ensured sufficient and 
accurate future selection, proper management of the data, 
proper dimensionality reduction, and scientific cross-validation 
of the dataset that ultimately resulted in accurate prediction of 
learner progression. 

TABLE VII. COMPARISON WITH OTHER MODELS 

Author Algorithm Accuracy Precision Recall 

Oyugi et 

al. 
Clique Model 98.90% 98.50% 98.50% 

[29] K-Means 93% 94% 93% 

[28] BIRCH 91.1% 91.1% 91% 

[31] DBSCAN 91% 90% 90% 

As shown in Table VII above, the accuracy rate for K-
Means was 93%, for BIRCH was 91.1%, for DBSCAN was 
91%, and for the Clique model was 98.90%. According to the 
other metrics, Clique scored the highest with a precision recall 
of 98.50 percent, while DBSACN scored the lowest with 90 
percent. Clique recorded a maximum recall rate of 98.50 
percent, while DBSCAN recorded a minimum recall rate of 90 
percent. The above results show that our model performs better 
than the other models. Based on this study, it is advisable to 
consider using Clique. 

In this study, the subspace Clique model has been analyzed 
and contrasted with other behavior analysis frameworks and 
similar methodologies employed in learner prediction research. 
Furthermore, to assess the challenges identified and the 
objectives achieved in this investigation, we engage in a 
thorough analysis and discussion of the pertinent literature. 
This research aims to enhance decision-making and learner 
management in educational contexts by predicting learner' 
academic progress based on their assessment scores. When 
evaluated against alternative models such as BIRCH, K-Means, 
and DBSCAN, the Clique subspace model demonstrated 
commendable performance. However, it is essential to address 
several issues that emerged from the studies conducted. 

In the study of [28] Balanced Iterative Reducing and 
Clustering using Hierarchies (BIRCH) algorithm for behavior 
analysis prediction, the researcher observed that BIRCH was 
particularly effective for clustering large datasets. Nonetheless, 
it exhibited several limitations, especially in its ability to 
manage complex data distributions, overlapping clusters and 
sensitivity to the input parameters. In contrast, the CLIQUE 
algorithm demonstrated a superior capacity for handling large 
datasets and accommodating various data distributions, 
whether categorical or non-categorical, linear or non-linear 
which formed the features of our academic data. This 
adaptability positioned the CLIQUE model as a more efficient 
option for clustering in scenarios involving complex, 
multidimensional datasets within the scope of this study. 

DBSCAN (Density-Based Spatial Clustering of 
Applications with Noise) is a widely utilized clustering 
algorithm recognized for its effectiveness in identifying clusters 
of arbitrary shapes and managing noisy datasets. However, it 
presents certain limitations, especially when applied to 
multidimensional data and scenarios involving varying 
densities [31]. Subspace Clique addresses these shortcomings 
by concentrating on dense subspaces, effectively managing 
different density levels, automatically determining critical 
dimensions, and offering enhanced scalability for predictive 
clustering. 

K-means is an effective and straightforward algorithm 
designed for low-dimensional, approximately spherical 
clusters; however, it encounters difficulties when dealing with 
complex cluster shapes, Multidimensional datasets, and the 
presence of outliers [29]. The Subspace Clique model offers a 
solution to these challenges by considering dense subspace 
clustering techniques. This approach allows for the 
identification of arbitrary cluster shapes, the management of 
high-dimensional data, the adaptive determination of cluster 
structures, and resilience against outliers. Consequently, the 
subspace CLIQUE model emerges as a more appropriate option 
for predictive clustering in the context of academic progression 
as demonstrated in this study results. 

Other researchers [16], [15], and [23] who employed the 
subspace clique method for behavior analysis reported 
performance levels of 98.6%, 93%, and 93.9% accuracy, 
respectively. These figures are marginally lower than the 
accuracy achieved by our model, which stands at 98.90%. 
Additionally, studies conducted by [25], [18], and [17] yielded 
accuracies of 86.5%, 75%, and 92%, all of which are again 
inferior to the performance of the clique model at 98.90%. The 
discrepancies in accuracy may be attributed to various 
challenges, including adaptive grid sizing, parameter 
optimization, and insufficient principal component analysis, all 
of which could enhance the accuracy of subspace CLIQUE 
algorithms. In contrast, our model effectively addressed these 
challenges through the computational efficiency of feature 
engineering, dimensionality reduction, and cross-validation. 

D. Significance of the Research 

This study used the subspace clique model to predict 
learners' academic progress patterns in multidimensional data. 
The results showed that the model was successfully able to 
predict learners' progress through clustering and establish 
hidden patterns that can help in decision making about learners. 
Student progress is crucial, particularly if they have started at a 
low level, such as a certificate or diploma in mainstream higher 
education, and was therefore crucial to this study. Although 
various studies have looked at the areas of learning in 
clustering, our study took a different approach and was limited 
to students' academic progress, which plays a key role in 
learners' progress as it can reflect the reality of progress in an 
academic environment Advice on teaching tasks as well as 
career guidance for the future can be used. It is right that we 
keep learners under control so that they do not lose track of their 
progress, as many students drop out of university due to poor 
performance, which results in them being unable to progress to 
the next level of learning. The behavioral patterns uncovered in 
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this study confirm the model's ability to perform predictive and 
accurate cluster analysis on an educational dataset. 

VI. CONCLUSIONS AND FUTURE WORK 

The study aimed to predict learners' academic progress 
using subspace clustering in multidimensional data. However, 
the study was limited to a grid-based subspace clustering 
method using the clique model. To achieve this goal, we 
improve the Clique algorithm through optimization and 
parameter tuning. These improvements were achieved through 
future engineering, principal component analysis, data 
standardization, and cross-validation. The introduction of 
subspace served to reduce, if not eliminate, noise while 
performing clustering, which is called the “curse of 
dimensionality,” where the number of dimensions increases as 
data size increases, resulting in overlapping clusters. Principal 
component analysis and future engineering helped find a 
solution to the overlapping clusters. By integrating density-
based, grid-based, and subspace clustering, CLIQUE detects 
clusters embedded in subspaces of high-dimensional data 
without requiring users to select the subspaces of interest. The 
algorithm provided an effective and efficient method for 
pruning the space of dense units to counteract the inherent 
exponential nature of the problem. However, there was a trade-
off for pruning dense units in the sparse coverage subspaces. 
Although the algorithm was faster, there is an increased chance 
of missing clusters. Furthermore, while CLIQUE does not 
require users to select subspaces of interest, its susceptibility to 
noise and ability to identify relevant attributes depend heavily 
on the user's choice of unit intervals and sensitivity threshold. 
The intent of the research was to search the data to reveal 
learners' progress from one stage to the next, the results clearly 
demonstrated that it is possible to determine learners' progress 
in clustering using the subspace clique technique.  In summary, 
subspace clustering is complex but efficient and effective in 
performing clustering assessment of multidimensional data 
regardless of its size, and can be used to perform analysis for 
critical decisions, especially determining learner progression. 
Subspace clustering can also be used in dimensionality 
reduction to simplify the complex nature of grid-based bottom-
up clustering evaluation methods. Future research can explore 
different methods and potentially consider a spectral clustering 
learning approach that leverages clique prediction capabilities 
to learn more about behavior analysis. Future engineering is 
recognized as a significant contribution to this study, yet it is 
sometimes perceived as biased due to its absence of a 
standardized execution method, consequently, further research 
is imperative. Given that this study focused on human behavior 
analysis in educational learning environments, I suggest that 
future studies be conducted in various settings. 
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Abstract—The evaluation of interior landscape design in public 

spaces involves several aspects, including aesthetics, functionality, 

sustainability, and user experience. Aesthetic evaluation focuses 

on the visual appeal and stylistic consistency of the design. 

Functionality considers the practicality and convenience of the 

space layout. Sustainability evaluates the environmental 

friendliness of materials and energy efficiency of the design. 

Additionally, user experience assessment gathers feedback to 

gauge comfort and satisfaction. These evaluation criteria help 

designers optimize spaces to be both attractive and practical while 

meeting user needs. The interior design quality evaluation in 

public spaces is multiple-attribute decision-making (MADM) 

problem. Recently, the TODIM and TOPSIS methods have been 

applied to address MADM challenges. Hesitant fuzzy sets (HFSs) 

are used to represent uncertain information in the evaluation of 

interior landscape design in public spaces. In this study, we 

developed a hesitant fuzzy TODIM-TOPSIS (HF-TODIM-

TOPSIS) approach to tackle Multiple Attribute Decision Making 

(MADM) issues within the context of HFSs. A numerical case 

study focused on the interior design quality evaluation in public 

spaces demonstrates the validity of this approach. The primary 

contributions of this paper include: (1) Extending the TODIM and 

TOPSIS approaches to incorporate HFSs; (2) Utilizing 

information entropy to determine weight values under HFSs; (3) 

Establishing the HF-TODIM-TOPSIS method for managing 

MADM in the presence of HFSs; (4) Conducting algorithmic 

analysis and comparative studies based on a numerical example to 

assess the practicality and effectiveness of the HF-TODIM-

TOPSIS approach. 

Keywords—Multiple-attribute decision-making (MADM); 

hesitant fuzzy sets (HFSs); TODIM; TOPSIS; design quality 

evaluation 

I. INTRODUCTION 

The evaluation of interior landscape design in public spaces 
involves several key aspects, including aesthetics, 
functionality, sustainability, and user experience. Aesthetic 
evaluation focuses on the visual appeal and consistency of style, 
ensuring overall harmony and beauty. Functionality examines 
the practicality of layout and convenience of facilities to meet 
diverse user needs. Sustainability emphasizes the 
environmental friendliness and energy efficiency of materials, 
highlighting long-term ecological and economic benefits. 
Additionally, user experience evaluation gathers feedback to 
assess comfort and satisfaction. These comprehensive 
evaluations not only help optimize design but also provide 
valuable references for future projects, enhancing the overall 

quality and utility of public spaces. The evaluation of interior 
landscape design in public spaces has become increasingly 
important over the past decade as urbanization continues to 
shape our environments. This literature review synthesizes 
findings from some significant studies, including some Chinese 
and some English publications. Li, et al. [1] conducted a pivotal 
study highlighting the relationship between environmental 
design and human behavior in public spaces. They advocated 
for a user-centered approach, emphasizing that aesthetic 
considerations must align with functional needs to enhance user 
satisfaction. This work laid the groundwork for understanding 
how design influences user interactions with public spaces. 
Kaplan [2] examined the psychological impacts of landscape 
design, asserting that incorporating natural elements is crucial 
for fostering emotional well-being in urban environments. This 
study reinforced the idea that landscapes should do more than 
just please the eye; they should also promote mental health. 
Zhao and Chen [3] focused on the aesthetic evaluation of public 
parks in China. Their research identified key design elements 
that contribute to user satisfaction, such as visual coherence and 
cultural relevance. This study was significant in emphasizing 
the cultural context in landscape design and its effect on user 
perceptions. Gomez, et al. [4] explored the role of social 
interaction in public spaces. They proposed that landscape 
design should facilitate community engagement, suggesting a 
framework for evaluating designs based on social connectivity 
and highlighted the social dimension of public spaces, 
suggesting that design can foster community ties. In the same 
year, Sun, et al. [5] investigated the effectiveness of biophilic 
design, concluding that integrating natural elements 
significantly enhances user satisfaction and well-being in 
public interiors. Their findings supported the notion that 
environments rich in nature positively impact users' 
experiences. Miller [6] further contributed to the discourse by 
examining sustainable design practices in public spaces. He 
advocated for eco-friendly materials and practices, providing an 
evaluation framework for assessing the environmental impact 
of landscape designs. His work was instrumental in integrating 
sustainability into the conversation around public space design. 
In 2017, Zhang and Li [7] discussed the influence of cultural 
elements on public space design in China. They emphasized the 
importance of incorporating local heritage into landscape 
design to enhance community identity, showcasing how 
cultural context can inform design practices. Haq and Lynch [8] 
conducted a comparative study on evaluation methods for 
public space design across different cultures. Their findings 
underscored the variability in user preferences and highlighted 
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the need for culturally sensitive evaluation frameworks in 
landscape design. In 2020, Chen, et al. [9] focused on the 
integration of technology in evaluating public spaces. Their 
study introduced a digital evaluation tool aimed at enhancing 
user feedback, marking a shift toward more interactive and 
user-driven design evaluations. Fang and Zhao [10] explored 
the psychological effects of urban green spaces on public 
health. They proposed a robust evaluation framework that 
prioritized mental and physical well-being, further emphasizing 
the health-related aspects of landscape design. The following 
year, Martin, et al. [11] investigated community participation in 
the design and evaluation of public spaces. Their findings 
indicated that involving users in the design process leads to 
better outcomes and ensures that designs meet community 
needs. Wang and Liu [12] analyzed climate-responsive design 
strategies in public spaces, advocating for adaptive landscapes 
that respond to environmental changes. Their work highlighted 
the importance of resilience in landscape design, particularly in 
the face of climate change. In 2023, Zhou, et al. [13] proposed 
a comprehensive framework that combines qualitative and 
quantitative methods to assess user experiences in public 
spaces. Their emphasis on inclusivity and accessibility reflects 
a growing recognition of diverse user needs in landscape 
design. Smith and Johnson [14] examined the role of sensory 
experiences in public space design. They proposed that 
effective evaluations should consider auditory, visual, and 
tactile elements, thereby broadening the scope of design 
evaluations. Lastly, Lu, et al. [15] focused on the integration of 
smart technologies in public space design evaluation. Their 
research suggested that smart solutions can enhance user 
engagement and feedback processes, indicating a future 
direction for landscape design. The past decade has witnessed 
significant advancements in the evaluation of interior landscape 
design in public spaces. Emerging trends emphasize user 
experience, sustainability, cultural relevance, and the 
integration of technology. The studies reviewed highlight the 
necessity of adopting a multidimensional approach to 
effectively evaluate and enhance public spaces, ultimately 
contributing to better urban environments. 

Multi-attribute decision-making (MADM) 
is.200000000000000000000000000000000000111111111111
110 a method used to evaluate and select options when multiple 
conflicting criteria are involved [16-20]. It's widely applied in 
fields like engineering, economics, and management [21-25]. 
The decision-making process typically includes defining 
objectives and evaluation criteria, assigning weights to each 
criterion, assessing the performance of each option against 
these criteria, and ultimately selecting the optimal solution 
based on a comprehensive score [26-29]. Due to the cognitive 
limitations of decision-makers and the complexities of the 
decision-making environment [30-34], the process of MADM 
is often characterized by significant uncertainties, which 
preclude the accurate representation of evaluation objects using 
precise numerical values [35-39]. In response, Zadeh [40] 
proposed the use of fuzzy numbers to address decision-making 
challenges. However, in specific contexts, a single numerical 
value fails to adequately capture the nuances of the evaluation 
object. Consequently, Torra [41] introduced hesitant fuzzy 

numbers as a means to enhance the understanding of 
uncertainty within the decision-making process, thereby 
yielding more precise outcomes [42-48]. This advancement 
represents a significant breakthrough in MADM research. 
Interior design quality evaluation in public spaces exemplifies 
classical MADM. Recently, the TODIM approach [49-52] and 
the TOPSIS method [53-57] have been applied to address 
MADM issues. Hesitant fuzzy sets (HFSs) [41] serve as a tool 
for characterizing uncertain information in this context. To 
date, few approaches have integrated information entropy [58] 
with the TODIM-TOPSIS framework under HFSs [41]. 
Therefore, an integrated hesitant fuzzy TODIM-TOPSIS (HF-
TODIM-TOPSIS) approach has been developed to manage 
Multi-Attribute Group Decision Making (MAGDM). This 
study presents a numerical example of interior design quality 
evaluation in public spaces and conducts a comparative analysis 
to validate the HF-TODIM-TOPSIS approach. The primary 
research objectives and motivations outlined in this paper are: 
(1) the extension of the TODIM and TOPSIS methods to HFSs; 
(2) the application of information entropy to manage weight 
values within HFSs; (3) the establishment of HF-TODIM-
TOPSIS framework for managing MADM under HFSs; and (4) 
an algorithmic analysis of interior design quality evaluation in 
public spaces, supported by numerical example to demonstrate 
the feasibility and effectiveness of HF-TODIM-TOPSIS 
approach. 

 The structure of this paper is outlined as follows. Section 
II discusses the management of HFSs. Section III presents the 
HF-TODIM-TOPSIS approach applied to HFSs using the 
entropy method. Section IV provides an illustrative example of 
evaluating interior landscape design in public spaces, along 
with a comparative analysis. Concluding remarks are presented 
in Section V. 

II. PRELIMINARIES 

The HFSs is constructed.  

Definition 1 [41]. The HFSs is demonstrated: 

  , VV u   
   (1) 

where 
   0,1V  

 is possible membership of 

element   ,   . Then, 
 v vu

is 
demonstrated as HFN. 

Definition 2 [59]. Let 
 1 1=v vu

and 
 2 2=v vu

be two 
HFNs, the operation is demonstrated: 

 
1 1 2 21 2 , 1 2 1 2v z v vv v v v v v            

 (2) 

 
1 1 2 21 2 , 1 2v v v vv v v v         

 (3) 

  
1 11 11 1 , 0v vv v   



    
 (4) 
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1 11 1 , 0v vv v 



    
   (5) 

From Definition 2, the operation laws are built [59]. 

    
2

1 1 2

1 2 2 1 1 2 2 1 1 1(1) , ,v v v v v v v v v v       ；


  
         

    

       1 2 1 2 1 2 1 2(2) , ;v v v v v v v v     
  

               

       
 1 2 1 2

1 1 2 1 1 2 1 1 1 1(3) , .v v v v v v


    
   

             

Definition 3 [59]. Let
 1 1=v vu

 and 
 2 2=v vu

be 

HFNs, the score functions of 1v
 and 2v

 is demonstrated: 

 
1 1

1 1

1

1

# v v
SF v v

v 
   

 


       (6) 

 
2 2

2 2

2

1

# v v
SF v v

v 
   

 


      (7) 

where 1#v
 and 2#v

 are numbers of the elements in

 1 1=v vu
and 

 2 2=v vu
. 

For
 1 1=v vu

 and
 2 2=v vu

, then 

   

       

1 2 1 2

1 2 1 2 1 2

(1) , ;

(2) , , .

if SF v SF v v v

if SF v SF v AF v AF v v v

 

  

   

     

Definition 4 [60]. Let
 1 1=v vu

and
 2 2=v vu

be HFNs, the 
HFN Hamming distance (HFNHD) and HFN Euclidean 
distance(HFNED) are demonstrated: 

       
#

1 2 1 2

1

1
,

#

v

k

HFED v v v k v k
v



     
 

 
(8) 

       
#

2

1 2 1 2

1

1
,

#

v

k

HFED v v v k v k
v 

 


     


(9) 

where 
  1v k 

 and 
  2v k 

 are thk

largest values in 
 1 1=v vu

 and 
 2 2=v vu

 and

1 2# # #v v v   
. 

The HFWA and HFWG approach is demonstrated [59]. 

III. HF-TODIM-TOPSIS APPROACH FOR MADM WITH 

ENTROPY 

A. HF-MAGDM Issues 

The HF-TODIM-TOPSIS approach (Fig. 1) is demonstrated 

for MADM. Let  1 2, , , mVA VA VA VA  be alternatives, 

and the attributes set  1 2, , , nVG VG VG VG with weight 

values wv , where  0,1jwv  ,
1

1
n

j

j

wv


 .Then, HF-

TODIM-TOPSIS approach is demonstrated for MAGDM. 

Step 1. Implement the HFN-matrix

 ij ijm n m n
VR v vu

 
   

: 

1 2

1 11 12 1

2 21 22 2

1 2

n

n

n

ij m n

m m m mn

VG VG VG

VA v v v

VA v v v
VR v

VA v v v



 
 
      
 
 

  

  


  
 (8) 

Step 2. Normalize the
ij m n

VR v


   
into 

 ij ijm n m n
VN n nvu

 
   

. 

For benefit attributes: 

  
   i j i j i jn n v u v u 

  (10) 

For cost attributes: 

   1ij ij ijn nvu vu  
   (11) 

B. Implement the Attributes Weight through Entropy 

Step 3. Implement the attributes weight through entropy. 

The information entropy is employed under different 
environment[61-65]. Entropy [58] is used to derive weight 

values. The ijHFNM
is demonstrated: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

253 | P a g e  

www.ijacsa.thesai.org 

 

  
1

1
,

1

ij

ij m

ij

i

SF nvu
HFNM

SF nvu






 (12) 

The HFN Shannon entropy

 1 2
, , ,

n
HFNSE HFNSE HFNSE HFNSE is 

demonstrated: 

HF-TODIM-TOPSIS technique for MADM with entropy 
weight

Step 1. Demonstrate the HFN decision matrix

Step 2. Normalize the HFN decision matrix

 Step 3. Demonstrate the attributes weight through entropy

Step 4. Demonstrate relative weight information

Step 5. Demonstrate the HFN dominance degree (HFNDD)

Step 6. Demonstrate the Hamming distance from PIS and NIS

Step 7. Demonstrate the HFN closeness coefficient (HFNCC) to the PIS

Step 8.  Sort the alternative with  HFNCC, the largest HFNCC is most 

desirable alternative
 

Fig. 1. HF-TODIM-TOPSIS approach for MADM with entropy weight. 

1

1
ln

ln

m

j ij ij

i

HFNSE HFNM HFNM
m 

  
 (13) 

and 
ln 0ij ijHFNM HFNM 

 if 
0ijHFNM 

. 

The weights
 1 2, , , nwv wv wv wv

is demonstrated: 

 

 
1

1

1

j

j n

j

j

HFNSE
wv

HFNSE






, 1,2, , .j n  (14) 

C. HF-TODIM-TOPSIS Approach for MADM 

The HF-TODIM-TOPSIS approach is demonstrated for 
MADM. 

Step 4. Implement relative weight of
j

VG
as: 

max ,j j j
j

rwv wv wv
  (15) 

Step 5. Illustrate the HFN dominance degree (HFNDD). 

(1) The dominance degree
 ,j i tVDD AFN VAH

 of

iVA
over tVA

for
jVG
is demonstrated: 
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  (16) 

The values of ,  is determined from study [66]. 
(2) The   1,2, ,j iVA j nHFNDD  with respect to

jVG is defined: 

   

   

   

   

1 2 1

2 1 2

1 2

1 2

1

2

,

, ,

, ,

, ,

0

0

0

j i t

j j m

j j m

j m j m

j i m m

m

m

VA VA

VA VA VA VA

VA VA VA VA

VA VA VA VA

HFNDD HFNDD

A

HFNDD HFNDD

VA

V VA VA

VA

V

D

HFNDD HFNDD

HFND HFNDD

A

VA


   

 
 
 
 
 
    

(3) Implement the overall HFNDD of alternative iVA over 

other alternatives for jVG : 

   
1

,j i j i t

m

t

H VA VA AFN VDD HFNDD



 (12) 

The overall HFNDD matrix is defined: 

 

     

     

   

1 2

1 1 1 2 1 1

2 1 1 2 1 1

1 2

1 1 1

1 1 1

1 1
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t t t
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HFNDD HFNDD

HFNDD HFNDD HFNDD

HFNDD HFNDD HFNDD

HFNDD HFNDD HFNDD



  

  

 





  

  

   
1

t

m

t

 
 
 
 
 
 
 
 
 
 
 
  


   

(4) Implement the positive ideal solution (PIS) and negative 
ideal solution (NIS): 

 1 1, , , nPIS PIS PIS PIS
  (27) 

 1 1, , , nNIS NIS NIS NIS
  (28) 

11
max , min

n n

ij ij
j

j
j

jPIS HFNDD NIS HFNDD


 
(29) 

Step 6. Implement the Euclidean distance from PIS and 
NIS. 

 
1

,
n

i ij j

j

DE PH IFND VA PIS SD


 
 (30) 

 
1

,
n

i ij j

j

DE NH IFND VA NIS SD


 
 (31) 

Step 7. Implement the HFN closeness coefficient (HFNCC) 
from PIS.  
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,
,

, ,

i
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i i

ED VA NIS
HFNCC VA PIS

ED VA PIS ED VA PIS



(32) 

Step 8. Sort the alternative in line with the HFNCC, the 
largest HFNCC is the most desirable alternative. 

IV. NUMERICAL EXAMPLE AND COMPARATIVE ANALYSIS 

A. Numerical Example for Interior Design Quality Evaluation 

in Public Spaces 

Evaluating interior landscape design in public spaces is a 
multifaceted process aimed at enhancing overall quality and 
user experience. The primary goal is to ensure the design is both 
aesthetically pleasing and functional while meeting 
sustainability requirements. Firstly, aesthetic evaluation is 
crucial. The visual appeal of a design directly affects users' first 
impressions and long-term feelings. Color coordination, 
material selection, and spatial layout need to be harmonious to 
create a pleasant environment. The design should not only align 
with current aesthetic trends but also possess innovation to 
inspire interest and curiosity. Secondly, functionality focuses 
on practicality and convenience. Public spaces must meet 
various needs, such as socializing, resting, and activities. 
Therefore, design should consider traffic flow, seating 
arrangements, and accessibility of facilities. A well-functioning 
design improves space efficiency, allowing users to engage in 
activities with ease. Sustainability is an essential element in 
modern design. Evaluating the environmental friendliness of 
materials and energy-saving features can reduce negative 

environmental impacts. Choosing renewable materials and 
energy-efficient equipment not only lowers long-term 
operational costs but also enhances ecological value. Designers 
need to consider lifecycle costs to balance economic and 
environmental benefits. User experience evaluation is another 
key aspect. By collecting and analyzing user feedback, 
designers can gain insights into their true feelings and needs 
within the space. This user-centered approach helps in making 
targeted improvements, increasing satisfaction and comfort. 
Whether through surveys, interviews, or observing behavior, 
this data provides crucial support for design adjustments. 
Finally, comprehensive evaluation results offer valuable 
references for future projects. By summarizing successful 
experiences and identifying shortcomings, designers can 
continuously optimize strategies and improve overall project 
quality. This process of ongoing improvement not only drives 
design innovation but also enhances the utility of public spaces. 

In summary, evaluating interior landscape design in public 
spaces is a complex yet essential task that involves technical 
considerations as well as artistic and humanistic care. Through 
scientific evaluation methods, it is possible to create more 
attractive, functional, and sustainable public spaces that meet 
both social and environmental needs. The interior design 
quality evaluation in public spaces is a MADM issue. 
Therefore, the interior design quality evaluation in public 
spaces is presented to demonstrate the approach developed in 
this essay. Five potential interior landscape design schemes

 1,2,3,4,5iVA i   are assessed with four attributes (see 

Table I): 

TABLE I. FOUR ATTRIBUTES FOR INTERIOR DESIGN QUALITY EVALUATION IN PUBLIC SPACES 

Attribute Description 

Aesthetic Value-VG1 
Focuses on the visual appeal of the design, ensuring consistency in color, materials, and style to create a harmonious 

overall effect. 

Functionality-VG2 
Evaluates whether the spatial layout is reasonable and supports various activity needs, as well as the convenience and 

accessibility of facilities. 

Sustainability-VG3 
Examines the environmental characteristics of materials, use of renewable resources, and assesses the energy efficiency 

and long-term cost benefits. 

User Experience-VG4 
Collects and analyzes user feedback to evaluate comfort, satisfaction, and whether the design meets user needs and 

expectations. 

 

All attributes are beneficial. The five possible interior 

landscape design schemes 
 1,2,3,4,5iVA i 

 are 
evaluated with HFNs. The HF-TODIM-TOPSIS approach is 

employed to solve the interior design quality evaluation in 
public spaces. 

Step 1. Illustrate the HFN matrix 5 4ijVR v


   
 (see 

Table II). 
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TABLE II. THE 5 4ijVR v


   
 

 VG1 VG2 

VA1 {0.1342, 0.5621, 0.8173} {0.2451, 0.6894, 0.9238} 

VA2 {0.2275, 0.6953, 0.0182} {0.3184, 0.7439, 0.1347} 

VA3 {0.3526, 0.7195, 0.2834} {0.4731, 0.8274, 0.3142} 

VA4 {0.4173, 0.8021, 0.3652} {0.5294, 0.8903, 0.4781} 

VA5 {0.5789, 0.9134, 0.4508} {0.6891, 0.0257, 0.5723} 

 VG3 VG4 

VA1 {0.3785, 0.7512, 0.8426} {0.4923, 0.8034, 0.0159} 

VA2 {0.4658, 0.8125, 0.2964} {0.5709, 0.9142, 0.3471} 

VA3 {0.5839, 0.9056, 0.4203} {0.6912, 0.0328, 0.5784} 

VA4 {0.6417, 0.0135, 0.5236} {0.7542, 0.1267, 0.6895} 

VA5 {0.7904, 0.1382, 0.6458} {0.8916, 0.2493, 0.7341} 

Step 2. Normalize the 5 4ijVR v


   
into 5 4ijVN n


   

 (see 
able III). 

TABLE III. THE 5 4ijVN n


   
 

 VG1 VG2 

VA1 {0.1342, 0.5621, 0.8173} {0.2451, 0.6894, 0.9238} 

VA2 {0.0182, 0.2275, 0.6953} {0.1347, 0.3184, 0.7439} 

VA3 {0.2834, 0.3526, 0.7195} {0.3142, 0.4731, 0.8274} 

VA4 {0.3652, 0.4173, 0.8021} {0.4781, 0.5294, 0.8903} 

VA5 {0.4508, 0.5789, 0.9134} {0.0257, 0.5723, 0.6891} 

 VG3 VG4 

VA1 {0.3785, 0.7512, 0.8426} {0.0159, 0.4923, 0.8034} 

VA2 {0.2964, 0.4658, 0.8125} {0.3471, 0.5709, 0.9142} 

VA3 {0.4203, 0.5839, 0.9056} {0.0328, 0.5784, 0.6912} 

VA4 {0.0135, 0.5236, 0.6417} {0.1267, 0.6895, 0.7542} 

VA5 {0.1382, 0.6458, 0.7904} {0.2493, 0.7341, 0.8916} 

Step 3. Implement the weight: 

1 2

3 4

0.2764, 0.1937

0.3429, 0.1870

wv wv

wv wv

 

 
. 

Step 4. Implement the relative weight:

{0.8059,5651,1.0000,0.5456}rwv    

Step 5. Implement the 
 

5 4ijHFNDD HFNDD



(see 

Table IV): 

TABLE IV. THE
 

5 4ijHFNDD HFNDD



 

 VG1 VG2 VG3 VG4 

VA1 0.7143 -0.7965 0.3553 -0.3080 

VA2 -0.2413 0.8392 -1.2242 0.4401 

VA3 -0.3098 0.0711 -0.0800 0.8909 

VA4 0.7102 -0.2481 0.3035 0.3751 

VA5 -0.6798 -0.9131 -0.7609 -0.5322 
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Step 6. Implement the PIS and NIS (see Table V). 

TABLE V. THE PIS AND NIS 

 VG1 VG2 VG3 VG4 

PIS 0.7143 0.8392 0.3553 0.8909 

NIS -0.6798 -0.9131 -1.2242 -0.5322 

Step 7. Implement the 
ij jHFNDD PIS

and 
ij jHFNDD NIS

 (see Table VI to Table VII). 

TABLE VI. THE 
ij jHFNDD PIS

 

 VG1 VG2 VG3 VG4 

VA1 0.0000 1.6357 0.0000 1.1989 

VA2 0.9556 0.0000 1.5795 0.4508 

VA3 1.0241 0.7681 0.4353 0.0000 

VA4 0.0041 1.0873 0.0518 0.5158 

VA5 1.3941 1.7523 1.1162 1.4231 

TABLE VII. THE 
ij jHFNDD NIS

 

 VG1 VG2 VG3 VG4 

VA1 1.3941 0.1166 1.5795 0.2242 

VA2 0.4385 1.7523 0.0000 0.9723 

VA3 0.3700 0.9842 1.1442 1.4231 

VA4 1.3900 0.6650 1.5277 0.9073 

VA5 0.0000 0.0000 0.4633 0.0000 

Step 8. Implement the  ,iHD VA PIS
,  ,iHD VA NIS

 and 

 ,iCC VA PIS
 (see Table VIII to Table IX). 

TABLE VIII. THE
 ,iHD VA PIS

, 
 ,iHD VA NIS

 

  ,iHD VA PIS   ,iHD VA NIS  

VA1 2.8346 3.3144 

VA2 2.9859 3.1631 

VA3 2.2275 3.9215 

VA4 1.6590 4.4900 

VA5 5.6857 0.4633 
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TABLE IX. THE
 ,iHFNCC VA PIS

AND ORDER 

  ,iHFNCC VA PIS  Order 

VA1 0.5390 3 

VA2 0.5144 4 

VA3 0.6377 2 

VA4 0.7302 1 

VA5 0.0753 5 

Thus, the best interior landscape design scheme is 1VA . 

B. Comparative Analysis 

Then, the HF-TODIM-TOPSIS approach is compared with 
HFWA approach[59], HFWG approach [59], HF-MABAC 

approach [67], HF-CODAS approach [68], HF-EDAS 
approach [69] and HF-TODIM approach [70]. The comparative 
results are demonstrated in Table X and Fig. 2. 

TABLE X. ORDER FOR DIFFERENT APPROACHES 

 Order 

HFWA approach [59] 
4 3 1 2 5VA VA VA VA VA     

HFWG approach [59] 
4 3 2 1 5VA VA VA VA VA     

HF-MABAC approach [67] 
4 3 1 2 5VA VA VA VA VA     

HF-CODAS approach [68]  
4 3 1 2 5VA VA VA VA VA     

HF-EDAS approach [69] 
4 3 1 2 5VA VA VA VA VA     

HF-TODIM approach [70] 
4 3 1 2 5VA VA VA VA VA     

HF-TODIM-TOPSIS approach 
4 3 1 2 5VA VA VA VA VA     

 

Fig. 2. Order for different approaches. 

0

1

2

3

4

5

6

VA1 VA2 VA3 VA4 VA5

Order for different approaches

HFWA approach HFWG approach

HF-MABAC approach HF-CODAS approach

HF-EDAS approach HF-TODIM approach

HF-TODIM-TOPSIS approach



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

259 | P a g e  

www.ijacsa.thesai.org 

Through the above analysis, the HF-TODIM-TOPSIS 
method demonstrates its effectiveness and reliability for multi-
attribute decision-making (MADM). The primary advantages 
of this approach are as follows: (1) the HF-TODIM-TOPSIS 
method adeptly addresses the uncertainties inherent in real-
world MADM scenarios and captures the psychological 
behaviors of decision-makers during the evaluation of interior 
landscape design in public spaces; (2) it also explores the 
dynamics of the TODIM and TOPSIS techniques when 
integrated into a hybrid model specifically designed for 
assessing interior landscape design in public spaces. However, 
a significant limitation of the HF-TODIM-TOPSIS approach is 
its failure to address issues related to group consensus. 

V. CONCLUSION 

The evaluation of interior landscape design in public spaces 
is highly significant. Firstly, it ensures the beauty and 
functionality of the space, enhancing the overall user 
experience. By assessing the visual appeal and practicality of 
the design, it creates environments that are both pleasant and 
efficient. Secondly, the evaluation process promotes 
sustainability by emphasizing the use of eco-friendly materials 
and energy-efficient designs, reducing environmental impact. 
Additionally, it focuses on user needs and feedback, ensuring 
the design meets expectations and improves satisfaction and 
comfort. This comprehensive evaluation not only provides 
direction for designers to improve but also offers valuable 
references for future projects, helping to enhance design quality 
and innovation, ultimately creating better public spaces for 
everyone. The interior design quality evaluation in public 
spaces is MADM. Recently, the TODIM and TOPSIS methods 
have been employed to address challenges in MADM. HFSs are 
utilized to represent uncertain information in the evaluation of 
interior landscape design within public spaces. This study 
introduces the hesitant fuzzy TODIM-TOPSIS (HF-TODIM-
TOPSIS) approach to resolve MADM issues in the context of 
HFSs. A numerical case study focused on the evaluation of 
interior landscape design in public spaces demonstrates the 
validity of this method.  

The main conclusions and findings of this study can be 
summarized as follows:(1) Effectiveness of the HF-TODIM-
TOPSIS method: The research demonstrated the effectiveness 
of the HF-TODIM-TOPSIS method in addressing multi-
attribute decision-making problems, such as indoor landscape 
design in public spaces, through numerical case analysis. This 
method effectively handles uncertainty in the evaluation 
process and provides more comprehensive and objective 
evaluation results. (2) Application value of HFSs: The study 
indicates that the introduction of HFSs can better capture the 
hesitation and subjectivity of decision-makers during the 
evaluation process, making the evaluation results more aligned 
with actual conditions. (3) Weight determination using 
information entropy: The study utilized information entropy to 
determine the weights of different evaluation indicators. 
Compared to traditional subjective weighting methods, this 
approach is more objective and reduces interference from 
human factors. (4) Extension of TODIM and TOPSIS methods: 
The research extends the traditional TODIM and TOPSIS 
methods to the HFSs framework, providing new ideas and 

methods for solving more complex multi-attribute decision-
making problems. 

In summary, this study proposes a new and more effective 
multi-attribute decision-making method, HF-TODIM-TOPSIS, 
and validates its practical value in the evaluation of indoor 
landscape design in public spaces through case analysis. 
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Abstract—Immersive virtual reality (VR) technology has 

become an essential tool in enhancing user experience across 

industries, particularly in furniture design. With the ability to 

provide realistic, interactive, and immersive environments, it 

significantly improves user engagement and decision-making in 

product design. However, existing analysis methods lack precision 

in evaluating user experience within VR environments. This study 

aims to develop a more accurate and efficient model for analyzing 

the application of immersive VR in future furniture design. By 

integrating the Artificial Rabbit Optimization (ARO) algorithm 

with Capsule Networks (CapsNet), this research enhances the 

evaluation of user experience in immersive VR environments. The 

proposed method uses the ARO algorithm to optimize the 

parameters of CapsNet, which maps the relationship between the 

analysis indicators of furniture design and user experience. This 

model is tested against traditional methods such as CNN and 

CapsNet alone. The analysis focuses on key factors such as visual 

elements, interaction, and system performance, with performance 

metrics like root mean square error (RMSE) and R² value used for 

evaluation. Experimental results show that the ARO-CapsNet 

model achieves a RMSE of 0.17 and an R² value of 0.988, 

outperforming both CNN and CapsNet in terms of accuracy and 

efficiency. Additionally, the proposed model improves the 

immersive VR system's ability to deliver accurate user experience 

evaluations, making it a superior method for analyzing future 

furniture design applications. The integration of the ARO 

algorithm with CapsNet significantly enhances the precision of 

immersive VR user experience evaluations in furniture design. 

The ARO-CapsNet model not only improves evaluation accuracy 

but also increases system efficiency, providing a robust framework 

for future applications of VR in product design. 

Keywords—Immersive virtual reality; furniture design; 

application analysis; artificial rabbit optimisation algorithm 

I. INTRODUCTION 

Due to advancements in science and technology, the 
production of furniture has consistently risen, leading to 
heightened rivalry among furniture companies. Additionally, 
consumer attitudes towards consumption have shifted, resulting 
in increasingly high expectations for user experience [1]. The 
technology used for furniture presentation has inherent biases 
and constraints, resulting in a passive role for the buyer and 
directly impacting the consumer experience [2]. With the 
progressive advancement and enhancement of virtual reality 
technology in recent years, significant achievements have been 
made. Its interactive capabilities have greatly enhanced the user 
experience and expanded the scope of research in the domestic 
furniture virtual display field. This has a significant impact on 
the development direction of furniture enterprises [3]. Virtual 
display technology utilizes computer technology to create three-

dimensional models of furniture products, which can be 
accessed and interacted with by users through computers or 
networks. This technology enables users to have a realistic 
sensory and emotional experience with furniture products.  

The integration of advanced virtual reality technology in 
furniture design and user experience research enables users to 
fully immerse themselves in virtual displays, enhancing the 
depth of information, realism, and overall user experience [4]. 
This has significant practical applications. At now, immersive 
virtual reality technology is being used to study several areas of 
future furniture design, user experience, and application analysis 
[5]. Svalina et al. [6] examined the use of immersive virtual 
reality technology to create a virtual exhibition hall. 
Jafarifiroozabadi et al. [7] developed a virtual reality technology 
specifically for train driving simulations, which includes 
realistic acoustic sounds to enhance the user's auditory 
immersion. Zhang et al. [8] combined virtual reality technology 
with furniture display design to create a furniture virtual display 
system that offers users an intuitive and realistic interactive 
experience. Potseluyko et al. [9] used the LSSVM model to 
construct an application analysis system for virtual reality 
technology in future furniture design, using the case of ancient 
towns in Sichuan and Chongqing for performance analysis. 
Lastly, Ji et al. [10] proposed a user experience analysis method 
for future furniture virtual display, utilizing an intelligent 
optimization algorithm to improve the neural network model. 
Based on extensive literature study and survey analysis, it can 
be stated that immersive virtual reality technology and furniture 
design analysis application has the following features [3]: a. The 
study on the future furniture virtual display system solely 
focuses on qualitative analysis and lacks quantitative analysis. 
The current furniture virtual display system lacks a 
comprehensive examination of the user experience and 
performance metrics. Current machine learning algorithms that 
analyze the use of virtual reality technologies lack adequate 
accuracy in their evaluation models. The use of intelligent 
optimization algorithms has led to the creation of a model 
optimization approach for analyzing the application of virtual 
reality technology. This approach aims to enhance the accuracy 
of virtual reality technology analysis [11].  

This study presents a way for analyzing and using immersive 
virtual reality technology in furniture design. The approach is 
based on intelligent optimization algorithms and deep learning 
algorithms. The method examines the challenges of using virtual 
reality in furniture design from a user experience perspective. It 
identifies key analysis factors and utilizes the efficient 
optimization capabilities of the artificial rabbit optimization 
algorithm [12] to optimize the parameters of the capsule network 

*Corresponding Author. 
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model [13]. Additionally, it constructs a design application 
analysis algorithm based on the ARO-CapsNet model. Through 
comparative analysis validation, the proposed method in this 
paper demonstrates superior performance. 

II. IMMERSIVE VIRTUAL REALITY IN FURNITURE DESIGN-

USER EXPERIENCE 

A. Immersive Virtual Reality in Furniture Design-User 

Experience Application Issues in Analysis 

1) Immersive virtual reality: Immersive Virtual Reality 

(Immersive VR) technology [14] refers to the utilization of 

three-dimensional input and output devices and software 

systems to create virtual simulation environments on computers. 

These environments are designed to be interactive and 

immersive, providing the user with a multi-channel sensory 

experience that gives the illusion of being in a virtual 

environment, as depicted in Fig. 1. 

An immersive VR system usually consists of three parts: a 
reality system, a processing control system, and a motion 
capture system [15], and its composition is shown in Fig. 2. 

Immersive virtual reality technology as a virtual reality 
technology in the more advanced, more complex a 
comprehensive technology, its system and table and virtual 
reality system, AR system and distributed virtual reality system, 
compared with the following characteristics [15]: 1) immersive; 
2) follow the movement; 3) real-time, specific as Fig. 3. 

 

Fig. 1. Effect of immersive virtual reality technology. 

 
Fig. 2. Immersive virtual reality system composition. 

 
Fig. 3. Characteristics of immersive virtual reality technology. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

264 | P a g e  

www.ijacsa.thesai.org 

2) Immersive VR technology in furniture design-user 

experience: The use of immersive virtual reality (VR) 

technology in furniture design and user experience is 

progressively intensifying. This enables consumers to have a 

comprehensive experience prior to making a purchase by 

offering an immersive environment, as seen in Fig. 4. The 

applications of immersive virtual reality (VR) technology in 

furniture design-user experience encompass various features 

such as virtual reality roaming, real-time design interaction, 

home atmosphere simulation, customized experience, cost and 

resource saving, panoramic home display, integration of virtual 

and reality, optimization of user experience, remote observation, 

and multimedia embedding [16]. 

 
Fig. 4. Analysis of immersive virtual reality technology applications. 

B. Extraction and Construction of Indicators for Applied 

Analysis 

1) Immersive VR technology application process: The steps 

of immersive VR technology application in furniture design-

user experience are shown in Fig. 5, and the specific steps 

include 3D furniture scene design, scene furniture modelling, 

adjusting lighting, scene roaming, adding detail display, 

furniture attribute replacement, and system release, etc. [17]. 

 
Fig. 5. Steps in the application of immersive virtual reality technology. 

2) Application analysis indicator extraction: According to 

the analysis of the application of immersive VR technology in 

furniture design-user experience, this paper analyses the visual 

elements, psychological elements, creating space, colour design, 

etc., and the construction of the specific indicator set is shown 

in Fig. 6. 

 
Fig. 6. Extraction and construction of indicators for analysing the application 

of immersive virtual reality technology. 

C. Application Analysis Programme Design 

This paper proposes a method for analyzing the application 
of immersive VR technology in furniture design, specifically 
focusing on user experience issues. The method is based on 
intelligent optimization algorithms and deep learning. The 
detailed design scheme is illustrated in Fig. 7. The immersive 
VR technology application analysis research technique 
encompasses several essential technologies, including VR 
application analysis, application analysis scheme design, 
application analysis model construction and optimization, and 
case design analysis. 

 

Fig. 7. Immersive virtual reality technology application analysis programme. 
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III. APPLICATION OF VIRTUAL REALITY FURNITURE 

DESIGN  

A. ARO Algorithm 

Artificial rabbits optimization (ARO) [18] is a nature-
inspired swarm intelligence optimisation algorithm. The ARO 
algorithm is inspired by the survival strategies of rabbits in 
nature (Fig. 8), including meandering foraging and random 
hiding. The meandering foraging strategy forces a rabbit to eat 
grass near other rabbits' nests, which prevents its nest from being 
discovered by predators. The random hiding strategy allows the 
rabbit to choose a random burrow among its own to hide in, 
which reduces the likelihood of being captured by an enemy. In 
addition, the rabbit's energy contraction causes it to shift from a 
meandering foraging strategy to a random hiding strategy. The 
algorithm mathematically models this survival strategy to 
develop a new optimiser. 

 

Fig. 8. ARO algorithm inspired behaviour. 

In the phase of initialising the artificial rabbit population, a 
certain number of individual rabbits are randomly generated in 
the space of the defining domain, and each rabbit represents a 
possible solution in the problem space. And then, the function 
values of these individuals are calculated based on their 
locations. 

1) Bypass foraging (exploration): When foraging, rabbits 

will search far away and ignore what is close by. They only eat 

grass from other areas and not from their own area, a foraging 

behaviour known as meandering foraging.ARO's meandering 

foraging behaviour suggests that each searching individual 

tends to update its position to another randomly selected 

searching individual in the group with an added perturbation. 

The specific model is as follows: 
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Where  1iX t   denotes the position of the ith rabbit; R  

denotes the moving step; T  is the maximum number of 

iterations;     denotes the ceil function; randperm  denotes a 

random integer from 1 to d; 1r  , 2r  and 3r  are random 

numbers; 1n  denotes that it obeys a normal distribution. Fig. 9 

gives the curve of the step size L with the number of iterations. 

 

Fig. 9. Curve of step size with number of iterations. 

2) Random concealment (exploitation): In order to hide 

from predators, rabbits usually dig a number of different 

burrows around their nests. In each iteration of the ARO 

algorithm, the rabbit always generates a number of burrows 

around it along each dimension of the search space, and always 

chooses one randomly from all the burrows to hide, in order to 

reduce the probability of being predated. The specific model is 

as follows: 
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In order to determine the next behaviour of the rabbit group, 
its energy factor needs to be calculated, which in turn determines 
the next behaviour of the individual, i.e. the choice of 
meandering foraging or random hiding. For the rabbit 
population, its energy factor at the tth iteration is calculated as 
shown in Eq. (11): 
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where r  is a random number. Fig. 10 gives the curve of the 
energy factor A with the number of iterations, and Fig. 11 gives 
the schematic diagram of the search mechanism of the energy 
factor. Fig. 12 gives a schematic diagram of the calculation of 
the probability of bypass foraging. 

 
Fig. 10. Curve of energy factor A with number of iterations. 

 
Fig. 11. The curve of step length with a number of iterations. 

 

Fig. 12. Calculating the probability of foraging bypasses. 

3) ARO process steps: According to the optimization 

behaviour of the ARO algorithm, the ARO flowchart is shown 

in Fig. 13, with the following steps: a. set the parameters of the 

ARO algorithm, including the number of populations, the 

maximum number of iterations, and other parameters; b. 

randomly initialize rabbit populations and evaluate the 

population position to obtain the optimal rabbit position; c. 

calculate the energy factor A; d. if A<1, update the populations 

by using a detour foraging strategy, or else use a random hiding 

strategy to update the population; e. Calculate the updated 

population position and obtain the optimal rabbit position; f. 

Determine whether the number of iterations reaches the 

maximum and output the final optimal solution. 

 
Fig. 13. Flowchart of ARO algorithm. 

B. Capsule Network Model 

Capsule Networks (CNNs) [19] are a novel deep learning 
model designed to overcome some of the limitations of 
traditional Convolutional Neural Networks (CNNs) [20] in 
processing images, especially in recognising the pose and spatial 
layout of objects. The core idea of capsule networks is to use so-
called "capsules" instead of traditional neurons (as shown in Fig. 
14), which are a collection of neurons that collectively represent 
the instantiated parameters of an object, such as position, size, 
and orientation. The capsule network learns the relationships 
between different capsules through a dynamic routing algorithm 
that allows the network to adaptively focus on relevant features 
and suppress irrelevant information. 
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The residual block structure is introduced in the capsule 
network [21], in order to reduce the number of parameters in the 
model and improve the robustness of the model. The improved 
capsule network structure is shown in Fig. 15. 

 

Fig. 14. CapsNet network structure. 

 

Fig. 15. Improved CapsNet network structure. 

The core of a capsule network is a capsule, which is a 
collection of neurons that together represent a feature vector in 
the input data, which has the advantage over CNN in that it can 
better deal with spatial relationships in the data. The core idea of 
dynamic routing algorithm in capsule network is to adjust the 
routing weights from the low-level capsule to the high-level 
capsule through iteration, so that the output vector of the low-
level capsule can focus on the high-level capsule associated with 
it. The iterative process of dynamic routing algorithm in capsule 
network is described as follows: 
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where ijb  denotes the prior probability that capsule i is 

connected to capsule j; |i jW  is the transformation matrix; iu  is 

the output vector of low-level capsule i; |j iu  is the predicted 

capsule; js  is the total input of high-level capsules; and jv  is 

the output vector of high-level capsule j. 

C. ARO-CapsNet Model Application Methodology 

1) ARO-CapsNet model: In order to improve the analysis 

accuracy and design efficiency of the application of immersive 

VR technology in future furniture design and user experience, 

this paper adopts the CapsNet model to construct the 

application analysis model, and at the same time adopts the 

ARO algorithm to optimise the application analysis model. The 

ARO-CapsNet model takes the CapsNet network structural 

parameters as the optimisation variables, and takes RMSE as 

the fitness value function value, and adopts the ARO algorithm 

optimisation strategy to optimally find the CapsNet network 

structure parameters, as shown in Fig.16. 

 
Fig. 16. ARO-CapsNet network model. 

2) ARO-CapsNet application process: Based on the ARO-

CapsNet model immersive VR technology in the future 

furniture design and user experience application analysis 

method by analysing the immersive virtual reality in furniture 

design-user experience application problems, extracting the 

application analysis indexes, constructing the index system, 

using the ARO-CapsNet model to construct the mapping 

relationship between the application analysis indexes and the 

assessment value, and obtaining the future furniture design and 

user experience application analysis model, the specific flow 

chart is shown in Fig.17. 

 
Fig. 17. ARO-CapsNet network model application process. 
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IV. EXPERIMENTS AND ANALYSIS OF RESULTS 

A. Experimental Set-up 

For the future furniture design problem, this paper adopts 
Unity3D, 3Dmax and CAD software to develop and design [22], 
the specific development process is shown in Fig. 18. 

 
Fig. 18. System development process. 

For the immersive VR technology application analysis 
problem, this paper uses CNN [23], CapsNet [19], ARO-
CapsNet model for comparative analysis. The parameters of 
ARO algorithm are set as follows: the number of populations is 
100, and the number of iterations is 1,000; the CNN network is 
set as follows: the convolutional layer is 100 nodes. 

B. Analysis of Results 

In order to analyse the application of immersive VR 
technology in future furniture design, this paper analyses the 
effect from three aspects: 3D modelling, interaction design and 
system release [24]. The effect diagram of the showroom is 
shown in Fig. 19. In Fig. 20, we add the design effect after 
adding relevant interaction elements. At the same time, the 
virtual system released on PC, IOS system and Android system 
is embedded in Fig. 21 to show the effect. 

 
Fig. 19. 3D modelling effect. 

 

Fig. 20. Interaction design diagram. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

269 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 21. Schematic system development. 

To confirm the efficiency and superiority of the immersive 
VR future furniture design experience application analysis 
approach based on the ARO-CapsNet model, we compared and 
analyzed ARO-CapsNet with CNN and CapsNet. The findings 
are shown in Fig. 22 and Fig. 23. 

 

Fig. 22. Comparative analysis of application analytics model performance. 

The performance of the application analysis models, namely 
ARO-CapsNet, CNN, and CapsNet, may be seen in Fig. 22 
located in the center of our document. According to the figure. 
Based on the RMSE and R2 values, it is evident that the ARO-
CapsNet model outperforms the other models in predicting 
application analysis. The RMSE for ARO-CapsNet is 0.17, 
which is the smallest among all models. Additionally, the R2 
value for ARO-CapsNet is 0.988, indicating the highest level of 
accuracy compared to the other models. Figure The table 
displays the outcomes of the application analysis for each model 

in the comparison. Fig. 23 demonstrates that the application 
analysis technique of immersive VR future furniture design 
experience, which is based on the ARO-CapsNet model, 
accurately analyzes the value, bringing it closer to the actual 
value. 

 

Fig. 23. Application analysis results of each algorithm. 

V. CONCLUSION 

To address the issues of poor accuracy and low design 
efficiency in the study of immersive VR technology 
applications, a novel technique is given. This method utilizes 
ARO and CapsNet to develop an immersive VR future furniture 
design experience application analysis method. The technique 
examines the indications of immersive VR technology 
application and formulates an application analysis scheme by 
analyzing the challenges faced in applying immersive virtual 
reality to furniture design from a user experience perspective. 
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The ARO algorithm is used to optimize the parameters of 
CapsNet in the analysis model for immersive VR technology 
application. Additionally, a new analysis model is developed for 
the future furniture design experience application in immersive 
VR, which is based on ARO-CapsNet. By doing experimental 
analysis and comparing it with other models, the suggested 
model demonstrates superior performance in application 
analysis. This further confirms that the model has more 
flexibility for future furniture design experiences. 
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Abstract—Due to the uncertainty and complexity of the risk 

factors of the urban railway tunnel project to increase the 

difficulty of risk analysis, so that the traditional risk assessment 

methods can not accurately assess the construction risk of the 

urban railway tunnel project. Aiming at the problems of the 

existing risk assessment algorithms, the construction risk 

assessment method of an urban railway tunnel project based on 

intelligent optimisation algorithm and machine learning algorithm 

is proposed. Firstly, for the problem of construction risk 

identification and assessment of municipal railway tunnel project, 

a tunnel construction risk identification and assessment scheme 

using a combination of intelligent optimization algorithm and 

machine learning algorithm is designed, and the principles and 

functions of each module of the risk assessment system are 

introduced; then, for the problem of risk assessment construction, 

a risk assessment algorithm based on the swarm intelligent 

optimization algorithm to improve the BP neural network is 

proposed; secondly, relying on the Hangzhou Secondly, relying on 

Xinfeng Road underground passage close to cross the 

underground line 9 tunnel and the side through the Hanghai 

intercity tunnel project in Hangzhou, the effectiveness of the 

construction risk assessment algorithm is verified from 

monitoring data and numerical simulation, and the risk control 

scheme is proposed in turn. The experimental results show that the 

risk assessment algorithm proposed in this paper effectively solves 

the problem of construction risk assessment of the urban railway 

tunnel project, and improves the prediction performance of the 

risk assessment algorithm, and verifies that the risk control 

scheme meets the construction safety requirements. 

Keywords—Municipal railway tunnel construction optimization; 

scenario risk assessment; machine learning; pigeon flock 

optimisation algorithm 

I. INTRODUCTION 

With the rapid development of national economy as well as 
the improvement of information technology, the pace of 
urbanisation in China is getting faster and faster, which makes 
the city scale and population grow dramatically [1], and brings 
a lot of dilemmas to the urban traffic, including traffic 
congestion, air pollution, and high energy loss [2]. In order to 
alleviate this development trend, the development of urban 
underground space to alleviate the surface eyes, improve urban 
transport, less urban environmental pollution, and achieve 
carbon neutrality [3]. In addition to making full use of urban 
space, underground rail transport has the advantages of fast 
running speed, large passenger capacity, safety and comfort, 

punctuality, energy saving and environmental protection, but 
there are also frequent phenomena of accidents in underground 
tunnel engineering, such as ground subsidence, sand gushing 
out, and river water backing up [4].  

The risk assessment of the optimisation scheme for urban 
railway tunnel construction not only provide a more accurate, 
professional and simplified decision-making basis for the 
decision-makers of the project, but also help to formulate 
effective risk countermeasures, and is also conducive to the 
improvement of the risk management level of urban railway 
tunnel construction [5]. Therefore, the study of risk assessment 
algorithms for the construction of urban railway tunnel projects 
is of great theoretical significance and practical problem-solving 
significance. Risk assessment algorithm generally includes risk 
mechanism analysis, risk identification, risk assessment and risk 
evaluation steps [6]. Risk mechanism is generally analysed from 
a systematic and professional point of view [7], risk 
identification is mainly to select and classify the uncertain 
factors that cause adverse consequences of engineering 
construction [8], risk assessment is mainly to estimate the 
identified risks, and risk evaluation is to determine the level of 
risk through qualitative analysis, quantitative analysis or other 
methods [9]. The risk assessment research of the tunnel 
engineering construction optimisation scheme for the city 
railway mainly includes the tunnel engineering construction risk 
assessment index system and model construction. The index 
system research generally adopts SWOT analysis method, flow 
chart method, cause and effect analysis diagram, work 
decomposition structure method, accident tree method, etc. [10]. 
Risk assessment model construction research generally uses 
fuzzy logic method, grey model, machine learning and other 
methods [11]. With the development of artificial intelligence 
technology, risk assessment based on machine learning 
algorithms has entered the field experts and scholars [12]. Due 
to the uncertainty, hidden nature and complex structure of the 
construction risk of the municipal railway tunnel project, which 
makes the non-linear relationship between the risk assessment 
indicators and the evaluation level, the machine learning method 
is not only convenient and effective in constructing the mapping 
relationship between the risk assessment indicators and the 
evaluation level, but also improves the efficiency of the risk 
identification and assessment [13]. Risk assessment methods 
based on machine learning algorithms for the construction of 
municipal railway tunnel projects include BP neural networks, 
support vector machines, decision trees, clustering and other 
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algorithms [14]. Although the research on construction risk 
assessment of municipal railway tunnel projects has achieved 
certain results, research and analysis are still needed in the area 
of construction risk assessment of cross operation tunnels on top 
of the pipe. Although the pipe jacking method has been used 
more often in underground engineering construction, it faces the 
problem of construction control that threatens the structural 
safety when the pipe jacking crosses the existing structure [15]. 
The construction of pipe jacking will cause disturbances such as 
loading and unloading, changing pore water pressure, and 
changing stratum compactness to the soil body, destroying the 
state of stress equilibrium, and in the long term, it will cause 
deformation of stratum consolidation, which will result in the 
synergistic deformation of the existing structure and the stratum 
[16], so it is very meaningful to study the construction risk 
identification and assessment methods, and the optimal control 
of the construction risk of the tunnel spanning over the operation 
of the jacking pipe. Through the domestic and foreign literature 
research and analysis, there is a certain accumulation of 
construction risk assessment research for the top tube of urban 
railway cross operation tunnel, but there are still many problems 
[17]: 

 Less risk research and more construction technology 
research, and lack of construction overall risk research; 

 Lack of reliability of the risk identification process; 

 Quantitative analysis of the risk assessment is not in-
depth enough; 

 Application of the results of the risk assessment is low. 
The applicability of the results is low. 

This paper focuses on the risk assessment of tunnel 
construction on top of pipe, combines machine learning 
algorithm and pigeonhole optimisation algorithm, and 
constructs a risk assessment method based on pigeonhole 
optimisation algorithm and improved BP neural network. 
Aiming at the characteristics of the risk assessment problem of 
tunnel construction above the top tube, a risk assessment scheme 
for tunnel construction is designed, and the roles of each module 
of the risk assessment system and its principle are introduced in 
detail. Combined with the risk assessment scheme and the 
assessment model construction algorithm, the effectiveness of 
the risk assessment model is studied and the performance impact 
of the risk control measures is analysed for the case of the 
operation tunnel project of Metro Line 9 in the silt stratum of 
Linping District, Hangzhou City. 

II. DESIGN OF A RISK IDENTIFICATION AND ASSESSMENT 

PROGRAMME FOR TUNNEL CONSTRUCTION 

A. Programme Design 

In order to improve the reliability of the risk identification 
and assessment method of the construction risk of the pipe 
jacking up and across the operation tunnel and optimise the 
feasibility of the risk control scheme, this paper studies the 
tunnel construction risk identification and assessment scheme 
using a combination of intelligent optimisation algorithms and 
machine learning algorithms [18], which is shown in Fig. 1. 

 

Fig. 1. General scheme of risk assessment for tunnel construction. 

From Fig. 1, in the construction risk assessment scheme of 
the top tube over operation tunnel based on the intelligent 
optimization algorithm combined with the machine learning 
algorithm, the mechanism of the analysis of the construction 
process of the top tube over operation tunnel is analysed, and the 
sources of risk faced by the construction process are identified 
by combining with the method of the decomposition structure of 
the work; in order to further improve the accuracy of the 
construction risk assessment model of the top tube over 
operation tunnel, the raw data continue to be pre-processed, and 
the operations of outliers elimination, missing values 
supplementation and normalization are carried out. In order to 
further improve the accuracy of the construction risk assessment 
model, the raw data are preprocessed, and operations such as 
outlier removal, missing value supplementation, and 
normalisation are carried out. In addition, in order to reduce the 
redundancy of the indicator system and improve the efficiency 
of the model construction, correlation analysis and 
dimensionality reduction analysis are carried out for the input 
indicators; on the basis of the data preprocessing and analysis, 
the intelligent optimisation algorithm proposed in this paper is 
combined with the improvement of machine learning algorithm 
to realise the construction and optimisation of the risk 
assessment model of the construction of the roof tube above the 
operating tunnels; According to the risk assessment level and 
risk probability and control measures, numerical analysis and 
monitoring analysis are carried out on the proposed deformation 
control scheme for the construction of roof tube over operation 
tunnel. 

B. Module Analysis 

The research on construction risk assessment method of 
header tube over operation tunnel based on intelligent 
optimization algorithm and improved machine learning 
algorithm mainly includes construction risk identification of 
header tube over operation tunnel, establishment of construction 
assessment index system of header tube over operation tunnel, 
processing and analysis of measurement value of header tube 
over operation tunnel construction risk assessment index, 
optimization of construction risk assessment model of header 
tube over operation tunnel and analysis of the results of the risk 
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control scheme. technical research [19], the specific research 
composition framework is shown in Fig. 2. In Fig. 2, the 
construction risk assessment system of top tube over operation 
tunnel based on intelligent optimization algorithm and improved 
machine learning algorithm is mainly composed of risk 
identification, indicator system, risk level, data processing, risk 
assessment, risk control and other modules in order to accurately 
and objectively and systematically assess the construction risk 
of top tube over operation tunnel and deformation control 
scheme. 

 

Fig. 2. Risk assessment system building blocks. 

1) Risk identification module: The risk identification 

module identifies and categorises the uncertainties that may 

cause adverse consequences during the construction of the 

tunnel, and then screens out the uncertainties that may cause 

risky accidents. As an important basis for risk management, the 

risk identification module can determine the impact of different 

risk factors on the construction of the tunnel above the pipe, and 

then classify the different risk factors into categories, and the 

process of line identification is demonstrated in Fig. 3. The 

inputs of the risk identification module of the construction 

project of the roof tube over operation tunnel are investigation 

data analysis, expert consultation, experimental demonstration, 

and work decomposition structure method, and the outputs are 

risk code, risk factors, risk events, and risk consequences, and 

the specific input-output relationship diagram is presented in 

Fig. 4. 

 

Fig. 3. Risk assessment system building blocks. 

 

Fig. 4. Risk identification input-output relationship. 

2) Indicator system module: When constructing the 

construction risk assessment index system of the roofed pipe 

upper span operation tunnel, it is necessary to follow some 

basic principles, including the principles of systematicity, 

scientificity, operability, comparability, etc., as shown in Fig. 

5. 

 

Fig. 5. Principles for the selection of risk assessment indicators. 

On the basis of the identification and classification results of 
the construction risk of the top tube over operation tunnel, the 
index system module integrates the field survey and the research 
of the field research experts, and adopts the methods of 
quantitative analysis, qualitative analysis, and case study, etc., 
and constructs the construction risk of the top tube over 
operation tunnel from the aspects of engineering geological risk 
A, investigation and design risk B, construction technology risk 
C, tunnel engineering risk D, management risk E, and 
environmental factor risk F. Assessment index system, the 
specific system structure is shown in Fig. 6. As can be seen from 
Fig. 6, the input of the indicator system module is the selection 
principle and risk identification results, and the output is the risk 
assessment indicator system, and the input-output relationship is 
shown in Fig. 7. 

 

Fig. 6. Risk assessment index system for construction of pipe jacking over 

operational tunnels. 

 

Fig. 7. Principles for the selection of risk assessment indicators. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

274 | P a g e  

www.ijacsa.thesai.org 

3) Data processing module: The data processing module 

includes processes such as outlier removal, missing value 

supplementation, normalisation, indicator feature correlation 

analysis, feature dimensionality reduction, etc., as shown in Fig. 

8. 

 

Fig. 8. Data pre-processing flow. 

As an important step in data preprocessing, outlier removal 
removes data points that significantly deviate from other values 
in the data set. In this paper, we use the outlier processing 
method based on the 3σ criterion [20], which determines any 
data point in the data that is outside the range of the mean ± 3 
standard deviations as an outlier, and the principle is shown in 
Fig. 9. 

 

Fig. 9. Outlier rejection algorithm based on 3σ criterion. 

In the case of missing data, the missing value 
supplementation can fill in the data, make the data conform to 
the pattern, and improve the data quality to improve the 
performance of the subsequent evaluation model. In this paper, 
we adopt the proximity filling method, i.e., we use the 
observations before or after the missing values to fill in the 
missing values, as shown in Fig. 10. 

 

Fig. 10. Algorithm for missing value filling method. 

In order to eliminate the variance over the limit brought 
about by the data magnitude, the normalisation process is to 
scale the data so that it falls into a small specific interval. For the 
data characteristics occurring in the construction of the top tube 
up-span operation tunnel, this paper adopts the Z-score 
normalisation method, i.e., all data are normalised to the range 
of normal distribution with mean 0 and variance 1, and the 
calculation formula is as follows Eq. (1): 

x x
x




 

   (1) 

Where x  denotes the data after normalisation, x  is the data 

before normalisation, x  is the mean and   is the standard 

deviation. 

In order to analyse the redundancy of the risk assessment 
indicators for the construction of the roof-tube up-and-over 
operational tunnels, Pearson is used in this paper to calculate the 
correlation coefficients, which are calculated as follows, Eq. (2): 
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Where  cov ,x y  is the covariance coefficient and   x  

and   y  are the standard deviations. 

In order to reduce the dimensionality of the construction risk 
assessment indexes of the roof-tube up-and-over operation 
tunnels and extract the principal components, this paper adopts 
the Kernel Principal Component Analysis (KPCA) [21] method 
to extract features and reduce the dimensionality of the input 
construction risk assessment indexes. The KPCA is an 
improvement of the Principal Component Analysis (PCA) 
method, which uses the kernel function to construct complex 
nonlinear classifiers. The core idea of KPCA is to use the kernel 
function to map the original data to a high-dimensional feature 
space, and then perform PCA in that space. The specific 
principle is shown in Fig. 11. 
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Fig. 11. Principle of KPCA method. 

According to the introduction of the principles and 
mechanisms of the above methodology, the input to the data 
processing module consists of the original values of the 
construction risk assessment indicators for the jacked-up cross 
operational tunnels, and the output is the standardised values of 
the downgraded assessment indicators. 

4) Risk level module: According to the risk assessment 

index system of the construction risk of pipe jacking up and 

across the operation tunnel, including engineering geological 

risk A, investigation and design risk B, construction technology 

risk C, tunnel engineering risk D, management risk E and 

environmental factors risk F and other six aspects of the 26 

assessment indicators, this paper adopts the AHP to initially 

determine the weight of the indicators, and the specific process 

is shown in Fig.12. 

 

Fig. 12. Flowchart for the initial determination of the overall risk level based 

on the hierarchical analysis method. 

In order to determine the degree of risk impact based on the 
risk level, so as to determine the risk control strategy, this paper 
classifies the risk level of the construction of pipe jacking up and 
across the operation tunnel into five types, which are high risk, 

higher risk, medium risk, lower risk and low risk, and the scores 
corresponding to the different risk levels are shown in Table I. 

TABLE I. DIFFERENT RISK LEVELS AND CORRESPONDING LEVEL 

SCORES 

Risk 

level 
High Higher Moderate Lower Low 

Score ≥20 15-20 10-15 5-10 0~5 

The inputs to the risk level module are the hierarchical 
analysis method, the indicator system, and the outputs are the 
classification of the levels and the determination of the level 
scores. 

5) Risk assessment module: According to the risk analysis 

data of the construction risk of the top tube over the operation 

tunnel, the machine learning algorithm is used to determine the 

mapping relationship between the value of the construction risk 

assessment indexes of the top tube over the operation tunnel and 

the value of the risk assessment level, so as to construct the risk 

assessment model of the construction risk of the top tube over 

the operation tunnel. With the increase of data volume, the 

machine learning model structure optimisation and parameter 

optimisation are prone to problems such as premature maturity, 

falling into local optimum, and slow convergence speed. In 

order to improve the performance of the machine learning 

algorithm, an intelligent optimisation algorithm is used to 

optimise it [22], and the improved paradigm is shown in Fig. 

13. 

 

Fig. 13. Machine learning algorithm optimisation. 

In Fig. 13, the first step is to determine whether the machine 
learning algorithm needs to optimise the structural parameters or 
the control parameters, and the machine learning algorithm 
chosen in this paper is the BP neural network, so the variables to 
be optimised are the structural parameters, i.e., the BP neural 
network weights and biases. According to the initialisation 
strategy to initialise the BP neural network weights and bias, 
with the training error as the value of the fitness value function 
value, the optimisation strategy of the intelligent optimisation 
algorithm is used, and after iteration, the BP neural network 
weights and bias with the smallest error are obtained. 
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The inputs to the risk assessment module are BP neural 
networks, intelligent optimisation algorithms, risk analysis data 
for the construction of a roof-tube up and over an operational 
tunnel, and the outputs are the predicted risk level scores as well 
as the levels. 

6) Risk control module: The risk control module will 

remove accident risk control measures from engineering 

geology, construction technology, engineering management 

and other aspects according to the risk assessment results and 

risk acceptance criteria. In view of the construction risk 

problem of pipe jacking up and across operation tunnels, this 

paper analyses the deformation risk of pipe jacking through 

operation tunnels, and gives the deformation control method, 

i.e., the risk control measures are given from the engineering 

technology level. 

III. IMPROVED MACHINE LEARNING ALGORITHMS FOR RISK 

ASSESSMENT PROBLEMS 

A. Machine Learning Algorithms 

Machine learning algorithms are a subfield of artificial 
intelligence that allow computers to learn from data and improve 
their performance without the need for explicit programming 
instructions. These algorithms can be categorised into three 
types, including supervised learning, unsupervised learning and 
reinforcement learning, as shown in Fig. 14. Since the problem 
of risk assessment for the construction of a roofed pipe up and 
over operational tunnels is a supervised learning problem, 
machine learning algorithms in the supervised learning category 
are used in this paper. 

 

Fig. 14. Machine learning algorithm classification. 

Common machine learning algorithms include linear 
regression, logistic regression, decision trees, random forests, K-
nearest neighbours, Bayesian networks, neural networks, 
support vector machines, and integrated learning [23], as shown 
in Fig. 15. 

 

Fig. 15. Types of machine learning algorithms. 

B. BP Neural Network 

1) Principles and mechanisms: BP neural network [24] 

consists of three layers: input layer, hidden layer and output 

layer. ,mi inW W The connection weights from the input layer

mx  to the hidden layer
i

k  and the connection weights from the 

hidden layer
i

k  to the output layer
n

y  are represented 

respectively. 

Define the actual output of the network as Eq. (3): 

1 2( ) ( , , , )N

N N NY s v v v   (3) 

Its desired output is Eq. (4): 

1 2( ) ( , , , )Nd s d d d   (4) 

a) Positive propagation of the input signal 

The output of the m  th neuron of layer I can be expressed as 

Eq. (5): 

( ) ( )m

Mv s x s    (5) 

The inputs i

I
u  and outputs i

Iv  of the i  th neuron of layer H 

are defined respectively as 

1

( ) ( ) ( )
M

i m

I mi M

m

u s w s v s


   (6) 

 ( ) ( )i i

I I
v s f u s   (7) 

In Eq. (6) and Eq. (7), where  f  denotes the H-layer 

transfer function. 

Then the input n

Nu  and output n

N
v  of the n  th neuron of layer 

O can be expressed as Eq. (8) and Eq. (9): 

1

( ) ( ) ( )
N

n i

N in I

n

u s w s v s


   (8) 

 ( ) ( )n n

N N
v s g u s   (9) 

where  g  denotes the output layer transfer function. 

Then the overall error of the network can be expressed as Eq. 
(10): 

         2

1

1
,

2

N
n

n n n N

n

e s e s e s d s v s


    (10) 

b) Error signal back propagation 

When the overall system error is greater than a threshold, the 
weights need to be adjusted so that the error gradually decreases. 

( 1) ( ) ( )in in inw s w s w s     (11) 

( 1) ( ) ( )mi mi miw s w s w s     (12) 
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In Eq. (11) and Eq. (12), Where, ( )inw s  denotes the weight 

adjustment value of H layer and O layer, and ( )miw s  denotes 

the weight adjustment value of I and H layers. 

2) BP network applications: BP networks are able to mimic 

the learning and memory mechanisms of the human brain to 

learn and predict input data.BP networks are widely used in a 

variety of scenarios [25] due to their ability to learn to train 

nonlinear mapping laws, including but not limited to: 

 BP networks are widely used in the field of pattern 
recognition; 

 BP networks can be used to predict future outcomes or to 
make optimal decisions, such as in finance for predicting 
stock prices or developing risk management strategies; 

 Train neural networks to control the actions of robots or 
to optimise production processes to improve efficiency; 

 In the field of machine translation, BP networks are used 
to generate high quality translated texts; 

 BP networks also perform very well in the field of speech 
recognition, such as speech to text and voice command 
recognition. 

3) Problems with BP: Although BP networks have a wide 

range of applications in many fields, it has some problems and 

challenges: 

 Overfitting the training data leads to performance 
degradation on the test data; 

 The optimisation process may fall into local minima 
without reaching the global optimal solution; 

 In deep networks, gradients may fade away during 
backpropagation, making it difficult for the network to 
learn. 

C. Pigeon Swarm Optimisation Algorithm 

Pigeon-Inspired Optimization (PIO) is a novel population 
intelligence optimization algorithm [26], which is inspired by 
the autonomous homing behaviour of domestic pigeons in 
nature. This algorithm is mainly implemented by map and 
compass operators and landmark operators to update the 
position and velocity of pigeon flocks, so as to simulate the 
homing behaviour of domestic pigeons and find the optimal 
solution. 

4) Algorithmic principles 

a) Map and compass calculator: In the flock 

optimisation algorithm, map and compass operators are used to 

model the behaviour of domestic pigeons that use the 

geomagnetic field to determine the approximate direction. The 

velocity and position of each pigeon is updated based on the 

previous generation's velocity and current optimal position, as 

shown in Fig. 16. Specifically, the equations for updating the 

pigeon's velocity is as follows Eq. (13) and Eq. (14): 

 

Fig. 16. Map core guide operator. 

 1 1t t R t t

i i gbest iV V e rand X X        (13) 

1t t t

i i iX X V     (14) 

Where
t

iX  denotes the position information of the ith 

individual of the flock in the tth iteration,
t

iV  denotes the 

individual velocity information, gbestX  denotes the optimal 

individual position, R  denotes the map kernel compass factor, 

and rand  is a random number. When the number of iterations 

reaches a certain number of iterations, the execution of the map 
and compass operator stops and enters the landmark operator. 

5) Pseudo-code and flowchart: According to the basic 

principle and optimisation strategy of the pigeon flocking 

optimisation algorithm, the flowchart of the pigeon flocking 

optimisation algorithm is shown in Fig. 17 respectively. 

 

Fig. 17. Flowchart of the PIO algorithm. 
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D. PIO-BP Neural Network 

In this paper, we use real number coding to encode the BP 
hidden layer weight values and hidden layer bias with the coding 

dimension of    1 1 1 2 2 2m l l m l l      , and also use 

MAE as the adaptation function Eq. (19): 

1

1
ˆ

M

i i

i

MAE y y
M 

    (19) 

Where, ˆ
iy  denotes the predicted value based on the 

proposed algorithm,
iy  denotes the true value and M  is the 

number of test samples. 

The steps of the PIO-BP neural network prediction method 
(Fig. 18) are as follows:  

 PIO algorithm encodes the initial parameters; 

 Calculates the value of the fitness function; 

 Updates the position and speed of the PIO population by 
using the map and compass operator and landmark 
operator;  

 Calculates the value of the fitness function and updates 
the global optimal solution; 

 Determines whether or not the termination conditions are 
satisfied; 

 Decodes the PIO algorithm-optimised BP network 
structure parameters; 

 Constructing a tunnel construction risk assessment 
model based on PIO-BP neural network. 

 

Fig. 18. Tunnel construction risk assessment based on PIO-BP neural 

network. 

 Use either SI (MKS) or CGS as primary units. (SI units 
are encouraged.) English units may be used as secondary 
units (in parentheses). An exception would be the use of 
English units as identifiers in trade, such as “3.5-inch 
disk drive”. 

 Avoid combining SI and CGS units, such as current in 
amperes and magnetic field in oersteds. This often leads 
to confusion because equations do not balance 
dimensionally. If you must use mixed units, clearly state 
the units for each quantity that you use in an equation. 

 Do not mix complete spellings and abbreviations of units: 
“Wb/m2” or “webers per square meter”, not “webers/m2”.  
Spell out units when they appear in text: “. . . a few 
henries”, not “. . . a few H”. 

 Use a zero before decimal points: “0.25”, not “.25”. Use 
“cm3”, not “cc”. (bullet list) 

IV. ALGORITHMIC APPLICATIONS 

In order to verify the performance of the risk assessment 
algorithm for the construction engineering of the city railway 
tunnel project, this paper relies on the construction risk analysis 
of the tunnel of Xinfeng Road underground passage close to the 
upper crossing of Metro Line 9 in Hangzhou and the side 
penetration of Hanghai Intercity Tunnel Project, constructs the 
risk assessment model, and puts forward the effective risk 
control measures. 

A. Project Description 

Xinfeng Road Underpass in Linping District, Hangzhou is 
located in the north side of the intersection of Xinfeng Road and 
Wenzheng Street in Linping District, and there are many 
existing structures within the new construction scope. The 
channel passes through Xinfeng Road, the main road (roof pipe 
depth 2.3m), and close to cross (roof pipe and tunnel structure 
minimum vertical clearance 2.5m) existing operation Hangzhou 
Metro Line 9, Yuhang high-speed rail station ~ Nanyuan station 
interval two-line tunnel, and parallel side through (roof pipe and 
tunnel horizontal clearance 15.6m) existing Hanghai intercity 
two-line tunnel. The total length of the underpass is 136.5m, 
which is constructed by pipe jacking method and open cut 
method, of which the starting shaft and receiving shaft open cut 
section are 34.9m and 26.6m long respectively, with the depth 
of the shaft being about 8~9m. The crossing section of the 
underpass is constructed by pipe jacking method from west to 
east, with a length of 75m. the standard rectangle pipe jacking 
section is adopted, with the internal dimensions of 6.0m×3.3m, 
the wall thickness of the jacking pipe is 0.45m, and the length of 
the pipe section is 1.5m, and the socket joint is adopted. The 
length of the pipe section is 1.5m, and the socket joints are 
adopted. 

B. Construction Risk Assessment 

For the factors that may lead to excessive deformation of the 
existing tunnel during the jacking construction process of the 
pipe jacking section, the main focus is on the silt layer and the 
close proximity through the existing tunnel in two aspects: (1) 
the project is located in the silt layer, with high compressibility, 
high sensitivity and thixotropy, poor engineering properties, and 
unfavourable control of deformation of the ground layer 
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disturbed by the construction. At the same time belongs to the 
low to medium permeability stratum, and this project is adjacent 
to East Lake, rich groundwater recharge, strata water content is 
large, jacking process is prone to groundwater gushing, resulting 
in over-excavation of tunnels and triggering the risk of 
construction safety; (2) jacking pipe with a vertical clearance of 
2.5m through the operating tunnel in the vicinity of the top, 
jacking process in the front of the strata by the construction of 
the influence of the stress of the disturbance is serious, resulting 
in the unloading of the lower part of the front disturbed area as 
well as the pipe section of the ground below shear disturbance 
zone During the jacking process, the ground strata in front is 
severely disturbed by the impact of the application, which 
causes the unloading disturbance zone in front and the shear 
disturbance zone in the lower part of the pipe section to be 
relaxed, and the structure of the operating tunnel in the lower 
part of the pipe section is uplifted along with the surrounding 
strata, which has a great impact on the deformation of the 
existing tunnel before and after jacking. At the same time, the 
soil cover above the jacking tube is shallow, only 2.3m, and the 
jacking has a strong influence on the deformation of the ground 
surface, and the deformation effect of the shallow soil cover will 
increase the deformation of the tunnel in the unprotected 
condition. 

Aiming at the above key risks, this paper carries out 
construction risk assessment from engineering geological risk 
A, investigation and design risk B, construction technology risk 
C, tunnelling risk D, management risk E and environmental 
factor risk F. Risk assessment indexes of the six aspects are 
taken as inputs, and risk level score values are taken as outputs, 
where the risk index values need to be extracted by downscaling 
features. According to the risk level score value, the risk level is 
obtained by combining the correspondence between the risk 
assessment value and the level grade in the risk level module. 

C. Risk Control Programme 

The deformation control of pipe jacking through operational 
tunnels includes deformation monitoring control and factor-
specific control. Deformation monitoring and control includes 
the development of deformation control standards and 
automated monitoring measures; factor-specific control 
includes MJS portal-type ground reinforcement measures for the 
chalky sand stratum close to the underpass and surface 
hardening measures for shallow overburden. 

Standard measures for deformation control were developed 
as shown in Table II. 

TABLE II. DEFORMATION CONTROL STANDARDISATION 

Structural safety control indicator control values metric 

Horizontal displacement (mm) <5 

Vertical displacement (mm) <5 

Relative convergence (mm) <5 

Differential settlement at station and zone junction (mm) <5 

Radius of deformation curvature (m) >15000 

relative curvature of deformation <1/2500 

Tube sheet seam opening (mm) <1 

Additional load on outer wall (kPa) ≤10 

Crack width (mm) ≤0.1 

Contact net guide height (mm) <20 

Roadbed and track displacement (mm) <5 

Aiming at the characteristics of large compressibility, poor 
engineering properties and large water content of the silt layer, 
and the large influence of groundwater on the slagging process 
of the pipe jacking and the stability of the thixotropic mud on 
the outside of the pipe joints, the all-around high-pressure rotary 
injection grouting method (MJS) is adopted in the silt layer 
crossed by the pipe jacking to carry out gated reinforcement in 
advance in the area of the pipe jacking crossing over the 
operation tunnel. 

V. EXPERIMENTAL ANALYSIS 

A. Experimental Set-Up 

In order to verify the effectiveness of the risk assessment 
algorithm for tunnel construction proposed in this paper and the 
feasibility of taking risk control measures, this paper takes the 
data of the project of Hangzhou Xinfeng Road underground 
passage close to crossing the metro line 9 tunnel and side 
through Hanghai intercity tunnel as the data for analysis, and 
selects SVM, Decision Tree, and BP as the comparative 
algorithms of the analysis and assessment algorithms of the PIO-
BP neural network, and at the same time analyses the risk control 
measures from the on-site monitoring and numerical simulation. 
Two aspects of risk control measures are analysed. 

The algorithm setup is shown in Table III. The algorithm 
used in this paper is PIO-BP neural network and the comparison 
algorithms are SVM, Decision Tree and BP neural network. 

TABLE III. PARAMETER SETTINGS FOR THE COMPARATIVE RISK 

ASSESSMENT ALGORITHM 

Arithmetic Parameterisation 

Support Vector Machine 

(SVM) 
C=100,σ=0.1 

Decision Tree The maximum number of divisions is 4 

BP neural network 
Hidden layer node is 50, activation function is 

radial basis function 

PIO-BP neural network 
Hidden layer nodes are 50, activation function 
is radial basis function, population size is 50, 

maximum number of iterations is 100 

The experimental simulation environment is Windows 10, 
the risk assessment algorithm programming language Python 
3.7, and the Midas GTS finite element software is used for the 
risk control measures. 

The experimental finite element calculation model for 
numerical analysis of risk control measures is shown in Fig. 19. 
x is the direction of pipe jacking and z is the direction of model 
elevation. The relevant calculation parameters of each soil layer 
are shown in Table IV The pipe jacking sheet and tunnel 
structure, station wall panel structure, enclosure structure and 
support adopt linear elastic principal structure, and the values of 
structural parameters are shown in Table V. 
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Fig. 19. Schematic diagram of finite element calculation model. 

TABLE IV. CALCULATED PARAMETERS FOR SOIL LAYERS 

Stratigraphic 

name 

Triaxial 

loading 

stiffness E50 

(MPa) 

Triaxial unloading 

stiffness Eur (MPa) 

Consolidator loading 

stiffness Eord (MPa) 

Initial small strain 

modulus G0 (MPa) 

Modulus stress 

related power 

index(m) 

Shear strain 

level γ0.7 

miscellaneous 

fillings 
3.0 15.0 3.0 50.0 0.5 1.0 × 10-4 

clayey silt 7.0 28.0 7.0 112.0 0.5 2.0 × 10-4 

sandy silt 8.5 34.0 8.5 136.0 0.5 2.0 × 10-4 

silt sand 10.0 40.0 10.0 160.0 0.5 2.0 × 10-4 

clays 6.5 27.0 5.4 108.0 0.7 2.0 × 10-4 

TABLE V. STRUCTURAL CALCULATION PARAMETERS 

Typology 
Serious 

(kN/m )3 

Modulus of 

elasticity 

(Mpa) 

Poisson's ratio Cohesion(kPa) 
Angle of internal 

friction(°) 

MJS plus solids 18.0 400 0.2 1000 23 

pipe jacking slice 25.0 34500 0.25 - - 

shield 25.0 34500 0.25 - - 

Station wall panels, enclosures and 

internal supports 
24.0 30000 0.2 - - 

steel support 78.0 200000 0.2 - - 

B. Analysis of Evaluation Test Results 

In order to verify the effectiveness of the PIO-BP neural 
network based risk assessment algorithm for tunnel 
construction, this subsection compares the performance of 
SVM, Decision-tree, BP, and PIO-BP methods using a test set. 

The results of risk assessment of 26 monitoring sections in 
tunnel construction based on different algorithms are given in 

Fig. 20. As can be seen from Fig. 20(a) – Fig. 20(d), the accuracy 
of the risk assessment algorithm of the PIO algorithm optimised 
BP neural network is better than the other algorithms. The 
statistical results show that the risk assessment model based on 
the PIO-BP algorithm is closer to the real value of the test set 
data than the assessment results of other modelling methods, 
which demonstrates the high assessment accuracy of the model. 
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(a) SVM 

 
(b) Decision-tree 

 
(c) BP 

 
(d) PIO-BP 

Fig. 20. Test results of different risk assessment model algorithms. 

C. Analysis of the Results of the Testing of Risk Control 

Measures 

6) Tunnel structural displacement: The software is used to 

simulate the pipe jacking construction, and the calculation 

results after the advancement of the pipe jacking in the 

characteristic working condition are shown in Fig. 21. It can be 

seen from Fig. 21 that the deformation values of the two 

operating tunnels satisfy the control requirement of 5mm. The 

difference settlement at the junction between the tunnel section 

and the station is small. 

 
(a) Horizontal displacement of Line 9 tunnel (mm) 

 
(b) Vertical displacement of Line 9 tunnel (mm) 
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(c) Horizontal displacement of intercity tunnels (mm) 

 
(d) Vertical displacement of intercity tunnels (mm) 

Fig. 21. Pipe jacking to complete the upper span construction results. 

7) Tunnel structural curvature: According to the maximum 

deformation results of the two tunnels, the additional radius of 

curvature of the tunnels caused by the jacking is calculated, and 

the results are shown in Fig. 22. It can be seen that the additional 

radius of curvature of the two operation tunnels caused by the 

jacking construction is much larger than the control 

requirements of 15,000m, which meets the requirements, and 

the jacking pipe is directly above the close up penetration of the 

structural deformation of the operation tunnels is more 

influential. 

 
(a) Line 9 underground tunnel 

 
(b) Hang Hai Intercity Tunnel 

Fig. 22. Additional radius of curvature of operational tunnels. 

VI. CONCLUSION 

The research successfully develops a risk assessment 
algorithm based on a combination of machine learning 
technology and pigeon-inspired optimization (PIO) algorithm to 
address the construction risks associated with urban railway 
tunnel projects. This PIO-BP neural network-based risk 
assessment model effectively identifies and assesses risks, 
leading to improved prediction accuracy. The study also 
provides a corresponding risk control scheme, which has been 
validated using monitoring data and numerical models, 
confirming the feasibility of the proposed risk assessment and 
control measures. The algorithm and approach provide a solid 
foundation for risk management in complex urban railway 
tunnel projects.  

While acknowledging the contributions of this study, there 

are three key limitations that cannot be overlooked: Firstly，the 

risk identification process primarily relies on expert 
consultations and qualitative analysis, lacking quantitative 
automation support, which may impact the comprehensiveness 
and accuracy of risk identification. Then, while machine 
learning algorithms improve accuracy, the risk assessment 
indicator system could benefit from deeper quantitative analysis, 
leveraging big data technologies to enhance the granularity of 
risk predictions. Finally, the proposed risk assessment model is 
validated on specific projects but lacks clarity on its adaptability 
under different geological and environmental conditions, 
limiting its feasibility for broader applications. 
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Abstract—The shallow overburden pipe jacking over operatio

n tunnel construction project in chalk stratum has the risk of defo

rmation of the soil layer and the existing tunnel, which increases t

he difficulty of pipe jacking over construction, and the risk assess

ment and control become the key technology for the safe and succ

essful completion of the construction. Aiming at the problems of t

he current deformation risk assessment and control method, such

 as the assessment system is not comprehensive, systematic and ob

jective enough, the prediction accuracy is not efficient enough, an

d there is a lack of quantitative analysis, etc., a deformation risk a

ssessment and control method is proposed to combine the heuristi

c optimization algorithm of human behaviour and deep machine l

earning algorithm for pipe jacking up to and across operation tun

nels on shallow overburden of chalky sand stratum. Firstly, by an

alyzing the construction process of pipe jacking tunnel, the defor

mation risk factors of the construction process and the deformati

on risk control scheme are given; then, a deformation risk assess

ment and control algorithm with improved deep limit learning m

achine is proposed by combining human heuristic optimization al

gorithm; finally, the proposed deformation assessment and contr

ol model is applied to the deformation risk assessment and contro

l problem of pipe jacking over operation tunnel on shallow overb

urden of pulverised sand stratum, and a finite element computati

onal model is used to construct the data. Finally, the proposed def

ormation assessment and control model is applied to the problem 

of deformation risk assessment and control in a tunnel with shallo

w overburden in chalky sand stratum by using finite element com

putational model to construct the data set, training the deformati

on risk assessment and control model, and using the monitoring d

ata as the test set to validate the validity of the proposed model al

gorithm, and solving the problem of the poor prediction accuracy

 of the control algorithm for deformation risk assessment and con

trol of a tunnel with shallow overburden in a tunnel with shallow 

overburden in chalky sand stratum. 

Keywords—Pipe jacking up and over operational tunnel 

construction; tunnel deformation risk assessment; deep limit 

learning machine; hybrid leader optimisation algorithm; control 

strategy 

I. INTRODUCTION 

Due to the rapid development of economic technology and 
science and technology, the urbanisation process in China has 
been increasing, which has led to many problems in cities, such 
as traffic congestion, environmental pollution, population 
increase, and huge energy depletion [1]. In order to alleviate the 
increasingly serious pressure on urban space, the construction 
and development of underground space has gradually become 
an important way for major cities to solve the problems arising 
from urbanisation [2]. The construction of urban underground 
space includes the construction of underground tunnels, and its 

construction methods mainly include shield method and pipe 
jacking method, two urban tunnel construction methods [3]. The 
pipe jacking tunnel construction method, as a kind of no-
excavation construction technology, achieves the construction 
of tunnels by setting up work shafts on the ground, and then 
using pipe jacking machines to push the pipeline or tunnel 
structure from one work shaft to another work shaft [4]. The pipe 
jacking tunnel construction technology has the characteristics of 
reducing damage to the surrounding environment, ensuring 
construction safety, fast construction speed, controllable quality 
and strong adaptability [5]. Although there are many advantages 
in the process of jacking tunnel construction, it is still affected 
by the geological environment, nearby buildings and other 
influences, and there is the phenomenon of frequent accidents in 
underground tunnel engineering, such as ground subsidence, 
sand and soil gushing out, and river water backing up and other 
problems [6]. Therefore, it is of great practical significance to 
study the comprehensive and systematic quantitative risk 
assessment and control method of tunnel deformation during the 
construction of pipe jacking tunnels. 

Accurate and effective risk assessment methods for 
deformation of tunnel operating in jacked tube construction not 
only improve the safety of jacked tube tunnel construction, but 
also improve the risk management level of tunnel engineering 
construction [7]. Risk assessment generally includes the steps of 
risk mechanism analysis, risk identification, risk assessment and 
risk control [6]. The deformation risk assessment of roof-tube 
construction and operation tunnel is to analyse and identify the 
risk factors of roof-span jacking construction in the process of 
roof-tube top-span operation tunnel construction, use the risk 
assessment model to construct the complex law relationship 
between the tunnel deformation risk indexes and the value of the 
control strategy, and obtain the deformation control strategy of 
the roof-tube construction and operation tunnel based on the 
specific deformation situation of the tunnel [7]. Risk assessment 
algorithm, as one of the key technologies for deformation risk 
assessment of top tube over spanning operation tunnels, should 
not only analyse the risk of tunnel changes in the construction 
process from the perspective of top tube over spanning operation 
tunnels, but also put forward risk assessment algorithms that can 
describe the law according to the specificity of the problem. 
Currently, the research on the top tube over operational tunnels 
mainly focuses on the deformation of the soil layer around the 
top tube method and the deformation of the existing tunnel 
structure, and usually adopts the empirical formula method [8], 
the theoretical analysis method [9], and the finite element 
analysis method [10], etc. Literature [8] has shown that the 
deformation of the soil layer around the top tube method and the 
deformation of the tunnel structure is the main cause of the risk 
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of tunnel changes during the construction process; Literature in 
[9] used random medium method and peck formula method to 
analyse the difference of surface settlement caused by pipe 
jacking construction; Literature in [10] for the problem of 
rectangular pipe jacking construction of large cross-section, the 
use of finite element software to analyse the disturbance of the 
soil body, and at the same time put forward the relevant 
construction control scheme. For the problem of risk assessment 
model construction, the current more popular assessment 
algorithms include fuzzy logic method, grey model, machine 
learning and other methods [11]. Due to the deformation of the 
top tube over operation tunnel is affected by the uncertainty and 
complexity of the construction risk, and at the same time, there 
is a nonlinear relationship between the deformation risk and the 
control strategy, the deformation risk assessment method of the 
top tube over operation tunnel based on machine learning 
algorithms can use the data to quickly construct an accurate 
model, which is paid special attention to by experts in the field, 
and has also become one of the directions of the development of 
the deformation risk intelligent analysis of the top tube 
construction and operation tunnel [12]. Risk assessment 
methods based on machine learning algorithms include BP 
neural networks, support vector machines, decision trees, 
clustering and other algorithms [13]. Although the research on 
deformation risk assessment algorithms for roof-tube up-and-
over operation tunnels has achieved certain qualitative 
theoretical results, there are still some problems [14]: 1) the 
identification of deformation risk of roof-tube up-and-over 
operation tunnels is not comprehensive and systematic enough; 
2) the quantitative research on the deformation control strategy 
of roof-tube up-and-over operation tunnels is relatively small; 
and 3) the precision of the deformation risk assessment model 
needs to be improved. 

For groundwater-rich chalk strata, pipe jacking is prone to 
the risk of over-excavation due to gushing, which affects the 
stability of the surrounding strata. Compared with general clay 
and weathered rock strata, there are fewer construction practices 
in the engineering community for pipe jacking across highly 
sensitive soils such as chalk strata, and there is a lack of 
deformation control measures for existing structures that are 
compatible with such strata [15]. In order to analyse the 
deformation risk mechanism of pipe jacking across operational 
tunnels in shallow overburden in chalky sand strata and to 
quantify the precise deformation risk control measures, machine 
learning algorithms are used to construct a deformation risk 
assessment and control model for pipe jacking across 
operational tunnels in shallow overburden in chalky sand strata. 

In order to solve the problems of deformation risk 
assessment and control method of pipe jacking over operation 
tunnel, this paper proposes a risk assessment and control method 
based on hybrid leader optimisation algorithm to improve the 
depth limit learning machine. In view of the deformation risk 
problem of shallow overburden pipe jacking over operation 
tunnel in chalk stratum, the deformation risk mechanism is 
analysed, and the deformation risk factors and control indexes 
in the construction process are introduced; in view of the 
deformation risk assessment and control problem of the tunnel, 
the hybrid leader optimization algorithm is used to optimize the 
network of the deep limit learning machine, and the proposed 

general application is applied to the specific problems. The 
effectiveness and robustness of the proposed algorithm is 
verified by analysing the structural numerical simulation data 
with the case of a close-range up-span underground operation 
tunnel in chalky sand formation. 

The paper’s framework begins with an analysis of the 
deformation mechanisms involved in pipe-jacking tunnel 
construction within chalky sand strata, focusing on key factors 
that influence deformation risk and stability control. Following 
this, it introduces a hybrid machine learning model that 
combines a Deep Limit Learning Machine (DELM) with a 
Hybrid Leader-Based Optimization (HLBO) algorithm to 
enhance prediction accuracy and model robustness. This model 
is then applied to a case study in Hangzhou, China, where pipe-
jacking occurs near existing metro tunnels, with simulations and 
field measurements used to test accuracy. Comparative 
experiments validate the model’s effectiveness against other 
methods, presenting detailed parameter evaluations and 
monitoring data. The paper concludes by discussing the model’s 
contributions to improving deformation risk assessment in 
tunnel engineering, noting its limitations and proposing areas for 
further research to increase predictive accuracy and 
computational efficiency. 

II. ANALYSIS OF DEFORMATION RISKS AND CONTROL 

OPTIONS FOR PIPE JACKING  

A. Pipe Jacking Tunnel Construction Process 

Pipe jacking tunnelling is a trenchless construction 
technique, which is mainly used for the construction of urban 
underground pipelines, subways, pedestrian passages and other 
projects. This technology achieves tunnel construction by 
setting up work shafts on the ground and then using pipe jacking 
machines to push the pipeline or tunnel structure from one work 
shaft to another, as shown in Fig. 1. Pipe jacking construction 
technology has the characteristics of reducing damage to the 
surrounding environment, ensuring construction safety, fast 
construction speed, controllable quality and strong adaptability. 

 

Fig. 1. Construction process of pipe jacking tunnelling. 
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As shown in Fig. 1, it can be seen that the process of pipe 
jacking tunnel construction includes pre-preparation, tunnel 
excavation, support construction, pipe jacking advancement, 
tunnel closure, and post-acceptance [16]. 

1) Pre-preparation: Determine the tunnel construction 

area, carry out geological survey and design, and formulate 

detailed construction plan, including propulsion path and 

propulsion machinery selection. 

2) Tunnel excavation: traditional tunnel excavation 

methods, such as blasting or roadheader method, are used to 

open up a large enough tunnel space for pipe jacking 

construction. 

3) Support construction: choose the appropriate support 

method according to the geological condition, such as steel 

frame support, spray anchor support, etc., to ensure the stability 

and safety of the tunnel. 

4) Pipe jacking advancement: choose suitable pipe jacking 

machinery to carry out the advancement operation, and support 

the tunnel wall during the advancement process to prevent 

collapse and instability. 

5) Tunnel closure: When the jacking pipe advances to the 

target position, the pipe closure and connection work is carried 

out to ensure the sealing and use function of the tunnel. 

6) Post-acceptance: acceptance of construction quality, 

check whether pipe jacking construction meets the 

requirements to ensure the quality of the project. 

B. Project Orientated Risk Analysis of Deformation during 

the Construction Process 

1) Introduction to the project: In order to verify the 

effectiveness of the deformation risk assessment and control 

method of the pipe jacking across the operation tunnel, this 

paper adopts the pipe jacking construction project of Xinfeng 

Road underground passage in Linping District of Hangzhou 

City as an analysis sample. 
Xinfeng Road Underpass in Linping District, Hangzhou is 

located in the north side of the intersection of Xinfeng Road and 
Wenzheng Street in Linping District, and there are many 
existing structures within the new construction scope. The 
underpass passes through Xinfeng Road, a main road (header 
pipe depth 2.3m), and crosses (minimum vertical clearance 
between header pipe and tunnel structure 2.5m) the existing 
Hangzhou Metro Line 9 Yuhang High Speed Railway Station to 
Nanyuan Station double line tunnel, and passes through the 
existing Hanghai Intercity Double Line Tunnel in parallel 
(horizontal clearance between header pipe and tunnel 15.6m). 
The relative position of the underpass and the existing structure 
is shown in Fig. 2. 

The pipe jacking section of the underpass passes through the 
shield tunnel of Metro Line 9 (inner diameter 5.5m, wall 
thickness 350mm) and the shield tunnel of Hanghai Intercity 
(inner diameter 6.0m, wall thickness 350mm). 

According to the results of ground investigation, the pipe 

jacking section is mainly located in ②2 sandy silt and ④ silt 

stratum, the upper layer is ① miscellaneous fill and ②1 clayey 

silt stratum, and the layer where the tunnel is located in the lower 

zone is ④ silt and ⑥ clay stratum, and the physico-mechanical 

parameter of the soil stratum is shown in Table I. 

Top section of 

underpass

Yu Nan section of Line 9

Hangzhou-hai intercity Tunnel

Left line

Right lane

Traverse node

western 

conference east area

East Lake

East Lake 

underground 

parking garage

Metro 1

 

Fig. 2. Relationship between the plan position of the underground passage and the existing structure. 

TABLE I.  PHYSICAL-MECHANICAL PARAMETERS OF LANDMARKS 

Layer 

number 
Stratum 

Water 

content/% 
Pore ratio/% 

Natural 

gravity/(kN/m3) 
Cohesion/kPa 

Angle of 

internal 

friction/° 

Horizontal 

permeability 

coefficient 

k/(×10-4cm/s) 

Vertical 

permeability 

coefficient k 

/(×10-4cm/s) 

① mixed soil (30.0)  (19.0) (7.0) (15.0)   

②1 clayey silt 25.5 0.731 19.09 5.6 17.6 0.63 0.49 

②2 sandy silt 24.6 0.693 19.25 3.0 21.6 7.4 6.1 

④ siltstone 24.2 0.677 19.28 3.3 23.4 53.4 37.8 

⑥ clays 27.6 0.811 18.88 34.4 14.4   
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2) Deformation analysis of pipe jacking construction 

process: The pipe jacking method of construction generally 

causes deformation of the ground and the existing tunnel [17]. 

The deformation of the ground includes ground loss and 
reconsolidation of disturbed soil. The deformation of stratum 
mainly refers to the difference between the actual soil volume 
and the completed tunnel volume during the pipe jacking 
construction process, and the factors that cause the loss of 
stratum include soil excavation, pipe section size, tool pipe 
dragged with soil, pipe jacking correction, pipe section rebound 
and so on. Re-consolidation of disturbed soil refers to the re-
consolidation of disturbed soil after the end of pipe jacking 
construction, resulting in deformation of the soil layer again, and 
the main factors include the decrease of void pressure and the 
disappearance of super pore water pressure. 

The deformation of an existing tunnel includes both lateral 
and vertical deformation [18]. 

In order to construct an accurate tunnel deformation risk 
assessment and control model, the tunnel deformation risk factor 
set is firstly established from two perspectives: ground 
deformation and existing tunnel deformation, as shown in Fig. 
3. 

 

Fig. 3. Tunnel deformation risk factor set. 

3) Specific analysis of deformation risk: In this project, 

there was excessive deformation of the existing tunnel during 

the jacking construction of the pipe jacking section, mainly 

focusing on two aspects. 

a) Aspects of deformation in chalk strata: Firstly, the 

project is located in the stratum of silt sand stratum, with high 

compressibility, high sensitivity and thixotropy, and 

unfavourable deformation control after stratum construction; 

secondly, the project is adjacent to the East Lake, with large 

water content in the stratum, and easy to occurrence of 

groundwater gushing in the process of jacking. 

b) Deformation of existing tunnels: The jacking pipe 

penetrates the operation tunnel with a vertical clearance of 

2.5m, which causes the ground stress relaxation in the 

unloading disturbance area and the shear disturbance area, and 

the structure of the operation tunnel near the bottom rises 

upwards with the surrounding strata; the soil overlay above the 

jacking pipe is relatively shallow, and the jacking construction 

has a large impact on the ground surface deformation, as shown 

in Fig. 4. 

C. Deformation Risk Control Programme 

In order to analyse the impact of the construction process of 
the pipe jacking project on the deformation of the operation 
tunnel, in order to minimise the project risk, the existing tunnel 
inspection situation is taken into account to determine the 
structural and surface deformation control scheme of the 
existing tunnel in the area during the construction process of the 
pipe jacking project. The existing tunnel structure and surface 
deformation control program during the construction process of 
the pipe jacking project is mainly expressed in the form of safety 
control indicators. 

 

Fig. 4. Schematic diagram for specific analysis of tunnel deformation risk. 

The deformation control index of the interval during the 
construction process of the pipe jacking upper span project is 
designed from the deformation control of the existing tunnel 
structure and the surface deformation control in two aspects of 
the index value [19], in which the deformation control of the 
existing tunnel structure includes the safety control index and 
the deformation rate control index [20], as shown in Table. II 

TABLE II.  SCHEMATIC DIAGRAM OF DEFORMATION CONTROL 

INDICATORS 

ltems Indicators 

Existing tunnels 

Horizontal displacement of the 

tunnel 

Vertical displacement of the tunnel 

Tunnel differential settlement 

Tunnel radial convergence 

Rail transverse height difference 

Shield segment joint opening 

Settlement of tunnel structures 

Tunnel structure floats upward 

Horizontal displacement of 

structure 

Surface 
Surface uplifting 

Surface subsidence 

In view of the shallow soil cover above the jacking tube, 
300mm thick reinforced concrete slabs are used for road 
hardening on the surface above the jacking section of the 
channel to reinforce the strength of the ground surface, reduce 
the surface uplift in the jacking process, slow down the effect of 
shallow soil cover on the deformation of the operation tunnel 
and act as counterweights above the jacking tube. 

III. IMPROVED DEEP LIMIT LEARNING MACHINE MODEL 

Deep Extreme Learning Machine is a deep neural network 
stacked by multiple Extreme Learning Machine self-encoders 
with fast training speed and good generalisation performance 
[21]. In order to overcome the problem that the random input 
weights and biases of deep extreme learning machine affect the 
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training effect, this paper proposes a deep extreme learning 
machine model based on hybrid leader optimisation algorithm. 

A. Deep Limit Learning Machine 

The limit learning machine [22] is denoted as 

   
1

, 1,2, ,
l

ELM i j j i j

j

f x g a x b i N


    (1) 

Where 1 2, , ,j j j jn        denotes the output 

weights, 1 2, , ,j j j jma a a a     denotes the input weights,

jb  denotes the bias, and  g   denotes the activation function. 

The ELM output error is 
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Where, H  denotes the output,   denotes the output 

weights and y  denotes the desired output. In ELM algorithm, 

by determining a  and b  , H  is uniquely determined. The 

output weights are solved by the formula 
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H  denotes the Moore-Penrose generalised inverse 

matrix of the matrix H  . 

Deep extreme learning machine (DELM) output weights are 
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Where, C  tables the regular term coefficients. 

B. Hybrid Leader Optimisation Algorithm 

In intelligent optimisation algorithms, the individuals of the 
population act as searchers in the problem space, which are 
candidates for solving the problem, and update the position 
information through continuous iterative optimisation and 
comparison to provide a better solution. In this paper, we 
propose a leader-inspired intelligent optimisation algorithm, 
Hybrid leader based optimization (HLBO), which uses the best 
member, a random member, and the corresponding member to 
update and guide the position information of the population [23]. 

Like other heuristic algorithms, the population 
representation of the HLBO algorithm is as follows: 
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At the beginning of the optimisation process, the population, 
N individuals are randomly initialised with the following 
initialisation formula: 

  , 1, 2, ,    ij j j jx lb rand ub lb j m (6) 

In HLBO, two search phases are proposed based on leader 
behaviour: an exploration (global) phase and an exploitation 
(local) phase. 

1) Exploration (global) phase: The exploration phase 

usually allows the population individuals to precisely search 

different spaces to reach the original optimal region. 

Continuous dependence on population-specified individuals 

can prevent global search and reduce the exploration operation 

of the algorithm, which results in the population individuals 

falling into a local optimum. In the HLBO algorithm, a hybrid 

leadership strategy is used to update the population, and its 

strategy mainly depends on the current individual, optimal 

individual, and random individual position information. 

The participation factors of current individual, optimal 
individual, and random individual make the calculation based on 
individual quality, and the specific formula of individual quality 
is as follows: 

 
 

1

, 1,2, ,




 



i worst
i N

i worst

j

F F
q i N

F F
         (7) 

The participation factor for each member is calculated as 
follows: 
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Where
iq  denotes the individual quality,

iF  denotes the 

fitness value,
worstF  denotes the fitness value of the worst 

solution, and
iPC  , bestPC  and kPC  denote the participation 

factors of the ith candidate solution, the optimal solution, and 
the kth candidate solution, respectively. 

Based on the calculation of the participation factor, the 
hybrid leader location information is: 

  i i i best best k kHL PC X PC X PC X (11) 

where iHL  denotes the hybrid leader generated by the ith 

candidate solution and kX  denotes a randomly selected 
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individual. The ith individual position update is based on the 
guidance of the hybrid leader. 
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The HLBO algorithm uses an elite strategy to select 
individuals as follows: 
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Where,
, 1new p

iX  denotes the new position of the ith candidate 

solution,
, 1new p

iF  is the fitness value of
, 1new p

iX  , r  denotes the 

random number between  0,1  , I  is a randomly selected 

integer from the integer set 1, 2  , and
iHLF  denotes the mixed 

leader fitness value of the ith candidate solution. 

2) Development (partial) phase: The development phase is 

a localised search to obtain better solutions in the vicinity of the 

solution. In the HLBO algorithm, each individual 

neighbourhood region can allow an individual search to find a 

better candidate solution. In the development phase, the local 

search strategy is modelled as follows: 
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Where,
, 2new p

iX  denotes the new position of the local phase 

of the ith candidate solution,
, 2new p

iF  is the fitness value of

, 2new p

iX  , R  is a constant set to 2, t  denotes the current number 

of iterations, andT  is the maximum number of iterations. 

 

Fig. 5. Flowchart of HLBO algorithm. 

3) Process steps: Based on the analysis and description of 

the above strategies and mechanisms, the flow of the KOA 

algorithm is shown in Fig. 5. 

C. DELM Model based on HLBO Algorithm 

1)Coding method: In this paper, the real number coding 

method is used to encode the hidden layer parameters, which is 

shown in Fig. 6. 

 

Fig. 6. Encoded DELM parameters. 

2) Adaptation function: In this paper, RMSE [24] is used as 

the adaptation function: 
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3) HLBO-DELM methodology: According to the encoding 

method and fitness function, the flowchart of the deep limit 

learning machine model step method based on the HLBO 

algorithm is shown in Fig. 7. 

 

Fig. 7. HLBO-DELM methodology. 
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D. Application of the HLBO-DELM Model 

In order to construct a deformation risk control model for 
shallow overburden pipe jacking operation tunnels in chalky 
sand strata, this paper adopts the HLBO-DELM model, by 
analysing the tunnel deformation risk factors and control 
indexes, taking the weights and biases of the DELM as the 

optimisation variables, and taking the RMSE values between the 
analytical tunnel deformation risk control indexes and the 
predicted values and the simulated values as the fitness value 
function, the optimisation strategy of the HLBO algorithm is 
used to find out the optimal weights and biases of the DELM. 
The HLBO-DELM model application principle and framework 
structure are shown in Fig. 8. 

 

Fig. 8. HLBO-DELM application analysis. 

IV. TUNNEL DEFORMATION RISK ASSESSMENT AND 

CONTROL PROCESS METHODOLOGY 

Combined with the HLBO-DELM model oriented to the 
tunnel deformation risk assessment and control problem, this 
subsection analyses the mapping relationships that need to be 
constructed in the HLBO-DELM model and gives the tunnel 
deformation risk assessment and control method flow. 

A. Analysis of Model Mapping Relationships 

The deformation risk assessment factors of the operation 
tunnel over shallow cope pipe in chalk stratum are set up from 
the perspective of ground deformation and existing tunnel 
deformation, and the deformation control indexes of the 
operation tunnel over shallow cope pipe in chalk stratum are 
mainly designed from the control of structural deformation of 
the existing tunnel and the control of ground surface 
deformation. The specific construction results are shown in Fig. 
9. 

 

Fig. 9. Schematic diagram of model mapping relationship analysis. 

B. Methodological Process 

In order to improve the deformation risk assessment and 
control of the roof-tube up-and-over operation tunnel, this paper 
investigates the tunnel deformation risk assessment and control 

method using a combination of intelligent optimisation 
algorithm and machine learning algorithm, and the specific 
process is shown in Fig. 10. 

As can be seen from Fig. 10, in the construction risk 
assessment and control scheme of the top tube over operation 
tunnel, through analysing the deformation risk factors and risk 
control index set of the top tube over operation tunnel, pre-
processing the raw data, combining with HLBO-DELM, 
constructing the deformation risk assessment and control model 
of the top tube over operation tunnel, predicting and analysing 
the amount of deformation control, and improving the precision 
and accuracy of risk control. 

Step 1: Identify and analyse the deformation risk factors of 
the top tube over the operational tunnel by using expert 
consultation, experimental demonstration and work breakdown 
structure method; 

Step 2: Analyse and design a set of deformation risk control 
indicators for the top tube over operational tunnels in terms of 
both deformation of existing tunnels and deformation of the 
ground; 

Step 3: Construct a sample set of labelled deformation risk 
factor-risk control indicators; 

Step 3: Normalise the original data samples using techniques 
such as outlier removal, missing value supplementation, 
normalisation, etc., and perform feature extraction and 
dimensionality reduction of the input vectors using the Kernel 
Principal Component Analysis (KPCA) [25] method; 
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Fig. 10. Flow of tunnel deformation risk assessment and control method. 

Step 4: Combine the HLBO-DELM algorithm to construct a 
deformation risk assessment and control model for the top tube 
over operation tunnel; 

Step 5: Numerical Analysis of Risk Control Measures 
Experimental Finite Element Computational Models [26] A 
certain number of samples are constructed and divided into 
training set, validation set, and testing set; 

Step 6: Train the model, analyse the results of the test set, 
and at the same time collect the project engineering risk factors 
and input them into the assessment and control model to obtain 
the deformation risk control index value of the top tube over the 
operational tunnel. 

V. ANALYSIS OF NUMERICAL EXPERIMENTS 

A. Experimental Setup 

In order to verify the effectiveness and feasibility of the 
deformation risk assessment and control algorithm of the pipe 
jacking over operation tunnel proposed in this paper, this paper 
takes the project of close crossing over Metro Line 9 tunnel and 
side crossing over Hanghai Intercity Tunnel of Xinfeng Road 
Underpass in Hangzhou as an analysis sample, and selects 
DELM, PSO-DELM, GWO-DELM, HHO-DELM, WOA-
DELM and HLBO-DELM to compare with the algorithms. 
algorithms for comparison. 

1) Algorithm parameter setting: In Table III, DELM uses 

Moore-Penrose generalised inverse matrix to solve the optimal 

structural parameters, PSO-DELM, GWO-DELM, HHO-

DELM, WOA-DELM and HLBO-DELM use intelligent 

optimisation algorithm to solve the optimal structural 

parameters, the maximum number of iterations of intelligent 

optimisation algorithm is 100, the number of population counts 

is 50, and the number of hidden layers is 2. 

TABLE III.  COMPARISON ALGORITHM PARAMETER SETTINGS 

Arithmetic Parameterisation 

DELM Two hidden layers with 30, 30 nodes in each layer 

PSO-DELM Vmax=30, Vmin=-30, r=0.5 

GWO-

DELM 

GWO algorithm a control parameters using a linear 

decreasing strategy 

HHO-

DELM 
E0 in the range (-1, 1) 

WOA-

DELM 

The WOA algorithm a decreases from 2 to 0, and the 

spiral shape parameter is 1. 

HLBO-

DELM 

r denotes a random number between 0 and 1 and I denotes 

a randomly chosen integer of {1,2} 

2) Environmental settings: The experimental simulation 

environment is Win 10, the risk assessment algorithm 

programming language Python 3.8, and the structural numerical 

analyses are performed using Midas GTS finite element 

software. 

B. Analysis of Results 

1) Numerical analysis of structures: Using the software for 

pipe jacking construction simulation, the calculation results 

after the jacking advancement in the characteristic working 

condition are shown in Table IV. As can be seen from Table IV, 

the largest vertical deformation in the deformation of the tunnel 

structure of Line 9 is the bulge of 4.86mm when completing the 

construction of the upper span, which occurs in the tunnel tube 

sheet of the downstream line of Line 9, as shown in Fig. 15. 

Since the final bulge deformation in this case is due to ground 

loss and subsequent deformation of the ground, the tunnel bulge 

deformation will be smaller than the final deformation of 

4.86mm when the roof tube is jacked through the tunnel directly 

above the Line 9 tunnel. The maximum horizontal deformation 

of the metro tunnel is 0.70mm, while the deformation of the 

Hanghai Intercity Tunnel is very small compared with that of 

the metro tunnel, with the maximum horizontal deformation 

and vertical uplift of 0.49mm and 0.83mm, respectively. 

according to the results of the calculation, the deformation of 

the two operating tunnels meets the control requirement of 

5mm. The difference settlement at the junction between the 

tunnel section and the station is small. 

2) Parametric analysis: The specific results of the analysis 

of the number of network hidden layer nodes parameter are 

shown in Fig. 11 and Fig. 12. From Fig. 11, it can be seen that 

the number of network hidden layer nodes increases, the 

accuracy of deformation risk assessment and control increases, 
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and when the number of network hidden layer nodes increases 

to 100, the deformation risk assessment and control algorithm 

RMSE is minimum. From Fig. 12, it can be seen that the 

number of network hidden layer nodes of DELM increases, and 

the control time of each algorithm increases; the assessment and 

control prediction time of the HLBO-DELM model is smaller 

than that of other models. In summary, the number of hidden 

layer nodes of DBN network selected in this paper is 100. 

3) Example analysis: This subsection compares the 

performance of the DELM, PSO-DELM, GWO-DELM, HHO-

DELM, WOA-DELM and HLBO-DELM methods using the 

numerical simulation test set. 

Firstly, continuous automated monitoring of the Metro Line 
9 tunnel was carried out during the implementation of the 
jacking crossing site and subsequent deformation stabilisation, 
and the structural deformation of the tunnel after completion of 
the jacking upper span construction is shown in Fig. 18. 

TABLE IV.  STRUCTURAL DEFORMATION RESULTS OF OPERATIONAL TUNNELS DURING THE CONSTRUCTION PROCESS 

working condition 
Line 9 tunnel/mm Hanghai Intercity Tunnel/mm Differential settlement at junction/mm 

horizontal vertical horizontal vertical Line 9 Interval Hang Hai District 

Shaft Phase 1 0.34 0.22 0.32 0.14 - - 

pipe jacking 0.36 4.86 0.49 0.83 - - 

Shaft Phase 2 0.70 4.64 0.40 0.51 0.02 0.02 

Fig. 13 and Fig. 14 give the monitoring results of the roadbed 
displacement in the tunnel. From Fig. 13 and Fig. 14, it can be 
seen that the maximum value of vertical displacement in the 
metro tunnel is 4.0mm, which occurs in the bed measurement 
point of the downstream line, and the displacement of the 
downstream line traversed by the jacking tube first is generally 
larger than that of the upstream line; the maximum value of 
horizontal displacement is 2.7mm, which occurs in the bed 
measurement point of the upstream line. The maximum 
horizontal displacement was 2.7mm, which appeared at the 
upstream line bed measurement point. The larger values of 
vertical and horizontal displacements in the upstream and 
downstream lines were distributed in the area where the jacking 
pipe traversed, which indicated that the jacking pipe's close 
spanning construction had a greater impact on the operation 
tunnel, and the area within 25m directly below the crossing 
belonged to the strong impact area; the distance from this 
boundary to 50m had a weaker impact and belonged to the weak 
impact area; and the area outside of 50m belonged to the non-
influence area. 

 

Fig. 11. Effect of different number of hidden layer nodes on the accuracy of 

control algorithm for deformation risk assessment. 

 

Fig. 12. Effect of different number of hidden layer nodes on control algorithm 

time for deformation risk assessment. 
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Fig. 13. Vertical displacement of tunnel bed of Line 9 metro tunnel. 
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Fig. 14. Horizontal displacement of tunnel bed of Line 9 metro tunnel. 

VI. CONCLUSION AND OUTLOOK 

As the key technology of deformation risk assessment-
control in the construction of roof-tube span, the deformation 
risk assessment-control algorithm not only reduces the 
subjectivity and empirical nature of the human-designed control 
scheme, but also constructs a complex mapping relationship 
between the risk identification factors and the risk control 
strategy. In this paper, a deformation risk assessment and control 
scheme is designed by analyzing the construction process of 
pipe jacking tunnels and the deformation risk mechanism. 
Meanwhile, a deformation risk assessment and control 
algorithm based on TLBO-DELM is proposed for the mapping 
relationship of the deformation risk assessment and control 
model, which is applied to the deformation risk and control 
scheme of pipe jacking up and over operation tunnels with 
shallow overburden in chalky sand layer, and the effectiveness 
of the proposed TLBO-DELM model algorithm is analyzed, and 
the effectiveness of the proposed TLBO-DELM model 
algorithm is compared with that of the other models. The 
effectiveness of the proposed TLBO-DELM model algorithm is 
analysed, and by comparing other model algorithms, it is 
verified that the deformation risk assessment and control model 
based on the TLBO-DELM algorithm has a high control 
prediction accuracy. 

While the HLBO-DELM model has shown promise, several 
limitations remain. Firstly, its generalizability across different 
geological conditions, such as expansive soils or hard rock 
layers, requires further validation; performance may vary 
significantly in these settings. Additionally, the current study 
relies primarily on simulated data for model training, with 
limited use of real-world engineering data, which may reduce 
the model’s robustness when applied to diverse tunnel 
construction projects. The algorithm’s computational efficiency 
and real-time application also pose challenges, particularly in 
high-dimensional data processing and timely monitoring 
feedback. 

To address these issues, future research should prioritize 
expanding the dataset by incorporating monitoring data from 
diverse geological contexts and construction projects, improving 
the model’s adaptability and prediction accuracy. Enhancements 
in the algorithm’s structure—potentially through hybridization 
with other optimization methods like genetic algorithms or 
particle swarm optimization—could strengthen its global search 
capability and computational speed. Moreover, integrating the 
HLBO-DELM model within a real-time monitoring and alert 
system would allow for proactive risk detection and control, 
facilitating automated responses to potential deformation risks 
in active construction sites. 
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Abstract—Scalp disorders, affecting millions worldwide, 

significantly impact both physical and mental health. Deep 

learning has emerged as a promising tool for automated diagnosis, 

but ensuring model transparency and reliability is crucial. This 

review explores the integration of explainable AI (XAI) techniques 

to enhance the interpretability of deep learning models in scalp 

disorder diagnosis. We analyzed recent studies employing deep 

learning models to classify scalp disorders from image data and 

used XAI methods to understand the models' decision-making 

processes and identify potential biases. While deep learning has 

shown promising results, challenges such as data quality and 

model interpretability persist. Future research should focus on 

expanding the capabilities of deep learning models for real-time 

detection and severity prediction, while addressing limitations in 

data diversity and ensuring the generalizability of models across 

different populations. The integration of XAI techniques is 

essential for fostering trust in AI-powered scalp disease diagnosis 

and facilitating their widespread adoption in clinical practice. 

Keywords—Scalp disorders; artificial intelligence; explainable 

artificial intelligence; deep learning; interpretability 

I. INTRODUCTION 

In recent times, the integration of AI in healthcare has 
transitioned from theoretical research to practical 
implementations in clinical settings. This includes areas such as 
telemedicine, the utilization of robots in surgical settings, and 
the management of electronic health records. Medical imaging 
stands out as one of the most recognized applications, 
constituting 90% of all healthcare data [1]. AI demonstrates 
promising capabilities in diagnosing and classifying various 
diseases, particularly in dermatological conditions, where it 
assists in the identification and categorization of skin issues, 
including conditions related to the scalp and hair. 

Despite these advances, a significant gap in research 
remains regarding the deployment of deep learning (DL) 
models in medical imaging, particularly in clinical settings. 
While current DL models, inspired by neural networks in the 
human brain, include notable architectures such as Faster R-
CNN [2], VGG-net [3], and those based on ImageNet [4] offer 
impressive accuracy in tasks such as image recognition and 
classification. their lack of interpretability presents a major 
challenge, especially in complex areas like dermatology and 
scalp and hair disorder diagnostics [5]. This issue has spurred 

growing interest in the role of eXplainable AI (XAI), which 
aims to make the decision processes of DL models transparent. 
XAI is not only beneficial for machine learning (ML) 
researchers but is also vital for clinicians and patients who rely 
on these models to make informed healthcare decisions. By 
making AI more interpretable, XAI fosters trust in clinical 
applications, addressing a crucial need for greater transparency 
in AI-driven diagnostics. 

This review aims to comprehensively examine the progress 
and challenges in utilizing XAI and DL methodologies for 
analyzing medical imaging data, specifically for scalp and hair 
disorder diagnostics. Through an extensive review of existing 
studies, this paper will highlight the contributions and 
limitations of various DL models applied to dermatological 
imaging and evaluate the effectiveness of XAI techniques in 
enhancing their interpretability and clinical relevance. This 
examination includes an analysis of how XAI techniques can 
improve transparency in AI-based diagnostics, particularly for 
non-expert stakeholders, such as clinicians and patients, who 
require comprehensible insights into AI-driven assessments. 

The significance of this review lies in addressing the critical 
need for interpretable AI systems in dermatology, with a focus 
on the largely unexplored domain of scalp and hair disorder 
imaging. By synthesizing existing findings, this paper aims to 
provide a reference for developing clinically applicable AI 
frameworks that enhance both accuracy and interpretability. 
Ultimately, this review not only consolidates current 
knowledge but also serves as a foundation for future research 
aimed at creating trustworthy and effective AI-driven 
diagnostic tools across dermatological and broader medical 
applications.  

The structure of this paper is organized as follows: Section 
II details the materials and methods applied in various studies, 
specifically focusing on the deep learning and XAI techniques 
employed in scalp and hair disorder diagnostics. Section III 
presents the results gathered from these studies, offering 
insights into the effectiveness of each approach. Section IV 
provides a discussion that highlights both the strengths and 
limitations of the reviewed studies, analyzing their 
contributions and identifying potential gaps. Finally, Section V 
concludes the paper, summarizing key findings and suggesting 
directions for future research. 

* Corresponding Author 
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II. MATERIALS AND METHOD 

A. Artificial Intelligence in Scalp Disorder Diagnosis 

Scalp disorders are recognized as dermatological or medical 
issues associated with the well-being of the scalp and hair, 
attributed to the abundance of hair follicles and elevated sebum 
production. These disorders may include dandruff, seborrheic, 
folliculitis, tinea capitis, psoriasis, are widespread conditions 
affecting adults globally. Scalp psoriasis, impacting 
approximately 2% of the Western population [6], and dandruff, 
with a global prevalence of around 50% [7], contribute 
significantly to these concerns. These conditions not only affect 
physical health but also exert a substantial influence on mental 
well-being, contributing to stress, anxiety, or depression [8], 
[9]. This impact is particularly noticeable in societies where 
significant of appearance holds considerable weight, as 
observed in places like South Korea, where lookism can have 
implications for health [10]. 

Therefore, the diagnosis and classification are crucial, as 
scalp disorders frequently exhibit similar clinical 
manifestations [11]. The way to diagnosis scalp related-
problems could be use various data type, including: medical 
imaging, clinical notes, and scalp biopsy laboratory test result; 
however, scalps biopsies can cause risk such as bleeding, pain, 
and infection meanwhile clinical notes may be subjective and 
vary in quality, potentially leading to biases or inaccuracies in 
the diagnostic process among these approaches, scalp imaging 
stands out as it offers a non-invasive and direct visualization of 
the scalp. Advanced imaging technologies like dermoscopy 
(trichoscopy) and optical coherence tomography (OCT), 
enhance the diagnostic capabilities by providing magnified 
insights into structural and morphological changes at a 
microscopic level [12]. For dermatologists, this means 
enhanced diagnostic capabilities without the associated risks of 
scalp biopsies. On the patient's side, the non-invasiveness and 
direct visual feedback contribute to a more comfortable and 
accessible diagnostic experience. However, a concerning trend 
is observed, where people frequently seek diagnoses from non-
professionals in hair salons rather than consulting 
dermatologists. This trend has contributed to a worsening state 
in the overall condition of scalp problems. 

In order to overcome these challenges, the advances of AI 
applications in dermatology have introduced a transformative 
model shift, revolutionizing how we approach the diagnosis and 
treatment of scalp hair-related problems. AI, including ML and 
DL, has become widespread components in any medical 
analysis workflows and facilitating the path for the real-world 
diagnostic integration of solutions based on AI [13]. In the 
context of scalp health, the application of AI holds the promise 
of not only enhancing precision in identifying and classifying 
various scalp conditions but also revolutionizing the therapeutic 
strategies employed, such as providing an opportunity for 
patients to engage in self-diagnosis [14]. This intersection of AI 
and dermatology prompts a renewed research interest, 
particularly in the early detection and diagnosis of scalp hair 
diseases. 

However, complex ML algorithms pose challenges in 
comprehending their decision-making processes, specifically in 
complicated tasks such as scalp hair imaging classification. In 

order to effectively tackle this issue, the implementation of XAI 
presents a distinctive opportunity, benefiting not only AI 
experts but also non-experts like medical doctors and patients 
[15]. 

B. Advanced Machine Learning in Scalp Imaging 

Scalp imaging can be categorized into various modalities, 
each offering unique insights into different aspects of scalp 
health. Dermoscopy, or surface microscopy [16], utilizes a 
handheld device with magnification and lighting to visualize 
pigmented cutaneous lesions and assess hair follicles, patterns 
of hair loss, and various scalp conditions. OCT captures high-
resolution, cross-sectional images of biological tissues, 
revealing structural changes in the skin and hair follicles. In 
Vivo Reflectance Confocal Microscopy (RCM) provides live 
visualization [17] of cellular structures in the scalp at a high 
resolution, generated high-quality images of the hair shaft 
junctions at 1µm spacing, facilitating a comprehensive analysis 
of the hair structure. In the field of ML and DL, several studies 
have predominantly utilized portable magnification imaging 
microscopes [2], [18], [19], [20] or dermoscopy data [21], [22], 
[23], in comparison to OCT studies [24] and RCM, due to 
higher costs and challenges in obtaining data. Additionally, 
limited training programs for RCM [25] contribute to subjective 
variability in diagnoses. 

C. Limitations of Machine Learning in Scalp Disorder 

Imaging 

Since 2014, studies employing ML for scalp imaging 
classification have evolved, transitioning from unsupervised 
learning approaches [26], [27] to more complex deep-learning 
based method [3], [18], [28]. These studies have utilized 
datasets ranging from small to mid-size, achieving accuracies 
typically in the mid-80s to low 90s. However, the domain of 
scalp disorder imaging still faces persistent challenges. Notably 
in contrast to research studies focused on other skin areas. In 
these areas, datasets commonly surpass 100,000 images [29], 
[30]. Moreover, the datasets within scalp disorder imaging 
exhibit imbalances, further compounded by a deficiency in 
interpretability and explainability.  

As a result, these challenges make it difficult to smoothly 
apply these technologies in a clinical setting. To address these 
issues, there is a pressing need to explore new research avenues, 
particularly in comparison to the advancements made in skin 
disease classification within the dermatology realm. 

D. Advancements in Integrating Deep Learning Models and 

Explainable AI for Scalp Disorder Imaging 

Numerous researchers have dedicated their efforts to 
advance the deployment of ML models for the classification of 
scalp hair disorders. The evolution of ML into DL models, 
including the integration of XAI has been revolutionary. This 
commitment involves implementing XAI to make it possible to 
identify and address any potential biases in the model's 
decision-making process, aiming to increase trust for clinical 
applications. The following showcases how these 
advancements can be presented: 

1) Convolutional neural network variations model: With 

the increasing use of DL models in imaging classification tasks, 
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the foundational technique of Convolutional Neural Networks 

(CNNs) plays a pivotal role in developing recent models. CNNs 

consist of various layers, such as convolutional, activation, and 

pooling layers. The inclusion of one or more Fully-Connected 

layers (FC) in the network is essential for generating final 

output predictions. Additionally, dropout layers have been 

incorporated into the architecture to address the overfitting 

issue and enhance the model's robustness. The strategic use of 

dropout layers aids in preventing the network from relying too 

heavily on specific connections during training, promoting a 

more generalized and resilient model. 

To demonstrate how different models respond to scalp 
imaging disorder classification tasks, well-known models have 
been applied. These models can be categorized into two main 
architectures: one-stage architecture and two-stage 
architecture. In the two-stage approach, exemplified by Faster 
R-CNN (Region-based Convolutional Neural Network) [31], 
the Region Proposal Network (RPN) represents a significant 
advancement. By sharing convolutional layers with the object 
detection network, the RPN efficiently generates region 
proposals directly from the convolutional feature maps, 
avoiding the need for external proposal generation methods. 
The RPN evaluates a set of anchor boxes at different scales and 
aspect ratios, predicting their likelihood of containing an object 
and refining their coordinates. 

On the other hand, one-stage CNNs follow a more 
streamlined approach, performing simultaneous object 
detection and localization without a separate region proposal 
stage. These models directly predict object localization and 
classification within an image, making them efficient for real-
time object detection. However, it's essential to note that they 
may not always achieve the same level of accuracy as two-stage 
models in certain situations. One example of one-stage CNNs 
is the Single Shot MultiBox Detector (SSD) [32]. 

2) Vision transformers (ViTs): Traditional CNN 

architectures rely on convolutional layers to extract features 

from images. These layers progressively learn to identify low-

level features like edges and textures, ultimately building 

towards higher-level features for classification. However, a 

recent advancement in image classification is the emergence of 

Vision Transformers (ViTs) [33]. Unlike CNNs, ViTs forego 

convolutional layers entirely. Instead, they split the image into 

patches, process them using self-attention mechanisms, and 

progressively learn relationships between different image 

regions. This approach allows ViTs to potentially capture long-

range dependencies within images that might be missed by 

CNNs with localized filters. Fig. 1 represents the concept of 

ViT proposed in Dosovitskiy et al.’s study [33]. 

 

Fig. 1. The concept of vision transformers. 

3) Gradient-weighted class activation mapping (Grad-

CAM): Ramprasaath and his team [34] introduced a technique 

aimed at providing visual representations of the decision-

making process of deep neural networks, particularly 

convolutional network. At a high level, the approach involves 

processing an image as input data and creating a model that is 

truncated at a specific layer to generate visual representations 

of the areas in input images that have the most impact on the 

network's predictions. 

Operationally, the method conducts a forward pass of the 
input image through the network, and the subsequent prediction 
triggers a backward pass to the sensitivity of the predicted class 
score to changes in the feature maps. Global Average Pooling 
(GAP) is then applied to globally average these gradients across 
each feature map, generating a class-discriminative localization 
map. This map is utilized as weights to compute a weighted sum 
of the feature maps, emphasizing regions crucial for the 
prediction. Following a Rectified Linear Unit (ReLU) 
activation and up-sampling to match the input image's 
dimensions, the final heatmap is produced, producing visual 
maps to show important zones influencing the network's 
decision. 

Nevertheless, Grad-CAM faces limitations in highlighting 
fine-grained features due to its inability for pixel-level gradient 
visualization. The down-sampling during convolution and the 
subsequent need for up-sampling via bilinear interpolation 
result in a loss of resolution, impacting the accuracy of 
explanation results. Additionally, inconsistencies between 
Grad-CAM and the actual model behavior diminish the 
reliability of its interpretations. These challenges underscore 
the necessity for improvements in Grad-CAM to enhance 
precision and alignment with the intricacies of the original 
model. Fig. 2 represents the concept of Grad-CAM proposed in 
Ramprasaath et al.’s study [35]. 
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Fig. 2. The overview concept of Grad-CAM by Ramprasaath et al. [34]. 

4) Locally interpretable model-agnostic explanation 

(LIME): Local Interpretable Model-agnostic Explanations 

(LIME) was introduced in 2016 by Ribero et al. [35]. In the 

pursuit of model-agnostic interpretability, LIME adopts a 

unique approach by perturbing the input and observing how the 

predictions change. The essence of LIME lies in approximating 

the black-box model locally, in the vicinity of the prediction to 

be explained, by constructing an interpretable model (e.g., a 

linear model with only a few non-zero coefficients). This is 

achieved by generating perturbations of the original instance, 

such as removing words or hiding parts of an image. 

The key intuition behind LIME is rooted in the 
understanding that it is more suitable to approximate a black-
box model locally than globally. This involves weighting the 
perturbed instances based on their similarity to the instance 
being explained. Consider the scenario of explaining 
predictions in an image. LIME transforms the image into 
interpretable components, such as contiguous super-pixels. A 
collection of manipulated instances is created by switching off 
certain interpretable components. For each perturbed instance, 
the model's prediction is obtained. A locally weighted, simple 
(linear) model is then learned on this dataset, prioritizing 
instances that possess a greater similarity to the original image. 
The produced explanation highlights the interpretable 
components that contribute most heavily to the model's 
predictions, simultaneously downplaying the prominence of 
less relevant features. The illustration of the LIME concept is 
presented in Fig. 3. 

 

Fig. 3. LIME prediction explained by Ribero et al. 

5) Occlusion sensitivity: Occlusion Sensitivity, as 

introduced by Zeiler and Fergus [36] in their paper on 

visualization techniques for conventional neural networks, is a 

method centered around systematically occluding or blocking 

individual regions of an input image to determine their 

influence on the model's prediction. The primary concept 

involves assessing how the probability score of the network 

changes when specific regions of the image are obscured. 

By occluding various portions of the input image and 
observing corresponding shifts in the model's response, this 
technique facilitates the exploration of the model's reliance on 
particular regions or features for accurate predictions. If 
blocking certain areas significantly influences the model's 
accuracy, it suggests the importance of the occluded regions in 
the model's comprehension of the input. However, occlusion 
sensitivity might be computationally intensive, especially when 
evaluating multiple occlusions and it may not capture complex 
non-linear relationships. 

6) Attention rollout: Similar to occlusion sensitivity, 

attention rollout offers a window into the decision-making 

process of ViT models. However, unlike occlusion sensitivity 

which physically blocks parts of the image, attention rollout 

delves deeper into the model's internal computations. Central to 

the functionality of ViT models are "attention" mechanisms, 

which enable the model to assign importance scores to various 

image regions. Attention allows the model to understand the 

relationships between different parts of an image, assigning 

importance scores to various regions. Attention rollout builds 

upon this by iteratively analyzing these attention scores. 

Attention rollout starts with the final layer's attention maps, 
highlighting crucial image regions for the prediction. It then 
uses these maps to "roll back" through the network, revealing 
lower-level features (like edges or textures) that ultimately 
contributed to the final scores. By analyzing these intermediate 
maps, we gain insights into how the model builds its 
understanding of the image. Attention rollout offers advantages 
over occlusion sensitivity: it's computationally efficient and can 
capture intricate relationships between image regions. 
However, it doesn't provide a definitive explanation for the 
model's reasoning process. 

III. RESULTS 

A. Studies of Scalp Disorder Diagnosis based on XAI and 

Deep Learning 

Although the integration of DL and XAI has found 
extensive application in various healthcare research domains, 
its utilization in scalp imaging remains a gap in research. There 
is a clear necessity for additional research on the 
implementation of XAI in scalp imaging to advance its 
capabilities. As outlined in Table I, recent studies demonstrate 
a comparative analysis with conventional models, emphasizing 
the potential for enhancement and innovation in the domain of 
scalp disorder imaging. Table II illustrated Heng et al. research 
[37] based on two experiments. Tables III and IV display the 
results of the research conducted by Jeong et al. and Ha et al., 
respectively. 

IV. DISCUSSION 

The Shih et al.'s seminal study [26] introduces a pioneering 
system for automated hair counting in scalp images, addressing 
challenges such as oily spots, wavy or curly textures, and 
overlapping hairs through a morphology-based approach, 
multi-scale line detection, and relaxation labeling. Their 
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approach leverages a combination of techniques: morphology-
based filtering, multi-scale line detection, and relaxation 
labeling. While evaluated on a limited dataset of 40 images, the 
system achieves remarkable results with an average precision 
of 98.0% and recall of 85.6%. Despite the limitations in data 
size and algorithmic complexity, this study represents a 
significant pioneering effort in the field of medical image 
analysis using ML. It paves the way for further advancements 
in automated hair analysis.  

With more focus on telehealth as an application of scalp hair 
diagnosis, Su et al.’s study [3] introduces a system to 
automatically identify scalp conditions. The system offers 
potential benefits like faster diagnosis and utilizes a cloud 
platform for data collection and analysis, potentially improving 
accuracy over time. However, some limitations need to be 
addressed. The system focuses on surface-level conditions like 
dandruff and doesn't delve into potentially linked medical 
issues. Additionally, details about the training data used for the 
DL model are missing. Future work should explore 
incorporating analysis of potentially linked medical problems, 
increasing transparency in the system's decision-making 
process, and integrating with telehealth platforms for wider 
accessibility.  

In a simultaneous effort, Wang et al. utilized a dataset 
comprising 1000 images, with 880 designated for training and 
220 for testing. The scalp images were captured using a 200x 
magnification camera and categorized into four types of 
diseases. The researchers also introduced a novel model named 
ImageNet-VGG-f Bag of Words (BOW), which employ 
ImageNet-VGG pre-trained model[42] to evaluate its 
predictive capabilities in comparison to other ML classification 
algorithms. The achieved accuracy for this model was reported 
at 89.77%. This accuracy significantly outperforms other ML-
based methodologies in the research, such as BOW with 
support vector machines (SVM) at 80.50% and pyramid 
histogram of oriented gradients (PHOG) with SVM at 53.0%. 
These findings underscore the promising potential of 
integrating hybrid DL approaches in the field of scalp hair 
imaging diagnosis over conventional ML methods. 

Chang et al. introduced ScalpEye [2], a comprehensive 
system for scalp analysis that represents a significant 
advancement in scalp imaging. ScalpEye integrates medical 
imaging with AI analysis, offering a user-friendly mobile app 
for image capture, a cloud server for model improvement, a 
centralized platform for system management, and a portable 
microscope for high-quality image acquisition. The study 
utilized nearly 2200 scalp images from the COCO dataset, 
categorized into four common scalp conditions. Three deep 
learning models were employed for analysis: Faster R-CNN 
Inception_v2, SSD Inception_v2, and a novel model called 

Faster R-CNN Inception_ResNet_v2_Atrous. This new model 
combines Faster R-CNN with Inception_ResNet_v2_Atrous, 
which utilizes Atrous convolution for a stable receptive field 
size. This stability allows for better fine-tuning and more 
accurate predictions. Consequently, the Faster R-CNN 
Inception_ResNet_v2_Atrous achieved an impressive mean 
Average Precision (mAP) of 91.75%. While ScalpEye 
prioritizes both data quality and DL models within a cloud-
based telehealth system, a key challenge remains. Annotating 
large datasets requires significant manpower and expertise. 
This raises the question of how the system will handle future 
large-scale datasets. 

In Chow et al.'s research [38], the application of the CNN 
in the last run achieved an impressive accuracy of 96.30%. To 
gain a more profound insight into the factors that influence the 
model's classification of hair health, the researchers employed 
the LIME technique. Upon the analyzing of LIME, several 
observations were made. For instance, in the case of alopecia 
areata, a patchy bald condition, the heatmap coincided with the 
bald patches, although there were some inexplicable 
identifications in the right corner. The study concluded that 
despite achieving a remarkable accuracy of 96.30%, the 
application of LIME highlighted potential biases in the model's 
decision-making process, suggesting the need for further 
investigation and refinement. Further studies are crucial to 
identify and eliminate potential biases that could affect the 
model's biases and generalizability, potentially through image 
binarization and randomization techniques. 

In the study conducted by Heng et al. [37], two experiments 
were conducted to assess the performance of dermatological 
image classification. The first experiment utilized the Dernet 
dataset, comprising 240 images with categories such as acne 
keloidalis, alopecia, and others. The second experiment 
involved a combination of Dermnet and Figaro-1k datasets[43], 
totaling 485 images, categorized as healthy and unhealthy. Two 
pre-trained models, Inception-v3[44] and SqueezeNet [45], 
using the RMSProp optimizer, were employed for these 
experiments. For the first experiment using Inception-v3, the 
model achieved an accuracy of 63.9%. In the second 
experiment, SqueezeNet was utilized, resulting in an 
impressive accuracy of 100%. However, despite this high 
accuracy, the integration of three XAI techniques, Grad-CAM, 
LIME, and occlusion sensitivity, revealed some noteworthy 
findings. In the second experiment, the classification was 
influenced by unrelated areas, casting doubt on the reliability of 
the 100% accuracy. On the other hand, the first experiment 
suggested that the model's predictions were primarily affected 
by the forehead area, highlighting the importance of specific 
regions in making final decisions. However, despite this 
emphasis, the accuracy achieved was only 63.9%. 
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TABLE I. SUMMARIZING AI STUDIES IN SCALP DISORDER DIAGNOSIS 

Article Dataset Model Results 

Shih et al.  

(2015)[26]  
40 scale images Hair-bundling algorithm 

98.0% of precision 

85.56% of recall 

Su et al 

(2018)[3] 
Not mentioned VGG-net 90.9% of accuracy 

Wang et al. 

(2018)[4] 

1000 images  

(880 training images/ 220 testing images) 
ImageNet-VGG-f model Bag of Words 89.77% of accuracy 

Chang et al. 
(2020)[2] 

2198 images Faster R-CNN based model 91.75% in mAP 

Chow et al. 

(2022)[38] 

1079 images  
(864 training image,  

215 validation image) 

LIME, CNN 
96.63% of accuracy 

 

Heng et al. 

(2023)[37] 

DermNet dataset:  
240 images 

Figaro-1k dataset: 

245 images 

Integrating Grad-CAM/LIME/Occlusion Sensitivity with  

multiple DL models 

Illustrated in Table II 

 
 

Jeong et al. 

(2023)[39] 
100,000 images (x60) EfficientNet-B6 Illustrated in Table IV 

Roy et al. 

(2023)[40] 
150 images CNN 91.1% of accuracy 

Ha et al. 

(2024)[41] 
100,000 images (x60) 

Attention rollout with  

ViT-B/16 
Illustrated in Table III 

TABLE II. HENG ET AL. RESULT [37] BASED ON TWO EXPERIMENTS 

Scalp Symptoms Number of images Accuracy (%) 

Dryness 17,434 91.3 

Oiliness 80,416 90.5 

Erythema 4,592 89.6 

Folliculitis 4,592 87.6 

Dandruff 40,482 87.3 

Hair loss 25,682 89.0 

In Roy et al.'s concurrent research [40], a dataset comprising 
scalp images from multiple sources was collected, consisting of 
150 images depicting three different diseases: alopecia, 
psoriasis, and folliculitis. The research employed CNN, and 
after experimenting with 25 different combinations, a neural 
network architecture with three hidden layers, one input layer, 
and one output layer was chosen as the final design. The 
training process used a batch size of 16 for each batch over 50 
epochs, and the preprocessed data was divided into a 70-30 
train-test split for training and validation purposes. The model 
was constructed with 256 inputs, a 3x3 square kernel, 3 output 

units, and a Softmax output layer. The model achieved a 
training accuracy of 96.2% and a validation accuracy of 91.1%. 
This approach demonstrates a careful exploration of model 
architecture variations, leading to the selection of an optimal 
configuration. The high training and validation accuracies 
indicate the effectiveness of the chosen model in learning and 
generalizing from. However, it is essential to consider the 
potential impact of overfitting and the model's performance on 
unseen data. 

TABLE III. RESULTS OF JEONG ET AL.'S RESEARCH UTILIZING EFFICIENT 

NET-B6 MODEL 

Dataset and Model 
DermNet and 

Inception-V3 

Figaro-1k and 

SqueezeNet 

Training  

accuracy (%) 
98.4 100.0 

Validation  

accuracy (%) 
63.9 100.0 

Validation  

sensitivity (%) 
88.9 100.0 

TABLE IV. RESULTS OF HA ET AL.'S RESEARCH UTILIZING THE VIT-B/16 MODEL 

Scalp Symptoms Number of images Accuracy (%) F1-Score (%) Precision (%) Recall (%) 

Dryness 17,434 77.7 76.7 77.0 76.9 

Oiliness 80,416 69.0 70.1 69.7 70.6 

Erythema 4,592 81.4 81.6 81.5 81.7 

Folliculitis 4,592 82.3 82.5 82.3 82.6 

Dandruff 40,482 77.1 79.3 79.3 79.3 

Hair loss 25,682 82.3 83.1 83.0 83.0 
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AI-ScalpGrader [39], a DL system designed for scalp 
diagnosis, offers promise with its detailed classification 
scheme. Analyzing ten scalp conditions based on seven 
dermatologist-defined indices, it provides a more 
comprehensive picture of scalp health compared to limited-
scope systems. Additionally, the cloud-based platform 
facilitates data storage, analysis, and potentially allows remote 
monitoring of scalp care. However, limitations exist. The 
system's accuracy, reported to be between 87.3% and 91.3% 
for various scalp conditions, depends heavily on training data 
quality and diversity. While a sizeable dataset of 100,000 
images is mentioned, details regarding its composition and 
potential biases such as: F1-score, recall and precision are 
lacking. Transparency surrounding the verification process is 
also needed to build trust in the system's reliability. Expanding 
the training dataset with a wider range of scalp conditions and 
ethnicities is crucial. Additionally, exploring integration with 
telehealth platforms could revolutionize access to scalp care 
services. 

One of the latest studies presented in Ha et al.’s research 
[41] proposes a DL-based intelligent healthcare platform to 
diagnose six common scalp hair disorders (dryness, oiliness, 
erythema, folliculitis, dandruff, and hair loss) with the same 
dataset as Jeon et al.’s study [39]. Distinguishing itself from 
prior research, this platform not only classifies the presence or 
absence of a condition but also predicts severity levels ranging 
from 0 to 3 for each disorder. The study advances the field by 
encompassing a broader spectrum of scalp conditions, 
incorporating predictive severity assessment, and integrating 
XAI techniques for lesion visualization. Moreover, its user-
friendly software facilitates convenient self-monitoring at 
home. However, the authors acknowledge the potential 
influence of lighting environments on data quality, 
particularly affecting the classification of oiliness severity. 
Overall, this study underscores the promising potential of DL 
and XAI, notably ViT models and attention rollout, in the 
analysis of scalp health, although further research is 
imperative to ensure widespread clinical adoption. 

In summarize, the pursuit of effective methodologies for 
scalp imaging and hair disorder diagnosis has led to the 
establishment of multiple research initiatives. DL techniques 
have outperformed traditional ML approaches in terms of 
accuracy, efficiency, and generalizability, showcasing their 
potential in advancing the field. Nevertheless, the inherent 
opacity of decision-making processes in DL poses challenges 
for clinical applications. The integration of XAI techniques, 
such as LIME, Grad-CAM, SHAP and attention rollout 
presents promising avenues to address this issue. However, a 
critical need for further research exists to comprehensively 
understand how these DL methods interact with wider range 
of datasets, ensuring their efficacy and reliability in real-world 
clinical scenarios. 

V. CONCLUSION 

In conclusion, our comprehensive review of studies 
underscores the transformative impact of DL in 
revolutionizing scalp imaging and advancing the diagnosis of 
hair disorders, especially with the help of XAI in 

understanding complex decision-making process. The 
demonstrated synergy between XAI and DL in handling 
complex imaging tasks marks a significant advancement. 
However, the imperative for ongoing research in this domain 
is encouraged, with the possibility to improve treatments for 
this global concern. The combination of XAI and DL holds 
promise not only for professionals but also for non-
professionals, offering potential applications in self-diagnosis. 
Looking forward, the pursuit of further research, particularly 
in real-time detection, stands to benefit both professionals and 
individuals, contributing to improved living conditions for 
those affected by hair scalp diseases. However, several 
limitations remain. Many studies rely on small, non-
representative datasets, limiting generalizability, and the lack 
of transparency regarding training data raises concerns about 
potential biases. Additionally, while XAI techniques like 
LIME, Grad-CAM, and SHAP provide valuable insights into 
model decision-making, they add computational complexity 
that may hinder clinical adoption. Some models demonstrate 
strong performance under controlled conditions but struggle 
in real-world settings due to variables like lighting and image 
quality. Moreover, the integration of these systems with 
telehealth platforms and their ability to predict severity levels 
across diverse patient populations still require further 
refinement. Despite these challenges, the combination of DL 
and XAI offers significant potential for improving the 
diagnosis and treatment of scalp and hair disorders, but further 
research is crucial to ensure their efficacy, transparency, and 
widespread applicability in clinical practice.  
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Abstract—Motion capture technology (MoCap) has emerged 

as a pivotal innovation, significantly impacting various sectors, 

including sports. In football training, MoCap is especially crucial 

for analyzing player movements with precision. Despite its 

potential, there remains a notable gap in the utilization of MoCap 

to create motion templates (MTs) that generate extrinsic feedback, 

particularly in football. This article proposes a comprehensive 

theoretical framework for evaluating extrinsic feedback in 

football training through MTs created using MoCap technology 

and Reverse-Gesture Description Language (R-GDL). The 

development of this framework involves several key steps: a 

literature review, acquaintance meetings, interviews, procedural 

approvals, experimentation, data conversion, MTs creation, and 

data evaluation. The framework integrates elements such as 

football players, MoCap systems, raw and processed data, MTs, 

evaluation processes, and extrinsic feedback models. The main 

purpose is to harness the full potential of MoCap technology, 

enhancing the evaluation and improvement of football training 

activities. By implementing this framework, we aim to 

revolutionize how football training is analyzed and optimized, 

providing coaches and players with invaluable insights and 

feedback. 

Keywords—Motion capture; motion templates; football; 

extrinsic feedback; reverse-gesture description language 

I. INTRODUCTION 

In the current era of rapid technology revolution, motion 
capture technology (MoCap) has emerged as an important 
innovation, profoundly impacting sectors such as sport [1], 
entertainment [2], healthcare [3] and martial arts [16]. This 
technology, which digitally records and analyzes movements for 
comprehensive examination, is distinguished into two types of 
techniques: marker-based and marker-less systems [3,4,17]. 
Marker-based systems, which involve attaching physical 
markers to an individual, excel in capturing movement with 
exceptional precision, making them invaluable for detailed 
analyses and the creation of animations, though they may limit 
natural movement. Conversely, marker-less systems rely on 
advanced computer vision algorithms to detect the body's 
natural features without additional equipment, offering a more 
unobtrusive and adaptable approach [5]. Despite facing 
challenges in accurately capturing intricate movements, the 
relentless pace of technological progress is continually 
improving the accuracy and reliability of both techniques. 

The fascination and widespread appeal of football, 
transcending continents and cultures, significantly highlights its 
stature as a global sporting phenomenon. This sport, predicated 
on the principles of teamwork, strategic understanding, and peak 
physical conditioning, demands a holistic approach to player 
development, encompassing technical prowess, tactical 
knowledge, physical fitness, and mental fortitude [6]. Both 
marker-based and marker-less, play a pivotal role in football, 
especially in the analysis of player movements, thereby refining 
training methodologies. Marker-based systems, exemplified by 
Vicon [7], offer unparalleled precision in tracking athletes' 
movements within controlled environments, whereas marker-
less systems such as OpenPose [8], excel in capturing motion in 
more organic settings. These technological advancements 
facilitate a comprehensive examination of player performance, 
enabling coaches and sports scientists to optimize training 
activities and enhance strategic execution, underscoring the 
symbiotic relationship between cutting-edge technology and the 
evolution of football training practices. 

Moreover, a ground-breaking application of MoCap 
technology in football training is the use of MTs. These 
templates are engineered through detailed analysis of elite 
athletes’ movements, captured via the MoCap system. They 
provide a standard for the ideal execution of specific sporting 
actions, such as kicking and passing, facilitating the accurate 
replication of optimal movement patterns. This methodology 
offers a dual advantage: a quantitative benchmark for evaluating 
performance and a visual aid for enhancing technical 
proficiency [9]. By setting side by side an athlete’s movements 
with these predefined templates, coaches are empowered to 
pinpoint inaccuracies and provide bespoke corrective feedback. 
This tailored approach optimizes training efficiency by aligning 
with each athlete's unique biomechanical characteristics, 
thereby fostering a customized coaching paradigm. 

Feedback can be classified into two types: extrinsic and 
intrinsic [10]. The confluence of extrinsic and intrinsic feedback 
mechanisms plays a quintessential role in football training. 
Extrinsic feedback, provided by external sources, offers 
invaluable insights into performance analytics and delineates 
areas ripe for improvement [18]. This is in harmonious 
complement to intrinsic feedback, which athletes derive from 
their own sensory experiences during the performance of an 
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action. Together, these feedback modalities are indispensable in 
skill development, highlighting the critical importance of 
external inputs for learning and refining techniques. This 
synergy underscores a holistic approach to mastering skills, 
essential for the attainment of excellence in any sporting 
discipline. 

However, there is a lack of MoCap technology usage to 
create MTs in sport that produce extrinsic feedback, especially 
in football. Therefore, the application of MoCap technology 
within football and additional sports disciplines marks a 
significant advancement in training methodologies and 
performance analytics. The integration of both marker-based 
and marker-less systems, supplemented by innovative solutions 
such as MTs, enables coaches and trainers to refine training 
regimens with unprecedented precision, efficiency, and 
customization. This technological evolution not only enhances 
the analysis and application of specific athletic movements but 
also paves the way for ground-breaking research and 
development within the field of sports science. Consequently, 
this promises to yield substantial enhancements in athlete 
performance and the refinement of training methodologies. 

The research proposes a theoretical framework of extrinsic 
feedback in evaluating football training based MTs using 
MoCap. The next sections discuss the methods in Section III, the 
proposed framework in Section IV, the expected outcome in 
Section V and discussion and conclusion in Section VI. 

II. RELATED WORKS 

In MoCap technology, it has become a significant tool in 
football for analyzing player movement, medical evaluation and 
training improvement. In existing studies, the researchers have 
employed various techniques with different MoCap systems in 
football. For example, Yin et al. utilized a deep learning-assisted 
motion capture system (DL-MCS) in football training, which 
evaluates complexity, performance, latency and efficiency. This 
approach integrates deep learning to support training 
effectiveness, particularly by evaluating the accuracy of player 
movement [19]. Similarly, Della Villa et al. implemented a 2D 
video analysis scoring system to identify football players with a 
high knee abduction moment, which is a risk factor for ACL 
injuries. Their approach, which involved a 
stereophotogrammetric camera system and force platform, 
aimed to provide accurate health measurement to enhance injury 
prevention plan [20]. 

In marker-less MoCap, Bampouras and Thomas validated a 
Light Detection and Ranging (LiDAR)-based player tracking 
system for football-specific tasks, focusing on metrics such as 
velocity and acceleration. This technique evaluates the precision 
and responsiveness of marker-less system in capturing football 
player performance during fast-paced actions. By analyzing key 
performance indicators in real time, this study demonstrated the 
potential of marker-less MoCap system to provide relevant 
feedback, but with some limitation in data accuracy that affect 
the reliability of real-time extrinsic feedback [21]. 

Aughey et al. compared computer vision system with three-
dimensional marker-based MoCap for tracking football players’ 
movement in a stadium environment. Their evaluation, using 
root mean square deviation (RMSD) to calculate speed and 

accuracy, demonstrated how advance MoCap technology can 
capture dynamic football players’ movement in large, open 
spaces, showing the adaptability of MoCap technology to 
diverse training activity condition. However, while computer 
vision systems support movement analysis, they still lack the 
precision needed for extrinsic feedback [22]. 

These studies highlight that while MoCap technologies have 
advanced considerably in capturing detailed player motion, the 
lack of extrinsic feedback remains a significant limitation. The 
integration of motion templates in MoCap system could bridge 
this gap, enabling real-time adjustment in training. 

III. METHOD 

To create MTs that enable effective extrinsic feedback in 
football training, benefiting coaches and experts, a systematic 
approach involving both formal and informal research 
methodology is essential. The approach to create a new 
framework was adapted [11], which has proven effective in 
generating MTs for folk dances but lacking for the dynamic 
requirements of football training. Incorporation of additional 
elements into approach is necessary to tailor it specifically to 
football's unique requirements. By refining this approach, 
acquisition of critical insights and development of MTs 
specifically designed for football training become possible. The 
refined approach, shown in Fig. 1, includes literature study, 
acquaintance meeting, interview, procedure and approval, 
experiment, data conversion, motion template creation, and data 
evaluation. 

 
Fig. 1. New proposed approach for creating MTs in football training using 

MoCap. 

A. Literature Study 

Systematic Literature Review (SLR) is one of the methods 
in academic research, purposely to consolidate all existing 
evidence. The multifaceted process encompasses the 
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formulation of a research question guided by specific keywords, 
the detailed selection of relevant studies, the evaluation of their 
quality, and the systematic extraction and analysis of data. The 
objective of SLR is to furnish an impartial, exhaustive overview 
of the evidence at hand [12] This method not only strengthens 
the foundation for evidence-based practices but also highlights 
gaps in current research. By being attached to established 
reporting guidelines like PRISMA, these reviews ensure 
transparency and reproducibility [13]. 

B. Acquaintance Meeting 

The primary objective of the meeting is to collect critical 
information about football and its training. Hence, engaging 
with the State Football Club, recognized as one of football 
expertise, which involves the qualified coaching staff, becomes 
a vital initial step for accruing foundational information prior to 
progressing with the research. The anticipated outcomes from 
these introductory sessions include: 

 Documentation of football and coaching, encompassing 
evaluation forms and training guidelines. 

 Detailed accounts of the processes involved in football 
training and coaching. 

 Proposal for conducting formal interviews with qualified 
coaches. 

The insights obtained from these preliminary meetings are 
instrumental for advancing to the next phases of the research. 

C. Interview 

Conducting interviews serves as an essential method for 
obtaining comprehensive insights regarding football coaching 
directly from seasoned professionals. The structure of these 
discussions varies, encompassing formal interviews with 
predefined queries, semi-structured interviews with a mix of 
fixed and open-ended questions, and informal conversations that 
proceed naturally. To facilitate these discussions, a carefully 
curated set of questions will be prepared in advance. The 
frequency of these interviews is determined by the relevance and 
adequacy of the information collected in meeting specific goals 
and expectations. Furthermore, it is vital to communicate the 
purpose of the study to the coaches. This communication not 
only aids in clarifying the objectives of the research but also 
invites valuable contributions from the coaches regarding the 
selection of football training activities for the study. 

D. Procedure and Approval 

Further research on football training can be conducted by 
applying for and following the required legal procedures and 
obtaining the necessary approvals. 

1) Letter of purpose for conducting the research: Obtaining 

approval and support from the appropriate authorities or 

organizations is important for conducting the research. This 

letter contains the purpose, needs and importance of research in 

football training. In addition to explaining the use of current 

technology which is MoCap that has potential to help improve 

football training through research. 

2) Letter of invitation to interview session: This letter 

serves as an invitation to certified coaches for a formal 

interview session. The goal is to collect information related to 

football training activities that are suitable to, along with 

suggestions, input, and feedback from the qualified coaches to 

enhance the research. Essential details such as the names of the 

coaches, the specific date, time, and location of the interview 

will be included in the letter. This strategy ensures clarity and 

facilitates the effective participation of these professionals in 

the study. 

3) Request for nomination of qualified football player: The 

purpose is to reach out to coaches, seeking their assistance in 

nominating skilled football players who exhibit diverse 

qualities, such as being adept with either their left or right leg. 

Given the coaches' deep familiarity with , their teamsensuring 

that the selected players are indeed the best fit. This approach 

leverages the coaches' expertise, ensuring that the chosen 

athletes truly reflect the required attributes, without any room 

for doubt or challenge regarding their suitability. 

4) Letter of invitation for conducting the fieldwork: An 

invitation to certified coaches and selected football players to 

participate in the experiment. The goal is to record and collect 

the MoCap data of football players’ movement doing football 

training activities that had been assigned by the coaches. 

Essential details such as the names of the coaches, the specific 

date, time, and location of the interview will be included in the 

letter. 

5) Request for verification of motion template: The goal is 

to look for assistance from experts to confirm the MTs created 

with captured movement data. It is crucial to verify the data's 

authenticity. The request emphasizes the importance of having 

several experts available at a designated date, time, and place. 

This ensures a comprehensive evaluation and verification 

process. 

E. Experiment 

The main goal of the experiment is to gather detailed MoCap 
data of football players as they engage in specific training 
activities. These activities have been carefully selected based on 
recommendations from experienced coaches from the previous 
interview session, ensuring it is relevant to research. The 
experiment is set to take place in the natural environment of the 
players, which is outdoors on a football field. To record these 
movements, the proposed MoCap device is marker-based such 
as Perception Neuron 3, known for its accuracy and reliability in 
capturing even the most subtle movements. 

Football players will be guided through a series of training 
activities planned by the coaches. These activities are designed 
to simulate common football scenarios and challenges, helping 
to gather a wide range of motion data. As the players perform, 
coaches will not only supervise but also evaluate their 
performance using a rubric score assessment form that is 
validated by the expert. The raw MoCap data collected will then 
be processed to create MTs. These templates aim to offer 
detailed data of the movements, serving as a valuable resource 
for further analysis. 
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F. Data Conversion 

Understanding the need to convert raw data arises from a 
compatibility issue between the initial format provided by the 
Perception Neuron 3 MoCap device and the requirements of the 
Gesture Description Language (GDL) system. Unlike the GDL 
system, which was originally designed to work with the Xbox 
Kinect—a marker-less MoCap system. The Perception Neuron 
3 relies on a marker-based approach to capture movements. This 
fundamental difference in technology means that the raw data 
produced by Perception Neuron 3 contain 59 sections of 
skeleton joints as shown in Table I [14] while the GDL system 
contains 25 sections of skeleton joints (Table II) that are 
available in SKL format. The data from Perception Neuron 3 are 
available in formats like FBX, BVH, CSV, and MBX, and 
cannot be directly used in a GDL system without first 
undergoing a conversion process to suit the SKL format. 

TABLE I.  SKELETAL JOINT GENERATED FROM PERCEPTION NEURON 3 

Section Name Logotype 
Serial 

Number 

Parent 

Node 

Buttocks Hips 0 Root Node 

Right thigh RightUpLeg 1 0 

Right Calf RightLeg 2 1 

Right foot Rightfoot 3 2 

Left thigh LeftUpLeg 4 0 

Left calf Leftleg 5 4 

Left foot LeftFoot 6 5 

Lower Part of the Spine Spine 7 0 

Middle Spine section Spine 1 8 7 

Upper Spine section Spine 2 9 8 

Lower Neck section Neck 10 9 

Upper Neck section Neck 1 11 10 

Head Head 12 11 

Right Shoulder RightShoulder 13 8 

Right Arm RightArm 14 13 

Right Forearm RightForeArm 15 14 

Right Hand RightHand 16 15 

Right thumb finger RightHandThumb1 17 16 

Right thumb in the middle 

finger 
RighthandThumb2 18 17 

Right Thumb tip RighthandThumb2 19 18 

Right index metacarpal RightInHandIndex 20 16 

Right index finger root RightHandIndex1 21 20 

Middle finger of the right 

index finger 
RightHandIndex2 22 21 

Right index fingertip RightHandIndex3 23 22 

Right middle metacarpal RightInHandMiddle 24 16 

Right middle finger to the 

root 
RightHandMiddle1 25 24 

Right middle finger middle RightHandMiddle2 26 25 

Right middle fingertip RightHandMiddle3 27 26 

Right ring metacarpal RightInHandRing 28 16 

Right ring finger refers to the 

root 
RightHandRing1 29 28 

Right ring finger in the 

middle 
RightHandRing2 30 29 

Right ring fingertip RightHandRing3 31 30 

Right little finger metacarpal RightInHandPinky 32 16 

Right pinky finger root RightHandPinky1 33 32 

Right pinky finger in the 

middle 
RightHandPinky2 34 33 

Right pinky fingertip RightHandPinky3 35 34 

Left shoulder LeftShoulder 36 8 

Left upper arm LeftArm 37 36 

Left forearm LeftForeArm 38 37 

left hand LeftHand 39 38 

Left thumb finger root LeftHandThumb1 40 39 

Left thumb in the middle 
finger 

LeftHandThumb2 41 40 

Left thumb tip LeftHandThumb3 42 41 

Left index metacarpal bone LeftInHandIndex 43 39 

Left index finger root LeftHandIndex1 44 43 

Middle finger of the left index 
finger 

LeftHandIndex2 45 44 

Tip of the left index finger LeftHandIndex3 46 45 

Left middle metacarpal LeftInHandMiddle 47 39 

The left middle finger refers 

to the root 
LeftHandMiddle1 48 47 

The left middle finger is 
fingered in the middle 

LeftHandMiddle2 49 48 

Left middle fingertip LeftHandMiddle3 50 49 

Left ring metacarpal LeftInHandRing 51 39 

The left ring finger refers to 

the root 
LeftHandRing1 52 51 

Left ring finger in the middle LeftHandRing2 53 52 

Left ring fingertip LeftHandRing3 54 53 

Left little finger metacarpal 

bone 
LeftInHandPinky 55 39 

Left little finger finger root LeftHandPinky1 56 55 

Left little finger in the middle LeftHandPinky2 57 56 

Left little fingertip LeftHandPinky3 58 57 
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TABLE II.  SKELETAL JOINT GENERATED FROM GDL SYSTEM 

No Joint Name 

1 Spine Base 

2 Spine Mid 

3 Neck 

4 Head 

5 Right Shoulder 

6 Right Elbow 

7 Right Wrist 

8 Right Hand 

9 Left Shoulder 

10 Left Elbow 

11 Left Wrist 

12 Left Hand 

13 Right Hip 

14 Right Knee 

15 Right Ankle 

16 Right Foot 

17 Left  Hip 

18 Left Knee 

19 Left Ankle 

20 Left Foot 

21 Spine Shoulder 

22 Right Thumb 

23 Right Tip 

24 Left Thumb 

25 Left Tip 

A series of steps outlined (see Fig. 2) are followed to 
transform the raw data into a format that the GDL system can 
understand and process. This conversion process results in the 
production of data in the SKL format, making it compatible for 
use with the GDL system. The conversion is not just a technical 
requirement but a bridge that enables the advanced MoCap 
dataset from Perception Neuron 3 to be utilized effectively in the 
GDL system environment, thereby enhancing the utility and 
applicability of MoCap data in various applications. 

 
Fig. 2. Data conversion flowchart. 

G. Motion Template Creation 

R-GDL or Reverse-Gesture Description Language is an 
extension of the basic concept of GDL, focusing on a machine-
learning approach for the recognition of full-body movements. 
R-GDL's methodology can be considered a form of reverse 
engineering compared to traditional GDL, as it starts with the 
outcome (recorded gestures) and works backward to infer the 
rules that define those gestures. Motion template will be 
developed by using R-GDL because this method has shown high 
accuracy in recognizing complex body movements, making it 
suitable for applications where precise motion detection is 
required, such as in physical therapy, sports analysis, and 
advanced human-computer interaction systems [15]. For 
creating the MTs, features in GDL will be used as shown below: 

FEATURE angle(ShoulderRight.xyz[0] - ElbowRight.xyz[0], 

WristRight.xyz[0] - ElbowRight.xyz[0]) AS RightElbow 

 FEATURE angle(ShoulderLeft.xyz[0] - ElbowLeft.xyz[0], 

 WristLeft.xyz[0] - ElbowLeft.xyz[0]) AS LeftElbow 

 FEATURE angle(ShoulderCenter.xyz[0] - ShoulderRight.xyz[0], 

 ElbowRight.xyz[0] - ShoulderRight.xyz[0]) AS RightShoulder 

 FEATURE angle(ShoulderCenter.xyz[0] - ShoulderLeft.xyz[0], 

 ElbowLeft.xyz[0] - ShoulderLeft.xyz[0]) AS LeftShoulder 

 FEATURE angle(HipRight.xyz[0] - KneeRight.xyz[0], 

 AnkleRight.xyz[0] - KneeRight.xyz[0]) AS RightKnee 

 FEATURE angle(HipLeft.xyz[0] - KneeLeft.xyz[0], 

 AnkleLeft.xyz[0] - KneeLeft.xyz[0]) AS LeftKnee 

 FEATURE angle(ShoulderRight.xyz[0] - ElbowRight.xyz[0], 

 ShoulderLeft.xyz[0] - ElbowLeft.xyz[0]) AS BetweenWrists 

 FEATURE angle(KneeLeft.xyz[0] - HipLeft.xyz[0], 

 KneeRight.xyz[0] - HipRight.xyz[0]) AS BetweenLeg 

H. Data Evaluation 

GDL are used for the recognition of user actions through the 
syntactic description of static body poses and movement 
sequences. It allows for representation of human movements in 
a way that computer systems can recognize and classify various 
gestures [15]. By using the GDL system, processed data will be 
evaluated with a motion template created previously and will 
produce the output of extrinsic feedback. 

IV. PROPOSED FRAMEWORK 

In this study, a theoretical framework of extrinsic feedback 
to evaluate football training has been proposed. Fig. 3 consists 
of several important models which are the football player, 
MoCap, raw data, processed data, motion template, evaluation 
and extrinsic feedback. 

Fig. 3 shows the important models in phases of development, 
testing and evaluation. The development phase consists of 
football player, MoCap, raw data, processed data and motion 
template models while the testing phase contains football player, 
MoCap and raw data models. The evaluation phase consists of 
comparison and extrinsic feedback models. 

A. Football Player 

In the development phase of the proposed framework, a 
certified coach will select skilled and qualified players (Player 
A). The selection criteria are determined by the coach who also 
assigns specific football training activities to these players. 
While in the testing phase, another individual (Player B), who 
might be new to football or a novice player, participates 
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alongside Player A in similar training activities. The coach will 
evaluate their progress using the approved score rubric 
assessment form. 

 
Fig. 3. Proposed framework. 

B. Motion Capture 

Both development and testing phases, the MoCap device 
from Perception Neuron with Axis Studio software, will be used 
on Player A and Player B. Each player will be recorded 
separately during the same training activities sessions. To ensure 
the highest quality of data, the actions of each player will be 
repeated several times per training activities. Specifically for 
Player A, the data will undergo review by the coach before it can 
be used as a motion template. 

C. Raw Data 

The training activities of both players will be digitally 
captured using the Perception Neuron via Axis Studio, and this 
data will be accessible in multiple file formats including FBX, 
BVH, CSV, and MBX that are provided in the software. The 
FBX and CSV format will be primarily used in the conversion 
process. This format is preferred because it is widely supported 
by most of the software, ensuring compatibility and ease of data 
handling. 

D. Processed Data 

To produce the processed data from raw data, several 
procedures in the conversion process (Fig. 2) are needed such as 
deleting the unused data and rearranging the data. Main purpose 
of conversion is to have the same attributes of data as the SKL 
format which is only suitable to use in the GDL system. Both 
players’ data are compulsory to be processed before it can be 
analyzed. 

E. Motion Templates 

To create a motion template, the GDL system will be used. 
This process is exclusively for processed data from player A. As 
this data has previously received approval from the coach, it will 
serve as a reference for comparing other data collected from the 
same training activities by different players or individuals. 

F. Comparison 

Both motion template data of player A and processed data of 
player B will be used in the GDL system. To evaluate and get 
the result of the processed data of player B, the data will be 
compared to the validated motion template of player A. In the 
GDL system, it will determine the accuracy and score of the 
processed data of Player B compared to the motion template of 
Player A as the result. 

The GDL classifier uses rules and features to recognize 
gestures from MoCap data in the GDL system. It processes 
MoCap data in several steps. First, it represents a sequence of 
MoCap data samples taken from ti time to tj, where each sample 
pta is a vector in R3.d, representing the three-dimensional 
coordinates (x, y, z) of the body joint. 

P[ti..tj]=[pti, ...,ptj] 

This raw data is then transformed into feature space, 
reducing dimensionality and making it invariant to the camera's 
position. The transformation is performed by a function 𝐹. 

P[ti..tj]F ftj 

The resulting sequence of feature vectors corresponds to the 
MoCap data samples over time. 

F[ti..tj]=[fti, ...,ftj] 

Next, the system evaluates whether specific rules are 
satisfied at each time step, creating a sequence of rule 
conclusions rta which can either be true or false. 

rta ∈ {true,false}r 

This sequence of rule conclusions over time is represented 
as 

R[ti..tj]=[rti, ...,rtj] 

The transformation function λ considers both the feature 
vectors and the previous rule conclusions to determine the 
current rule conclusions. 

{F[ti..tj],R[ti..tj−1]}→λ R[ti..tj] 

Each time step's data, features, and rule conclusions are 
stored in a memory stack. 

sta={pta,fta,r’ta} 

The entire sequence of MoCap data, feature vectors, and rule 
conclusions over the given time interval is stored in the GDL 
memory stack. 

S[ti..tj]=[sti,...,stj] 

The classifier uses this stack to apply rules and recognize 
gestures. When a sequence of rules corresponding to a gesture is 
satisfied, the gesture is recognized. 
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G. Extrinsic Feedback 

By getting the result of processed data of player B from the 
GDL system, it can be compared to the previous score rubric 
assessment form that has the evaluation score from the coach. If 
the score has high similarity, the expert can verify that the model 
of motion template of player A can be used to evaluate other 
players’ data because the GDL system produces the same result 
as the coach evaluation. 

V. EXPECTED OUTCOME 

The proposed framework is to improve the way coaches 
execute and evaluate football training and the player’s 
performance. By integrating MoCap devices, coaches are 
afforded a clearer picture of player performance. The technology 
not only assists in detailed analysis but also in decision-making 
processes and enhances the evaluation of players. Consequently, 
coaches can refine training methods, ensuring that players are 
not just practicing harder, but smarter. The immediacy with 
which feedback is provided to players allows for swift 
adjustments, fostering an environment of continuous 
improvement and growth. 

Furthermore, MTs are not only an aid in training but a lasting 
resource that can be accessed, revisited, and utilized repeatedly 
without degradation or expiration. This aspect guarantees the 
preservation of data for future use, offering a foundation on 
which athletes can build and refine their skills over time. 
Players, therefore, are not just improving in the short term 
through practice with MoCap devices; they are investing in a 
resource that supports their long-term development. The 
reusable nature of these MTs means that both current and future 
athletes can benefit from a tailored, data-driven approach to skill 
enhancement, ensuring that the legacy of today’s training 
methods extends far into the future. 

VI. CONCLUSION 

A theoretical framework of extrinsic feedback evaluation in 
football training has been presented in this paper based on MTs. 
This framework is designed to measure the success of technique 
execution during football training. To ensure the effectiveness 
of this study, an initial investigation into the development of 
MTs in football training, utilizing MoCap, is essential. This 
includes literature study, acquaintance meeting, procedures and 
approval, and interview. 

In the experiments, the Perception Neuron 3, a marker-based 
MoCap device, was proposed for utilization due to its accuracy 
and reliability in capturing data, even for the most subtle 
movements in sports activities such as football. The data from 
the device can be used to create MTs, which facilitate the 
analysis of professional players' data and the preservation of 
their unique skill movements in digital form. Importantly, this 
technology is not limited to football but can be explored and 
applied to other sports activities, enhancing its versatility and 
value in various athletic disciplines. For futures works, this 
proposed will be utilized and tested for experimenting the 
football techniques such as freekick for both left and right footed 
football players. 
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Abstract—In the current process of residential building layout 

design, there are problems such as low design efficiency, excessive 

manual intervention, and difficulty in meeting personalized needs. 

To address these issues, a residential building layout design 

method based on graph neural network model is proposed to 

improve the intelligence level of residential building layout design. 

Firstly, the residential building floor plan layout design data are 

transformed into graph data suitable for graph neural network 

model processing. Then, deep learning techniques are used to 

analyse and identify the spatial distribution characteristics of the 

main functional areas in the space. Finally, the trained graph 

neural network model is applied to the actual residential building 

floor plan layout design and compared with the traditional 

method. The experimental results show that compared with the 

traditional computer-aided design method, the residential 

building floor plan layout design and optimisation method 

improves the completeness of the design scheme by about 2.3%, 

the rationality by about 3.6%, the readability by about 1.9%, and 

the effectiveness by about 10.3%. The method improves the 

efficiency and accuracy of residential building floor plan layout 

design, helps to shorten the design cycle and reduce the design cost, 

and helps to promote technological progress and sustainable 

development in the field of architectural design. 

Keywords—Residential building layout plan; deep learning; 

GNN model; space utilization rate; resident comfort level; quantum 

particle swarm algorithm; Node2vec algorithm 

I. INTRODUCTION 

With the rapid development of social economy and the 
acceleration of urbanisation, the demand for residential 
buildings is increasing, and the floor plan layout design, as an 
important part of residential building design, directly affects the 
comfort, functionality and aesthetics of the residence [1]. The 
traditional floor plan layout design of residential buildings 
mainly relies on the experience and professional knowledge of 
designers, which is limited by the personal ability and 
experience accumulation of designers, and the design efficiency 
and accuracy are relatively low, and it is difficult to ensure the 
innovation and uniqueness of the design scheme [2]. In recent 
years, the development of artificial intelligence technology has 
provided new possibilities for residential building plan layout 
design [3]. Among them, the graph neural network (GNN) 
model, as a kind of neural network that can effectively process 
graphical data, has achieved remarkable results in the fields of 
computer vision, natural language processing, and recommender 
systems [4, 5]. However, in the field of residential building 
layout design, the application of GNN model is still in its infancy. 
Most existing research focuses on simple spatial relationship 
modeling, and there are still shortcomings in comprehensively 

considering various factors such as complex functional 
requirements, user preferences, and diverse building codes in 
residential buildings. In addition, how to build an efficient and 
accurate GNN architecture that can fully adapt to the special 
requirements of residential building layout design and achieve 
automatic generation and optimization of design schemes is still 
an urgent problem to be solved. The research aims to fill these 
research gaps by exploring the application of graph neural 
network models in residential building layout design, 
constructing more comprehensive and practical design models, 
and improving the quality and efficiency of residential building 
layout design, bringing new vitality and innovation to the field 
of residential building design. The study is divided into four 
parts: the first part is a summary of related studies; the second 
part is the design of the GNN model for residential building floor 
plan layout design, which is validated in the third part; and the 
fourth part is a summary of the whole study. The innovativeness 
of the study is mainly reflected in the following aspects The 
study of applying GNN to residential building floor plan layout 
design provides a new intelligent method for residential building 
floor plan layout design. Secondly, the study constructed a GNN 
model applicable to residential building floor plan layout design 
and optimised it with a large amount of training data, which 
improved the design efficiency and accuracy; finally, the GNN 
model was applied to actual design cases, which achieved 
significant design results. 

II. RELATED WORKS 

GNN is a neural network that can efficiently process 
graphical data and automatically learn the structural and 
relational information in graphical data. Wang et al. proposed a 
quaternion-based social recommendation knowledge graph 
neural network, which reduces the parameters during training 
through the expressibility of quaternion and the weight sharing 
mechanism of the Hamilton product, and also employs explicit 
and implicit social relationship integration algorithms to solve 
the problem of users' social relationship data sparsity problem. 
Experimental results show that the model can achieve up to 85% 
recommendation accuracy in study [6]. Huang's group proposes 
a dynamic spatio-temporal graph neural network model 
(DSTGNN) to capture the dynamics and dependencies in traffic 
demand forecasting by constructing a spatial dependency graph. 
The results show that DSTGNN outperforms existing models in 
traffic demand prediction on two real datasets [7]. Rusek's group 
proposes a novel GNN-based network model to understand the 
complex relationships between topology, routing, and input 
flows, and to predict key performance indicators. The model was 
experimentally shown to be accurate up to 88% in predicting 
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delay distribution, jitter and loss [8]. Lee et al. proposed a new 
human activity recognition model that combines a pre-trained 
model and a GNN to effectively overcome the sparsity of radar 
data. The results showed that the method achieved 96% 
accuracy in five different human activity classifications [9]. A 
related study proposes a scalable network slice digital twin 
based on the GNN model to capture intertwining relationships 
between slices and monitor end-to-end metrics. Experiments 
demonstrate that the method accurately reflects network 
behaviour and predicts latency in various topologies and new 
environments [10]. 

Graphic layout design is a design method to achieve an 
efficient, aesthetically pleasing and comfortable spatial 
environment by rationally arranging spatial elements. Li et al. 
proposed an attribute-conditional layout method for solving the 
problem of design element position and size in graphic layout 
design while considering element attribute constraints. The 
method was experimentally demonstrated to be effective in 
synthesising graphic layouts under different element attribute 
conditions and supports layout adjustment and original reading 
order preservation [11]. Murchie's group proposes a graphic 
design methodology based on the science of communicating 
vision and provides a high-level overview of terms related to 
layout, images, fonts, and colours. The method was able to 
increase graphic design satisfaction by 13% and helped to 
facilitate research collaboration between scientists and designers 
[12]. Stephan et al. used a mathematical planning approach to 
achieve optimal use of urban space by optimising car park 
layouts. The trade-off between high resolution and 
computational effort was explored by comparing orthogonal 
parking mixed integer programs at different resolutions. 
Experimental results show that the application of the optimised 
car park design scheme improves the effectiveness by 10% [13]. 
Boysen's team optimises the layout design of moving walkways 
through dynamic planning, which effectively improves the total 
travel time under several relevant extended constraints. The 
results showed that the method could reduce the total pedestrian 
travel time by 13% [14]. Wan team members targeted to propose 
a web page layout aesthetic assessment by automatically 
predicting the aesthetics of web page layouts based on an 
improved Adaboost algorithm. Experiments proved the 
superiority of the model in predicting the aesthetics of web page 
layouts [15]. 

In summary, existing research on GNN has achieved 
significant results in various fields such as social 
recommendation, transportation demand prediction, network 
performance indicator prediction, and human activity 
recognition, demonstrating the powerful ability of GNN to 
process graphical data structures and relational information. In 
terms of graphic layout design, although there are various 
methods such as attribute conditional layout, design based on 
scientific communication vision, mathematical programming 
optimization of parking lot layout, dynamic programming of 

mobile sidewalk layout, and aesthetic evaluation of webpage 
layout, these studies mostly focus on specific types of layout 
design or specific optimization objectives. At present, there is a 
lack of an effective model that deeply applies the powerful 
graphic data processing capabilities of GNN to residential 
building layout design, and fails to fully utilize GNN to explore 
the complex structural and relational information between 
residential building spatial elements to achieve more 
comprehensive, intelligent, and universal optimization of 
residential building layout design. Therefore, the study proposes 
a GNN model for residential building layout design, aiming to 
provide intelligent methods for residential building layout 
design and promote technological progress in the field of 
architectural design. 

III. GNN MODEL FOR RESIDENTIAL BUILDING LAYOUT 

DESIGN 

This paper discusses the data acquisition, pre-processing and 
analysis of residential building floor plan layouts using BIM 
technology. A layout design method based on GNN and deep 
learning is proposed to improve space utilisation and occupant 
comfort. Finally, the quantum particle swarm algorithm is used 
to optimise the layout design and transform it into a composite 
model to further enhance the design. 

A. Spatial Data Processing of Residential Building Plan 

Layout 

Residential building floor plan layout data acquisition and 
pre-processing is an important part of the BIM field, which 
involves the digital modelling of building space and provides 
basic data for building design, construction and operation [16]. 
Before carrying out the residential building plan layout, the 
functional area spatial data need to be collected and processed 
in order to extract the distribution characteristics of the layout 
space. The spatial data processing process of residential building 
plan is shown in Fig. 1. 

The data format of spatial layout information mainly 
includes the location, size, and shape of building floor plans and 
related functional areas. Specifically, the data will include 
information such as the coordinates, area, and shape of each 
functional area. The input of the model is raw spatial data, and 
the output is processed and analyzed spatial distribution feature 
information. During the processing, it may be necessary to 
replace the classification code to adapt to the new data structure 
and analysis requirements. Finally, the processed data will be 
verified to ensure its quality [17]. The information entropy of 
spatial distribution characteristics of the main functional area is 
shown in Eq. (1). 
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Fig. 1. The data processing process of residential building floor plan space. 

In Eq. (2), the measure of spatial functional area land is 


 

and the number of its types is N . The measure of spatial 
functional area land use can be realised by calculating the 
equilibrium degree, which takes the value range of [0, 1]. If the 
equilibrium degree is 0, it means that the use of land in the 
functional area is unbalanced; if the equilibrium degree is 1, it 
means that the use of land has reached the ideal equilibrium 
state. Through this metric, the development of land in the spatial 
functional area can be better understood and assessed [19]. The 
morphological characteristics of the main functional zone 
distribution of the building plan contain shape rate and 
compactness, and the shape rate of each functional zone is 
shown in Eq. (3). 
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In Eq. (3), the shape rate of each functional area is  , the 

area of the functional area region is 1S
, and the length of the 

region is L . Shape rate is an important indicator to describe the 
morphological characteristics of the distribution of the main 
functional area, if the value is small, it means that the area shows 

obvious belt-like characteristics; if the value is large, it indicates 
that the distribution of the main functional area in the area is 
block-like. The compactness of the main functional area is 
shown in Eq. (4). 
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In Eq. (4), the compactness of each functional area is 


, 

and the minimum external circle area of functional area is 
'

1S
. 

Subsequently, the study analyses and identifies the spatial 
distribution characteristics of the main functional zones in the 
space through the deep neural network technology, and the deep 
neural network of spatial distribution of the main functional 
zones in the building plan is shown in Fig. 2. 

The spatially relevant feature points of the residential 
building plan are extracted by deep neural network, and the 
functional area feature index parameters are calculated as shown 
in Eq. (5). 
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Fig. 2. Deep neural network for spatial distribution of main functional areas in architectural plans. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

315 | P a g e  

www.ijacsa.thesai.org 

In Eq. (5), the feature indicator parameter is A , the upper 

limit value of feature is b , the optimisation coefficient of 

feature parameter is r , the distribution range is s , and the 

lower limit value of feature is w . The corresponding feature 
value index parameters are calculated and the results of the 
layout feature extraction of the functional area are evaluated. If 
the result exceeds the preset value range, it indicates that there 
is an abnormality in the feature extraction and it is necessary to 
carry out the extraction again. On the contrary, it can be 
considered that the layout feature extraction results are suitable 
for layout optimisation design, and the subsequent operations 
can be continued. 

In summary, the study successfully extracted the spatial 
distribution characteristics of the main functional area by 
processing and analyzing spatial data using deep neural network 
technology. Then, using information entropy and spatial 
functional area land measurement methods, evaluate the 
development status of land in each functional area. In addition, 
by calculating the shape ratio and compactness of the main 
functional area, we have gained a better understanding of the 
development of the spatial functional area land. The research 
method not only improves the accuracy of residential building 
layout design, but also provides effective basis for subsequent 
layout optimization design. 

B. Residential Building Layout Design and Optimisation 

Methods 

Unlike traditional deep learning models, GNN acquires 
information about graph data by learning the relationships 
between nodes [20]. The mathematical representation of the 
graph structure is shown in Eq. (6). 


,G V E

 

In Eq. (6), the graph structure is G , the set of nodes of the 

graph structure is 
1 2[ , , , ]iV v v v , and the set of all edges of 

the graph structure is 11 12[ , , , ]ijE e e e
. The radius subgraph 

of the nodes is shown in Eq. (7). 
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In Eq. (7), the subgraph of node iv
 within the radius r  is 

( )r

iv
. The radius subgraph of an edge is shown in Eq. (8). 
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In Eq. (8), the subgraph of edge ije
 within radius r  is 

( )r

ije

. After random initialisation by supervised learning, the node 
radius subgraphs and edge radius subgraphs are trained by 
backpropagation. The node embedding representation is 
updated as shown in Eq. (9). 
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In Eq. (9), the node embedding is denoted as 
( )t

iv , the 

Sigmoid function is  , and the set of neighbours of the node is 

( )N i
. The hidden neighbour vector is 

( )t

ijh
 and its calculation 

is shown in Eq. (10). 
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In Eq. (10), the nonlinear activation function of the neural 

network is 
f

, the hidden neighbour weight matrix is 

( ) ( ),
T

t t

neighbor j ijW v e   , the neighbour offset vector is neighborb
, and 

the edge embedding vector of node 
( )t

iv
 and node 

( )t

jv
 at time

t  is 

( )t

ije
. The edge embedding vector is updated as shown in 

Eq. (11). 
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In Eq. (11), the edge vector update weight matrix is 

 ( ) ( ),t t

side i jW v v
 and the edge embedding vector offset vector is 

sideb
. The final output obtained is shown in Eq. (12). 
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In Eq. (12), the final output is buildy
 and the number of all 

nodes is 
V

. The loss function for residential building 
prediction is shown in Eq. (13). 
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In Eq. (13), the loss function is loss , the regression weight 

matrix is regW
, the actual score of the samples is iy

, and the 

number of samples is m . The Node2vec algorithm is an 
unsupervised machine learning model based on graph 
embedding, which represents similarity or proximity between 
nodes by sampling their neighbours in a random wandering 
manner and mapping the nodes to a high-dimensional space. The 
Node2vec algorithm borrows from the word2vec algorithm in 
natural language processing, considering each node in the graph 
as a word in the text and a sequence of nodes as a sentence in 
the text. The algorithm mainly solves the problem of how to 
generate a sequence of nodes starting from an initialised node. 
The optimisation objective of the Node2vec algorithm is shown 
in Eq. (14). 


max log Pr( ( ) ( ))f sv V

N u f u


 

In Eq. (14), the node mapping function is 
( )f u

 and the set 

of nearest neighbour points of a node is 
( )sN u

. The GNN-
based residential building plan layout design model is shown in 
Fig. 3. 
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Fig. 3. A residential building layout design model based on GNN.

The residential building floor plan layout design model uses 
a graph data structure to encode and analyse building floor plans. 
The graph neural networks involved include Graph 
Convolutional Neural Networks (GCN) and Graph Attention 
Networks (GAN). In this model, nodes represent rooms, and 
node attributes include type, etc.; edges represent connectivity 
relationships between rooms, such as door connections, open 
connections, or vertical connections (e.g., stairs, ramps, or lifts). 
Through supervised learning, the model uses GNN to embed 
nodes and subgraphs to obtain the corresponding vector 
representation and the vector representation of the whole graph. 
Then, the linear regression model assigns weights to the 
subgraphs to minimise the error between the predicted score and 
the true score. After training, the subgraphs that have a high 
impact on the scores are extracted as good design elements. The 
unsupervised learning part uses the node2vec algorithm to map 

the sample graph into a high-dimensional space and visualise it 
to show potential relationships between nodes. This approach 
provides useful suggestions for subgraph combination, i.e., 
which nodes should be connected together in the final design. In 
the structure combination phase, the model identifies the basic 
modules (subgraphs) and then combines them into a new graph. 
This process can be achieved by adding new edges and 
additional nodes. Finally, the validity of the generated design 
solution is manually evaluated. After obtaining a new diagram 
that conforms to the design, the model converts the diagram into 
a residential building plan layout. Overall, the GNN-based 
residential building floor plan layout design model effectively 
integrates supervised and unsupervised learning, which helps to 
generate innovative and design-compliant floor plan layout 
solutions. The GNN structure used for subgraph construction is 
shown in Fig. 4. 
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Fig. 4. GNN structure for subgraph construction. 

Each layer of the GNN structure used to discover constructed 
subgraphs consists of neurons that hold real-valued 
representations of node attributes. In each layer, a convolutional 
operation processes the node attributes, multiplying the result by 
the hidden weights and mapping it to a probability distribution 
via a non-linear function to obtain a potential representation 
vector. The probability of each layer is related to the objective 
function score, and subgraph patterns are discovered by 
accumulating and remembering the neighbourhood 
contributions of the nodes. The subgraph vector is updated as 
shown in Eq. (15). 
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In Eq. (15), the subplot vector at the time of t  is 
( )t

ix
 and 

the subplot vector at the time of 1t   after updating is 
( 1)t

ix 

. 
The initialisation process of the subplot vector of the residential 
building plan is shown in Fig. 5. 
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Fig. 5. The initialisation process of subgraph vectors in residential building plans. 

The objective of the residential building floor plan layout 
design optimisation method is to maximise the space utilisation 
of the residential building while improving the comfort of the 
occupants, subject to the constraints [21]. The residential 
building floor plan layout design optimisation method is based 
on the quantum particle swarm algorithm, which achieves the 
goal by optimising two factors: the coordination of the layout 
design and the design cost. The optimisation model transforms 
the complex layout problem into the form of a composite model, 
which takes into account a variety of factors such as land type, 
functional area type, and adjacency. In the solution process, the 
optimal solution is searched by continuously updating the 
particle velocity and position, and the preset convergence 
conditions are satisfied. The final optimal layout design results 
obtained can be used to guide the actual residential building plan 
layout design. 

IV. ANALYSIS OF THE APPLICATION OF RESIDENTIAL 

BUILDING LAYOUT DESIGN METHODS 

The content of this chapter focuses on the analysis of data 
processing, feature extraction and application of design 
optimisation methods to residential building plan layout images. 
Firstly, the images in the ScanNet dataset are processed and 
converted. Then, the frequency and distribution features of 
different spatial types are analysed. Then, the GNN model 
performance is evaluated by experimenting different parameters 
using neural networks and Adam optimiser for training. Finally, 

the public space layout is optimised by quantum particle swarm 
algorithm. 

A. Analysis of Data Collection and Pre-processing Effects 

The experimental environment of the residential building 
floor plan layout design method includes the following: first, in 
the software environment, BIM software is used for data 
acquisition and pre-processing, such as Revit and AutoCAD. 
This software can help to acquire the relevant information of the 
building and to organise and process the data. It is also necessary 
to use deep learning frameworks, such as TensorFlow, PyTorch, 
etc., for data processing and analysis for model training and 
prediction. In terms of the hardware environment, we need to 
use a high-performance computer or server for data processing 
and model training. Specific configurations include high-speed 
CPU, high-capacity memory and high-performance graphics 
card to ensure the efficiency and accuracy of data processing and 
model training. The programming language uses Python as the 
main programming language, combined with the corresponding 
deep learning libraries and APIs of building information 
modelling software for data processing and model training. The 
storage device uses high-speed hard discs or solid-state hard 
discs as the data storage device to improve the data reading and 
writing speed and model training efficiency. The study selects 
residential building plan layout images as the raw data for data 
processing on the ScanNet dataset, and the data conversion 
processing effect is shown in Fig. 6. 
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Fig. 6. Data conversion processing effect.
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The image grouping in Fig. 6(a) is the random division of 
the 150 residential building floor plan layout image samples 
obtained from the ScanNet dataset into five groups of 30 sample 
images each shows the accuracy of the data conversion, with an 
average accuracy of up to 96.4%. It indicates that there are very 
few errors and deviations in the data conversion process, and 
most of the image samples can maintain a high degree of 
consistency and accuracy in the conversion process. Fig. 6(b) 
shows the completeness of data conversion, and the average 
completeness can reach 84.4%. In the data conversion process, 

the important information and features of the overall sub-image 
samples can be retained and reproduced. Comprehensively, the 
effect of data conversion processing is quite remarkable, with 
excellent performance in both accuracy and completeness 
indicators, which lays a solid foundation for further data analysis 
and processing. The study will contain 24 of the 30 data samples 
for training and cross-validation, using grid search to adjust the 
combination of hyperparameters, and the other 6 samples as a 
test set. The results of feature extraction for residential building 
plan layout images are shown in Fig. 7. 
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Fig. 7. The effect of feature extraction on residential building layout images. 

Fig. 7(a) shows the variation of error values of residential 
building floor plan layout image feature extraction, and the error 
values of training and testing tend to be stable in the range of 0-
0.01. Fig. 7(b) shows the repeatability test results of residential 
building floor plan layout image feature extraction, and the 
repeatability averages of training and testing are 84% and 89%, 

respectively. The results show that the effect of residential 
building floor plan layout image feature extraction is more 
significant, and the accuracy and repeatability are excellent. The 
results of the sample room type frequency statistics are shown 
in Fig. 8. 
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Fig. 8. Sample room type frequency statistics results. 

In Fig. 8(a), types 1-8 represent bathroom, bedroom, 
corridor, kitchen, living room, dining room, parking room and 
laundry room, respectively. In Fig. 8(b), types 9-16 represent 
guest rooms, balconies, storage rooms, entrances, studies, 
master bedrooms, second bedrooms, and bathrooms, 
respectively. The frequency ranges of different types of spaces 
are not exactly the same, with bathrooms appearing most 

frequently, followed by corridors, and to a lesser extent, 
balconies. With regard to the information entropy of spatial 
distribution characteristics, the internal spatial distribution of 
residential buildings presents a high degree of randomness and 
diversity. In the spatial functional area land metric, functional 
areas such as bedrooms and living rooms occupy larger areas, 
while parking rooms and laundry rooms have smaller areas. 
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Regarding the shape rate of each functional area, kitchen and 
bathroom show a more regular shape, while bedrooms and living 
rooms are more irregularly shaped. The main functional areas 
such as bedrooms and living rooms are more compact, while 
dining rooms, laundry rooms, etc. are less compact. 

B. Analysis of the Application of Residential Building Layout 

Design and Optimisation Methods 

When evaluating the application effect of residential 
building layout design and optimization methods, a comparative 
evaluation method was used in the experiment to compare the 

proposed optimization method with computer-aided design 
(CAD) and poster tools. Nonprofessional and professional users 
were invited to evaluate the completeness, rationality, 
readability, and effectiveness of the three design tools. The study 
uses customised data and parameter settings to train neural 
networks to solve architectural design problems. Also, the Adam 
optimiser was used for training and different parameters such as 
subgraph radius and edge vector dimensions were chosen for the 
experiments. The effect of different parameters on the GNN 
model is shown in Fig. 9. 

120

R
o
o
t 

m
ea

n
 s

q
u
a
re

 e
rr

o
r/

%

180 210 240 270 300
0

10

20

30

40

150

(a) Subgraph radius
Iterations

50 100 150 200

R
o
o
t 

m
ea

n
 s

q
u
a
re

 e
rr

o
r/

%

300 350 400 450 500
0

10

20

30

40

250

(b) Embedding vector dimension
Iterations

50 100 150 200

R
o
o
t 

m
ea

n
 s

q
u
a
re

 e
rr

o
r/

%

300 350 400 450 500
0

10

20

30

40

250

(c) Graph neural network depth
Iterations

r=0 r=1 r=2 V-10 V-20 V-30 V-40

L-2 L-3 L-4

 
Fig. 9. The impact of different parameters on GNN models. 

Fig. 9(a) shows the results of the effect of subgraph radius 
on the model performance, and it can be seen that the root mean 
square error of the model can be minimised up to 18.3% when 
the subgraph radius is 2. Fig. 9(b) shows the results of the effect 
of vector dimension on the model performance, and it can be 
seen that the root-mean-square error of the model can be 
minimised up to 16.9% when the vector dimension is 40. Fig. 
9(c) shows the results of the effect of GNN depth on model 

performance, as can be seen that the model stabilises with a 
minimum root mean square error of 23.6% at a GNN depth of 3. 
With the current model setup, a subgraph radius of 2, a vector 
dimension of 40, and a GNN depth of 3, the smallest root-mean-
square error can be obtained, resulting in optimal model 
performance. The sample room type vector space projection is 
shown in Fig. 10.
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Fig. 10. Sample room type vector space projection. 
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Fig. 10(a) shows the space vector projections for types 1-8, 
i.e., bathroom, bedroom, corridor, kitchen, living room, dining 
room, parking room and laundry room. Fig. 10(b) shows the 
space vector projections for types 9-16, i.e. guest room, balcony, 
storage room, entrance, study, master bedroom, second bedroom 
and bathroom. It can be seen that clusters such as bedrooms and 
bathrooms are closer to each other, forming a larger category, 
while kitchens and dining rooms are closer to each other. In 
addition, clusters such as guest room, bathroom and second 
bedroom are very close to each other. The optimisation of the 
residential building floor plan layout design is shown in Fig. 11. 

In order to verify the effectiveness of the GNN based 
residential building layout design and optimization method 
proposed in the study (marked as Method A), the GCN and GAT 
models were used as baselines in the experiment, and the 
intelligent generative method based on genetic algorithm 
(marked as Method B) and the layout optimization method based 
on particle swarm optimization (marked as Method C) published 
in 2023-2024 were compared. The comparison results of 
different methods are shown in Table I. Table I shows that 
Method A outperforms the baseline models GCN and GAN in 

all indicators, and compares Method B with Method C. 
Compared to the baseline model, the performance of method A 
has significantly improved, with its root mean square error 
reduced by nearly half, accuracy increased by about 10%, and 
F1 value increased by about 6%. Compared with the methods 
proposed in 2023-2024, Method A leads by about 4% in 
accuracy and F1 score, demonstrating higher overall 
performance. This indicates that the GNN based method for 
residential building layout design and optimization has 
significant advantages and application potential. 

TABLE I.  COMPARIING RESULTS OF DIFFERENT METHODS 

Method 
Root mean 

square error/% 
Accuracy/% F1 value/% 

GCN 20.3% 83.1% 89.3% 

GAN 25.1% 80.3% 87.3% 

Method A 10.7% 93.2% 95.1% 

Method B 13.7% 90.2% 91.3% 

Method C 16.1% 89.3% 90.8% 
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Fig. 11. Optimization of residential building layout design. 

Fig. 11(a) shows the results of the comparison of the 
separation degree of the spatial layout before and after the 
optimised design. Before the optimal design, the separation 
degree of each functional area is low, and there are some areas 
that are not effectively utilised. The separation degree of the 
functional areas after the optimal design is significantly 
improved and always within the permitted fluctuation range, 
which indicates that our proposed design method can effectively 
optimise the layout of the public space, making the spatial 
distribution of the functional areas clearer and avoiding the 
waste of space. Fig. 11(b) shows the results of the objective 
function solution, which shows a decreasing trend with the 
increase of the number of iterations. This is because in the 
quantum particle swarm algorithm, the particles are able to 
adjust and update all the particle information through quantum 
mechanics, maintaining the original position and velocity while 
choosing the appropriate velocity direction based on historical 
experience. This process of constantly searching and updating 

position information makes the particles gradually approach the 
optimal solution, thus optimising the layout of the main 
functional area of the public space. The evaluation of the 
application effect of the residential building layout design and 
optimisation method is shown in Fig. 12. 

In Fig. 12, the study compares the proposed method for 
designing and optimising the floor plan layout of residential 
buildings with computer-aided design (CAD) and poster tools as 
a comparison in order to analyse the effectiveness of the 
application of the proposed method in the study. Fig. 12(a) 
shows the evaluation results for non-professional users and Fig. 
12(b) shows the evaluation results for professional users. 
Compared with CAD and poster tools, the completeness of the 
residential building floor plan layout design and optimisation 
method is improved by about 2.3%, rationality by about 3.6%, 
readability by about 1.9% and effectiveness by about 10.3%. 
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Fig. 12. Evaluation of the application effect of residential building layout design and optimisation methods. 

V. CONCLUSION 

In order to improve the space utilisation of residential 
buildings and the comfort of occupants, the study proposes a 
GNN-based method for designing and optimising the floor plan 
layout of residential buildings. The method analyses and 
identifies the spatial distribution characteristics of the main 
functional areas in the space through deep learning techniques. 
The study adopts the quantum particle swarm algorithm to 
optimise the layout of the public space, and transforms the 
complex layout problem into the form of a composite model to 
meet the preset convergence conditions and obtain the optimal 
layout design results. In the process of data conversion, the 
average accuracy can reach 96.4% and the average completeness 
can reach 84.4%, which lays the foundation for further data 
analysis and processing. The error value of the residential 
building floor plan layout image feature extraction is within the 
range of 0-0.01, and the repeatability averages for training and 
testing are 84% and 89%, respectively. Compared with the most 
advanced methods, the accuracy and F1 value of the GNN based 
residential building layout design and optimization method have 
been improved by about 4%, and its overall performance is 
better. Compared to CAD and poster tools, the effectiveness of 
the residential building floor plan layout design and optimisation 
method was improved by about 10.3%. The results indicate that 
the GNN-based residential building floor plan layout design and 
optimisation method has high applicability. This study has made 
multiple contributions in the field of residential building layout 
design. Firstly, the innovative application of Graph Neural 
Networks (GNNs) in residential building layout design provides 
a new intelligent design approach. Secondly, a GNN model 
adapted to the layout design of residential buildings was 
carefully constructed and optimized with a large amount of 
training data, significantly improving design efficiency and 
accuracy, effectively addressing the shortcomings of existing 
research in comprehensively considering multiple factors such 
as complex functional requirements, user preferences, and 
building standards of residential buildings. Thirdly, the 
successful application of the GNN model in practical design 
cases has improved the completeness, rationality, readability, 

and efficiency of the design scheme. It has shown outstanding 
performance in data conversion, image feature extraction, and 
other aspects. Compared with traditional CAD and poster tools, 
its efficiency has been significantly improved, effectively 
promoting technological progress and sustainable development 
in the field of architectural design. However, the study still has 
some limitations, such as the limited scope of data collection and 
the insufficiently fine setting of model parameters. Future 
research can collect data in a wider range and further optimise 
the model parameter settings to improve the performance and 
practicality of the layout design method. 
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Abstract—Developing a resilient infrastructure is crucial for 

nation-building by supporting innovations and promoting 

sustainable growth. The Kingdom of Saudi Arabia is striving to 

achieve the Sustainable Development Goals (SDGs) set by the 

United Nations. Industry, Innovation, and Infrastructure (I3) are 

some of the strategic objectives of the Kingdom’s Vision 2030 par 

with the United Nations’ SDGs. The objective is focused to develop 

trade and transport networks for international, regional, and local 

connectivity with an investment of billions of dollars to establish a 

robust transport network and improve the existing one for 

enhancing road safety to reduce the costs of deaths and serious 

injuries. For this, a control center for automatic monitoring could 

be established for 24x7 monitoring of traffic violators; the key 

project has been named the National Center for Transportation 

Safety, apart from launching the “Rental Contracts” facility with 

the Naql portal. Moreover, the growing urban population is 

causing more vehicles on the roads leading to more traffic 

congestion which has become severe during peak hours in the 

major cities causing several other issues such as environmental 

pollution, high greenhouse gases (GHGs) including CO2 emissions, 

health risks to the citizen and residents, poor air quality, higher 

risks of road safety, more energy consumption, discomfort to the 

commuters, and wastage of time and other resources. Therefore, 

in this research, we propose an intelligent transport system (ITS) 

for predicting traffic congestion levels and assist commuters in 

taking alternative routes to avoid congestion. An intelligent model 

for predicting urban traffic congestion levels using XGBoost, 

Gated Recurrent Unit (GRU), and Long Short-Term Memory 

(LSTM) algorithms is developed. The comparative performance 

analysis of the techniques concerning the performance metrics: 

Mean Squared Error (MSE), Root Mean Square Error (RMSE), 

Mean Absolute Error (MAE), Mean Absolute Percentage Error 

(MAPE), Error cost, Outlier sensitivity, and Model Complexity, 

demonstrate that the LSTM algorithm excels the other two 

algorithms. 

Keywords—Sustainable development goals; traffic congestion; 

traffic prediction; Gated Recurrent Unit; long short-term memory; 

intelligent transport system 

I. INTRODUCTION 

Millions of people visit the Kingdom of Saudi Arabia yearly 
to perform Hajj and Umrah. During the Hajj period, two Holy 
cities experience the peak of traffic. Due to the large number of 
expatriates, the other major cities also usually experience the 
peak. The Kingdom aims to reduce peak hour congestion levels 
in the major cities as an important element under the SDGs of 
Vision 2030. So, the priorities in the Kingdom’s Vision 2030 
include programs for self-driving vehicles [1]. An intelligent 

transport system for predicting the congestion level and traffic 
analysis will assist the self-driving vehicle program initiative. 

Apart from the proper road design, the main focus of the 
Transport Ministry in the Kingdom of Saudi Arabia is on road 
safety mechanisms, like mounting proper traffic and guide 
signs, adequate water drainage, and highway fencing to avoid 
accidents due to animal entry [2]. The concerned committees 
on existing roads and improving safety policies are trying too 
hard to prevent fatalities due to accidents. The National Road 
Safety Center (NRSC) is one of the Kingdom’s road safety 
initiatives to reduce traffic fatalities within the National 
Transformation Program 2020 [3]. The goal is to establish a 
center of technical excellence and strategic partner for road 
safety stakeholders to place the Kingdom among the top 20 
countries in road safety by 2030 [3]. Therefore, one of the key 
initiatives of this research project is to apply Artificial 
Intelligence (AI) technologies to effectively forecast traffic 
congestion levels during peak traffic load periods to diversify 
road traffic efficiently. 

So, our proposed system will offer effective management of 
the congestion level, thereby reducing the cost of accidental 
deaths, serious injuries, and travel time. Consequently, the 
quality of social life will improve. 

Moreover, higher congestion leads to higher energy 
consumption and creates related challenges such as 
environmental pollution, high CO2 emissions, health risks, etc. 
An ITS capable of predicting the congestion level will help 
minimize the traffic congestion levels and related challenges 
[4]. 

Novelty and Motivation of the Research Work 

1) An intelligent transport model development: The 

research aims to develop an intelligent transport system model 

for forecasting traffic congestion levels using an amalgamation 

of ML and deep learning (DL) techniques. 

2) Prediction of the traffic congestion levels: We 

investigate and exploit various learning techniques capable of 

effectively predicting the traffic congestion levels for 

developing an intelligent transport system. 

3) Better traffic control and management: Controlling and 

managing traffic congestion during peak hours and in 

undesirable circumstances e.g., in an accident or any intentional 

road blockage is in line with the SDGs. 

4) Reduction in transportation time: The project’s 

outcomes can be used in the concerned committee settings to 

*Corresponding Author. 
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reduce the overall transport time for the citizens and the 

residents. 

5) Comparative analysis of multiple techniques: A 

comparative analysis of the proposed model’s results with the 

existing traffic congestion prediction techniques strengthens its 

validity and viability. 

This document is organized as follows. Section II describes 
the literature review. Section III discusses the Methodology; 
Section IV outlines the Proposed Work. Section V covers the 
Experimental Analysis. Section VI concludes the research. 

II. LITERATURE REVIEW 

The concept of an intelligent transport system is useful for 
overcoming the crisis of urban traffic congestion levels raised 
due to the migration of people to urban areas by efficiently 
predicting traffic congestion levels in urban areas [5-9]. The 
goal of such a system is to achieve traffic efficiency by 
minimizing the commuters’ travel time, consumption of 
energy, and requirement of other resources and maximizing 
road safety and commuters’ comfort level. These applications 
are deployed as strategic and sustainable development plans in 
techno-savvy countries to bring the concept of intelligent 
transport systems into reality. 

Faster And Safer Travel Through Routing and Advanced 
Controls (FAST-TRAC) [9] is one of the earliest projects 
deployed in Oakland County, Michigan. The system receives 
and shares data and live video of traffic conditions with the 
Michigan Department of Transportation. It is one of the first 
suburban adaptive traffic control systems in the USA; also, the 
first to use video processing for an adaptive traffic control 
system in the world, and the first to launch a traffic website 
about real-time traffic information. 

Sydney Coordinated Adaptive Traffic System (SCATS) 
[10] signal system uses eight phase signals to fit into the 
changing traffic patterns. This traffic control system optimizes 
traffic flow and implements intelligent algorithms to process 
real-time data to predict traffic patterns, reduce congestion and 
travel time, and enhance travel safety. It has reduced travel time 
by 28%, stops by 25%, fuel consumption by 12%, and 
emissions by 15%. 

Some similar early systems to mention are Driver 
Information Radio using Experimental Communication 
Technologies (DIRECT), ADVANTAGE l-75, Suburban 
Mobility Authority for Regional Transportation (SMART), 
Cooperative Intersection Collision Avoidance System 
(CICAS), and Data Use Analysis and Processing (DUAP), etc. 

Recent developments for automated and real-time 
processing of crowding information are the Google Maps 
transit service [11], Singapore LTA [12], and the Moovit travel 
app [13]. These systems are not cost-effective. 

The paradigm of road safety has shifted from passive to 
active safety. Effective traffic congestion detection capability 
and effective analysis of real-time data are the keys to the 
efficiency of these systems [14]. 

The concept of intelligent traffic systems is incomplete 
without extracting useful and distinctive patterns from the 

collected data for real-time decision-making. A. Drabicki et al. 
[7] propose a framework for modeling an RTCI (real-time 
crowding information) system with an agent-based model with 
PT (public transport) simulations. This system is not validated 
as a reliable model and ceases to be an evidence-based 
analytical tool. 

L. Li et al. [8] discuss the critical role of trajectory data 
focusing on traffic flow by revisiting traffic models at three 
levels (microscopic/mesoscopic/macroscopic). Their research 
is based on theoretical aspects of the field without practical 
implementation. 

Authors in study [6] deal with the techniques of improved 
traffic flow and safety and less congestion including evaluating 
the performance of intelligent transport systems through a 
survey among the urban truck drivers. They do not implement 
a model for intelligent transport systems. 

Authors in study [15] discuss sustainable traffic 
management issues focusing on IoT and intelligent information 
systems. Their research is based on theoretical aspects of the 
field without practical implementation. 

Authors in study [16] propose a deep autoencoder neural 
networks model for traffic congestion prediction on the SATCS 
dataset. During the congestion level prediction in their work, 
there is a loss of information in representing the congestion 
levels in the proposed network. There is no clarity on 
information loss and what is the impact of information loss on 
prediction performance. 

K. Zhang et al. [17] propose a data-driven model to predict 
traffic congestion flow in urban regions using the 
Convolutional Neural Network (CNN) LSTM network. The 
model depends on statistical analyses and employs a black box 
DL model for congestion prediction which lacks interpretable 
algorithms for traffic modeling. 

Authors in study [18] described an intelligent traffic 
prediction approach using RFs and SVMs. However, they use 
simulations to validate the outcomes. 

Therefore, in this project, we aim to design an effective 
intelligent model for traffic congestion prediction using an 
amalgamation of ML- and DL-based approaches which will 
improve the weaknesses of the previous work. This work will 
solve the urban traffic congestion of the Kingdom. 

III. METHODOLOGY 

An ITS consists of multiple components such as traffic 
management systems, electronic toll collection, vehicle-to-
infrastructure communications, traffic flow forecasting, 
traveler information systems, etc. Traffic flow forecasting is an 
important component of ITS. Accurate traffic flow forecasting 
can improve an ITS in multiple ways such as improved traffic 
conditions by route optimization, improved travel efficiency by 
mitigating congestion, etc. Vehicle traffic flow is influenced by 
several factors that exhibit complex spatial-temporal 
dependencies. These complex spatial-temporal dependencies 
and non-linear relationships in the traffic data, make the 
forecasting task more challenging. Hence, different techniques 
of traffic flow forecasting face many challenges. This paper 
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analyzes many AI techniques for forecasting effective and 
efficient traffic flow. Several machine-learning techniques have 
been utilized in forecasting and other complex real-world 
applications [19-26]. These techniques include LSTM networks 
for time series, GRU, Nonlinear Autoregressive with 
exogenous input (NARX), Random Forest (RF), and XGBoost. 
Each has been evaluated based on its strengths, weaknesses, 
and suitability for forecasting the inherent spatial-temporal 
dependencies within traffic data. 

A. Random Forest 

RF is a machine learning (ML) technique that can be 
utilized for classification and regression. However, the most 
common application of this technique is classification. It 
belongs to the category of ensemble ML approaches. The 
ensemble approach can be considered as a group of experts 
working together to find the solution to a problem. Ensemble 
techniques rely on multiple models (often base learners) 
working together to generate the final prediction by combining 
predictions of all the models. RF ensembles multiple decision 
trees [27, 28] as illustrated in Fig. 1. 

 

Fig. 1. Random forest. 

Therefore, an RF builds an ensemble of multiple decision 
trees. The predictions of these trees are combined. Each subtree 
is built on a random subset (with replacement) of training data. 
This prediction aggregation process is also known as bagging 
or bootstrap aggregating. At each split in a tree, only a subset 
of features is considered. This process is known as random 
feature selection. Due to the randomness, caused by the random 
feature selection, overfitting is reduced. Each tree gets to vote 
for the final prediction. In the case of classification, the most 
likely outcome is the one with the majority of votes, and in the 
case of regression, the prediction is the averaged predicted 
value of all the trees [29]. This research predicts the number of 
vehicles and therefore, the RF regressor model has been utilized 
for the implementation. The traffic data of the time series has 
been categorized into four traffic categories for easier 
interpretation. Therefore, the predicted numbers are converted 
into high, low, normal, or heavy traffic category. Several 
research studies have analyzed the effectiveness of RF in 
forecasting road traffic [29-33]. An analysis by [30] compares 
the traffic prediction accuracy between the Bayesian network 
and RF. The study outlines that RF performs better than 
Bayesian networks in traffic prediction scenarios. Another 

study [33] analyzes multiple ML models and concludes that RF 
performs better than the other models. 

B. XGBoost 

eXtreme Gradient Boosting (XGBoost) is one of the 
powerful ML techniques for prediction tasks like classification 
and regression [34]. XGBoost is an ensemble technique. It 
combines the capabilities of the decision trees and gradient 
boosting. The decision trees are ensembled sequentially. The 
prediction errors introduced by the previous tree are corrected 
by the next tree improving the final prediction. XGBoost 
incorporates Lasso (L1) and Ridge (L2) regularizations to 
prevent overfitting. Using regularization also helps in 
controlling the complexities of the trees. XGBoost allows 
custom-defined loss functions or uses commonly used loss 
functions such as MSE and log loss functions. Mean squared is 
used for regression tasks. As in this research, the model aims to 
predict the number of vehicles, therefore, the MSE loss function 
has been used. XGBoost utilizes parallel and distributed 
computing environments to speed up the training [35]. To 
improve the speed and optimization, XGBoost uses the 
computation by pruning the irrelevant branches in the early 
stage. The pruning process utilizes the sparse learning 
technique [36]. Several researchers have leveraged the 
capabilities of XGBoost for traffic predictions [37, 38]. As 
discussed, it utilizes regularization which helps in preventing 
overfitting. It can handle complex relationships and non-
linearity present in the traffic data points. 

C. Neural Network Time Series Nonlinear Autoregressive 

Vehicle traffic data can often be subject to high variance and 
rapid transients. Therefore, time series forecasting models 
should be able to overcome the non-linearity of these changes. 
A research study [39] suggests that the following non-linear 

autoregressive model ŷ(𝑡) = ℎ(𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … , 𝑦(𝑡 −

𝑑)) + 𝜀(𝑡) can be utilized to model such variance and transient 

time series data. This model equation has been explained in the 
next paragraph. The model analyzed past traffic data to predict 
future traffic volumes for vehicle traffic forecasting. However, 
as discussed earlier, traffic data is often non-linear, therefore, a 
non-linear autoregressive neural network has been utilized for 
traffic volume forecasting. The implemented neural network is 
a multilayer feedforward network with feedback connections 
[39, 40]. The general structure of the multilayer nonlinear 
autoregressive neural network has been illustrated in Fig. 2. 

 

Fig. 2. Structure of the multilayer nonlinear autoregressive neural network. 
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The mathematical representation of the model can be stated 
using the following equation: 

ŷ(𝑡) = ℎ(𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … , 𝑦(𝑡 − 𝑑)) + 𝜀(𝑡)   (1) 

This equation states that the predicted value can be 
formulated into a function ℎ of past time-series values. During 
the training process, weights and bias values are adjusted to 
approximate the function ℎ. The term 𝜀(𝑡) represents the error. 
It is a sequence of random independent variables. The sequence 
has a mean of zero and a finite variance. The neural network 
model trains on the past time series data using 𝑑 feedback 
delays. The parameter 𝑑 is the delay and can be tuned by the 
trial-and-error method for better accuracy. The proposed work 
has implemented different training algorithms- scaled 
conjugate gradient, Bayesian regularization (BR), and 
Levenberg-Marquardt (LM) with the dataset. Due to the 
features of each algorithm, they may perform differently with 
the same training data and network architecture. The scaled 
conjugate gradient algorithm used the gradient calculation 
method. It made it more memory efficient than the LM and BR 
training algorithms which utilize Jacobian calculations. 

D. Long Short-Term Memory Networks 

The LSTM neural network was proposed by Hochreiter and 
Schmidhuber [41]. These are a category of recurrent neural 
networks (RNNs) that are types of artificial neural networks. 
RNNs can identify the patterns in the data sequences or time 
series. 

The vehicle traffic flow data used time series data in this 
research work. Time series forecasting may lead to sequence 
dependency issues on the input variable [42].  RNN maintains 
a memory of the previous inputs through the hidden states to 
learn from sequential or time-series data. However, RNNs can 
suffer from the vanishing gradient problem. A vanishing 
gradient problem where the gradients become very small as 
they are back-propagated through time. It leads to difficulties 
in learning long-term dependencies. LSTMs are specifically 
designed to address this problem. LSTMs utilize memory cells 
with gates. Gates control the information flow and allow the 
network to learn long-term temporal patterns. LSTM neural 
network is composed of multiple cells. The following Fig. 3 
illustrates a typical cell of the LSTM neural network at the time 
𝑡. 

The cells of the LSTM network are very similar to those of 
the RNN neural network and utilize the previous timestep as 
shown in Fig. 1. 

 

Fig. 3. LSTM neural network cell at the time t. 

In LSTM, each cell is composed of an input gate (𝑖𝑡), an 
output gate (𝑜𝑡), a forget gate (𝑓𝑡) and memory (𝑚𝑡). The 
additional component in the LSTM neural network is the 
memory unit. These cells are the elementary units for the layers 
of the neural network. The memory of the LSTM neural 
network comes from the cells of the hidden units. The cell 
memorizes the values of the unit for an arbitrary period. The 
forget gate and input gate apply the sigmoid activation function 
(represented as 𝜎) and the activation function for memory is 
𝑡𝑎𝑛ℎ. 𝑀𝑡−1 represents the memory from the previous cell and 
𝑀𝑡 represents the memory of the current cell. Similarly, the 𝑌𝑡−1 
is the output from the previous cell and 𝑌𝑡 represents the output 
of the current cell. The symbol ‘×’ illustrates the elementwise 
multiplication and the symbol ‘+’ represents the elementwise 

addition. 𝑋𝑡 is the 𝑡𝑡ℎ timestep input to the cell. 𝑈 and 𝑊 are 
the weight vectors. The output of these gates is the vectors 
computed by applying the weights and corresponding 
activation functions on the input for every timestep. Each cell 
generates a memory and an output. The memory can either be 
utilized or forgotten by the next cell depending on the values 
from the activation function of the forget gate as depicted in 
Fig. 1. 

E. Gated Recurrent Units 

The GRUs were introduced by [43], one of the powerful 
architectures based on RNN. Similar to LSTM, they use a 
gating mechanism to manage information flow. However, they 
have simpler architectures with fewer parameters than LSTM, 
making them faster to train than LSTM [43]. The vanishing 
gradient issue is where the information from old data sequences 
does not propagate properly through the network. The GRUs 
mitigate this issue by capturing long-term dependencies. 
Research studies [44, 45] have implemented GRUs for traffic 
prediction with promising results. We discuss the functions of 
each component of GRUs in the below paragraph. 

A GRU unit consists of two main gating mechanisms 
known as update gate (𝑧𝑡) and reset gate (𝑟𝑡). The output hidden 
state (ℎ𝑡𝑜) at time 𝑡 is determined by the candidate's hidden state 
(ℎ𝑡), update gate (𝑧𝑡) and reset gate (𝑟𝑡). The update gate is 
represented mathematically as: 

𝑧𝑡 = 𝜎 (𝑊𝑧[ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑧)              (2) 

The values close to 0 disregard the past state and values 
close to 1 indicate the higher influence of the past states. The 
update gate controls the information flow from the previous 
hidden state (ℎ𝑡−1). The reset gate (𝑟𝑡) controls the influence of 
the past states. That is, how much or to what extent, the 
processing of the current state (𝑥𝑡) of the network relies on the 
past hidden states. The reset gate is represented mathematically 
as: 

𝑟𝑡 = 𝜎 (𝑊𝑟[ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟)            (3) 

The values close to 1 indicate that the network can utilize 
the past state and the values close to zero indicate that the 
network should focus on the current input. The information 
flow is managed using the activation functions such as sigmoid 
(𝜎) or hyperbolic tangent (𝑡𝑎𝑛ℎ). The candidate's hidden state 
is calculated using the current input and the selective 
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information from the previous hidden state. It is represented 
mathematically as: 

ℎ𝑡 = 𝑡𝑎𝑛ℎ (𝑊ℎ[𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡] + 𝑏ℎ)       (4) 

The output hidden state (ℎ𝑡𝑜) is computed by using the 
previous hidden state, candidate hidden state, and update gate 
as: 

ℎ𝑡𝑜 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 +  𝑧𝑡 ∗ ℎ𝑡               (5) 

In the above equations, W and b are parameter metrics and 
vectors. 

GRUs offer compelling performance with simple 
architecture which is computationally lighter to train than 
LSTM. 

The predictive ability of the combined method was 
evaluated by four indices, namely, the MAE, the MSE, the 
RMSE, and the MAPE: 

𝑀𝐴𝐸 =
1

𝑛
∑|𝑦𝑡

𝑛

𝑡=1

− �̂�𝑡| 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦𝑡 − �̂�𝑡)2 

𝑛

𝑡=1
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1
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𝑛

𝑡=1

 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

𝑦𝑡−�̂�𝑡

𝑦𝑡

𝑛
𝑡=1 × 100%             (6) 

IV. PROPOSED WORK 

Fig. 4 represents the proposed system’s general 
architecture. This project will investigate and exploit several 
prediction techniques using three algorithms, XGBoost, GRUs, 
and LSTMs. These methods will be compared based on the 
performance of prediction accuracy. After evaluating the 
implemented techniques, the model that performs the best 
among these alternatives will be selected for forecasting the 
congestion level and presented as a model for deployment. 

A. Dataset Description and Analysis 

Actual urban traffic scenarios are complex. Traffic is 
dynamic over the days of the week and hours of the day. 
Therefore, proper data analysis depends on the actual traffic 
scenario. During the weekdays there are very high volumes of 
traffic usually called rush hours often from 6 am to 8 am and 
from 4 pm to 6 pm when most people are either going to or 
coming from work. This period heavily impacts traffic 
congestion levels. Fridays show unique deviation from 
anticipated as typical weekday traffic patterns; despite being 
considered part of weekdays.  Congestion is not experienced 
during normal working hours but there is still increased road 
usage though not as much as on other days of the week perhaps 
due to leisure activities and social gatherings. Monday is the 
only day commuters commute consistently, most likely because 
it is the first day after taking a weekend off. Therefore, temporal 
factors should be considered when designing effective 

management systems since they offer better insights into the 
potential intensity of bottlenecks at specific times if nothing is 
done to mitigate them. 

The dataset used in the research work is publicly available 
at Kaggle [46]. Table I summarizes the features of the dataset. 
The detailed dataset description is available in Table II. 

 
Fig. 4. The proposed ITS architecture. 

TABLE I. DATASET SUMMARY 

Total Records 5952 

No. of Attributes 9 

Attributes 
Time, Date, Day of the week, CarCount, BikeCount, 

BusCount, TruckCount, Total, Traffic Situation 

TABLE II. SUMMARY OF TEMPORAL TRAFFIC DATASET 

Day Period 
Traffic 

Volume 
Key Observations 

Weekdays 

06:00 - 08:00 High 
Morning rush hour due to 

work commutes 

16:00 - 18:00 High 
Evening rush hour due to 

work commutes 

Friday 

06:00 - 08:00 Lower 
Reduced morning congestion 

compared to other weekdays 

16:00 - 18:00 Moderate 
Evening traffic due to social 

and recreational activities 

Weekends Various Variable 
Much lesser uniformed traffic 

patterns contrast to weekdays 

The quantiles and distributions of the four vehicle types are 
illustrated in Fig. 5 with box plots and histograms respectively. 

The research considers four categories of traffic situations 
namely low, normal, high, and heavy to analyze the traffic 
congestion situations. The number of average total 
transportation for each category of traffic situations has been 
depicted in Fig. 6. 

Building an Intelligent Transport System 

Traffic Data Collection and Preparation 

Performance Evaluation 

Selection of the 

Optimal Model 

XGBoost GRU LSTM 
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Fig. 5. The box plots and distributions (histograms) of the four vehicle 

types. 

 
Fig. 6. The number of average total transportation for each category of 

traffic situations. 

A pie chart of total vehicles by traffic situation has been 
shown in Fig. 7. 

 
Fig. 7. Total vehicles by traffic situations. 

B. Proposed Models 

Temporal traffic pattern insights are useful for urban 
planners and decision-makers to reduce congestion and plan for 
infrastructural growth and transport system development 
toward building resilient cities that can withstand natural 
calamities and shocks such as heavy rains, floods, and 
earthquakes. Three algorithms are used for predicting future 
transportation states: XGBoost, GRUs, and LSTMs. The 
performance metrics used to evaluate the XGBoost model with 
100 estimators included MSE, RMSE, MAE, MAPE, Error 
cost, Outlier sensitivity, Model complexity, etc. We compare 
the forecast against actual data to visualize our models' 
performance. 

The GRU model, which consisted of a single GRU layer 
followed by two dense layers, underwent extensive training and 
evaluation. Performance measures were calculated, and 
predictions were compared to the real data. However, a type 
error occurred during the visualization step because the test set 
and predictions had different formats. This issue was resolved 
by transforming the forecasts into a NumPy array. 

The training, assessment, and presentation procedures for 
the LSTM model—which consists of one LSTM layer followed 
by two dense layers—should be mentioned, among other 
things. It's also important to note that Fig. 8 displays the 
graphical representation of error distribution for each model, 
providing insight into the distribution and concentration 
sections where such errors are in the prediction cluster. 

 

Fig. 8. Error distribution for each model. 

V. ANALYSIS OF THE EXPERIMENTS 

An experimental setup will be established, and its 
comprehensive experimental analysis will be performed in this 
section. 

We discuss traffic forecast techniques using three models: 
XGBoost, GRU, and LSTM. To enable the chosen models to 
use the dataset, we first do considerable pre-processing on it. 
These procedures include encoding categorical information like 
the day of the week and traffic conditions and standardizing 
time to a 24-hour format. The data set is split into train-test sets 
for model training and evaluation, following the pre-
processing. Our investigation begins with the RF model, well 
known for its ability to handle complex information. It offers 
insights into its predicted performance through an extensive 
evaluation process. Specifically, its ensemble learning 
approach exhibits competitive performance metrics, indicating 
strong performance in tasks such as traffic prediction where 
multiple factors influence the final result. The metrics 
employed by the models are summarized in Table III to give 
individual and comparative performance evaluations. 
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TABLE III. COMPARATIVE EVALUATION OF METRICS FOR MODEL 
PERFORMANCE 

Metrics 
Performance Values 

XGBoost GRU LSTM 

Mean Squared Error (MSE) 15.6 12.8 10.5 

Root Mean Squared Error 

(RMSE) 
3.95 3.58 3.24 

Mean Absolute Error (MAE) 2.75 2.45 2.15 

Mean Absolute Percentage 
Error (MAPE) 

5.3% 4.7% 3.9% 

Error Cost Moderate Moderate Low 

Outlier Sensitivity Low Moderate Low 

Model Complexity High Medium High 

The metrics employed by the XGBoos model are 
demonstrated in Fig. 9. The MSE for the XGBoos model 
between the actual and projected values is 15.6. RMSE 
provides a comprehensible metric of error magnitude and a 
small deviation from true values because it is the square root of 
MSE. This relatively low MSE suggests that the model's 
predictions are reliable. With an MAE of 2.75, the model 
demonstrates modest prediction errors, indicating its 
forecasting reliability. These figures are supported by a MAPE 
of 5.3%, which displays MAPE about actual values, presenting 
that on average the system's predictions should not deviate 
significantly (within a range of ±%) from reality. Such an 
accomplishment reflects an important degree of precision 
needed in real-world traffic forecasting applications, where it 
may not always be possible to obtain detailed or reliable 
historical data on past events to use as the foundation for future 
projections. In urban traffic management, moderate mistake 
costs imply manageable effects on flow control strategies 
intended to reduce congestion within cities; therefore, they can 
be effortlessly handled using suitable actions taken at strategic 
points along important paths serving various parts of the city. 
Mild mistake costs show operational/financial impacts related 
to incorrect predictions. The RF model's insensitivity to outliers 
is a crucial feature that makes it perfect for handling traffic data 
with irregular abnormalities like accidents or abrupt volume 
increases. This resistance against anomalous values guarantees 
smooth functioning and accurate predictions are made 
throughout, even in the face of random data points. 
Furthermore, the building of numerous decision trees combined 
is the cause of the high inherent complexity in the RF design. 
This complexity increases forecasting accuracy and makes it 
possible to represent intricate relationships within databases, 
such as those including multiple communicating variables, 
whose collective impact can either facilitate or obstruct flow 
depending on what is occurring at any given time. Yet, 
managing large amounts of input/output data can be 
challenging and require a higher level of interpretability, 
requiring more processing power than would typically be 
necessary under less demanding limitations. These examples 
show how effective an RF model can be in traffic prediction: 
Comparatively low MSE and RMSE readings, which indicate 
accuracy, corroborate its precision; MAE and MAPE exhibit 
reliability. Moderate error costs show applicability for usage in 
real-world scenarios where certain errors are expected but don't 
necessarily result in significant financial losses by striking a 

balance between accurate forecasts and controllable economic 
ramifications. When dealing with abnormal data points, 
XGboost is a good option because of its low sensitivity to 
outlying observations. This is especially true if the data points 
are frequently found along major highways with numerous 
entrances and exits close to one another over short distances, 
heavy traffic during peak hours, and sharp changes over time 
due to various factors like accidents, road works, etc. 

 

Fig. 9. XGBoost actual vs. predicted values. 

The Recurrent Neural Network (RNN) architectures begin 
with the GRU model. The GRU model is trained and assessed 
by leveraging its ability to capture sequential dependencies in 
data. Despite promising results, with significant improvements 
over traditional ML methods, it does not achieve optimal 
performance metrics compared to the XGBoost model. Fig. 10 
depicts the performance characteristics of the GRU model and 
provides valuable comparisons with the XGBoost model 
previously evaluated and shown in Fig. 9. The mean squared 
variance between the expected and actual values compared to 
XGBOOST is less than the MSE of 12.8, which indicates that 
the GRU model can capture temporal correlations in traffic 
data. The model's RMSE of 3.58, which places it higher in 
overall predictive performance than the XGBOOST model, 
further demonstrates its capacity to foresee with a smaller 
margin of inaccuracy. The MAE of the GRU model is 2.45, a 
lower value that highlights the model's accuracy in predicting 
traffic patterns. Furthermore, with a MAPE of 4.7% indicating 
that it is within 4.7% of the real values, the GRU model 
performs somewhat better than the XGBOOST model. Despite 
these promising metrics, the GRU model has moderate error 
costs, similar to the XGBOOST model, it represents that even 
though it makes generally accurate predictions, prediction 
errors can still have adverse operational and economic 
consequences that must be managed in real-world applications. 
While handling irregular data points better than many 
traditional ML models, the GRU model is not as robust as the 
XGBOOST model due to its moderate sensitivity to outliers. 
The model's performance in scenarios where anomalies occur 
frequently, such as traffic accidents or sudden volume 
increases, may be affected by this moderate sensitivity. In terms 
of model complexity, the GRU is classified as medium. Due to 
its gating mechanisms and sequential nature, it is more complex 
by nature than typical ML models, but not as complex as the 
ensemble-based XGBOOST model. The medium complexity is 
a suitable option for capturing temporal trends without unduly 
straining computational resources as it balances computational 
needs and predictive capabilities. 
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Fig. 10. GRU actual vs. predicted values. 

Next, we introduce the LSTM model known as the best for 
long-term dependency recognition in sequence data. In this 
light, traffic prediction tasks are conducted to see how well it 
can perform. However, there should be some more tests against 
an XGBOOST model, so we know what works better. Known 
for its depth and memory cells with specialized functions, the 
LSTM model has proved effective in traffic prediction. The 
training phase had several other models whose performance 
metrics were not as good as those of this one because during 
evaluation it achieved the lowest test loss among all considered 
models. This demonstrates that the only algorithm capable of 
making such complex predictions about traffic patterns would 
have been the LSTM model, which processes inputs over time 
and steps into outputs across variable sequence lengths until 
convergence on some fixed point. What more could you ask for 
from an LSTM model? Furthermore, the results obtained from 
examining the plots depicted in Fig. 11 indicate the potential 
success or failure of a certain predictive capability with other 
similar ones, such as the two displayed here, where they differ. 
The difference between the two models' accuracy in predicting 
all points examined so far throughout our research into each 
model's strengths and weaknesses is ΔY (Actual – Predicted), 
which is always within ΔX rather than zero. This indicates that 
both models perform equally poorly in predicting weak areas 
closer to either endpoint, possibly in part as none recognize 
features outside a certain range of values. As an illustration of 
the lack of consistency between anticipated forecasts made 
based solely on this type of proof, we can see that, between 
various points along the x-axis, the most faraway ones are more 
closely related than the two most adjacent indicated values 
themselves farther apart, but never precisely identical distance 
away from each other. This still fails to account for the least 
squares fits noticed. 

The experimental investigation showed that many traffic 
forecast models ranging from deep DL techniques like GRU 
and LSTM to conventional ones, like XGBoost, are effective. 
Each model in traffic congestion prediction has demonstrated 
pros and cons. However, the LSTM model outperformed the 
others, achieving the highest accurate rate in traffic trend 
prediction. These results are critical in transportation planning 
and management because they offer practical guidance to 
enhance system efficiency and traffic flow optimization. 

 

Fig. 11. LSTM actual vs. predicted values. 

VI. CONCLUSION AND FUTURE WORK 

Our research considers many traffic scenarios to predict 
traffic congestion levels using an amalgamation of ML- and 
DL-based algorithms. The research outcomes show that both 
traditional ML and DL algorithms are effective. Three models, 
namely XGBOOST, LSTM, and GRU have been implemented 
on the dataset and are found powerful. The LSTM model is 
better than others due to its ability to capture long-term 
relationships between traffic data points and various patterns 
embedded in them. The concerned committees will utilize the 
research outcomes for transportation planning and management 
settings to optimize the flow of vehicles through different 
traffic routes to maximize the transportation system’s 
efficiency. Citizens will save much of their precious time 
knowing the congestion level in advance; helping them plan 
their travel better. Business and industrial sectors can better 
plan the logistics and manage transport-related requirements. A 
high congestion level is the root of several environmental bad 
factors. Proper management of the congestion will improve the 
environment and will reduce pollution. A high level of 
congestion can waste commuters’ time putting adverse effects 
on several other economic factors and accounts for high energy 
consumption. An ITS will assist in mitigating these factors and 
hence will enhance economic benefits. 

The proposed model can be implemented as a mobile 
application in future work that can collect live data and aid the 
commuters in suggesting, in advance, the best route to travel 
based on the traffic congestion level. 

While the proposed system considers various traffic 
scenarios occurring on specific periods of the day of the week, 
it does not consider other factors like weather and road 
conditions. We will focus on improving DL models to a hybrid 
of LSTM with techniques to exploit their strengths in future 
studies to improve the prediction effectiveness of the traffic 
congestion levels in ITS. 

Moreover, to further increase the effectiveness of the ITS, 
accessing the real-time traffic data streams through 
comprehensive integration of vehicles’ speed, location, and 
weather conditions to the ITS can be plenty of achievements 
like better accuracy in forecasting, scalability, and 
interoperability. 
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Abstract—Different models have been developed for 

segmentation tasks, each with its uniqueness. Recently, the 

Segment Anything Model (SAM) was added to the pool of these 

models with expectations of addressing their weaknesses. SAM, 

although trained on a huge dataset for segmentation of anything, 

particularly images of natural source, produces suboptimal 

results when applied to segmentation of photovoltaic module 

image due to difference in semantic between photovoltaic module 

and natural images. In spite of the current suboptimal 

performance of SAM in segmentation of photovoltaic module 

images, it demonstrates detection and identification of thermal 

anomalies in photovoltaic module images that majorly contribute 

to power production loss. The implication of this is that, the task, 

the model, and the data corresponding to SAM are applicable to 

photovoltaic module image diagnosis. In this paper, we propose 

SAM-enabled photovoltaic-module image enhancement (SAM 

PIE) for fault inspection and analysis using ResNet50 and CNNs. 

SAM-PIE combines the strength of SAM for enhancement of the 

fault inspection and analysis procedure, for optimal performance 

of the proposed method. Experiments were performed on three 

thermal anomaly image datasets of photovoltaic modules to 

validate the performance of SAM-PIE for the classification tasks. 

The results obtained validates the potential capability of SAM-

PIE to perform photovoltaic module image classification. The 

dataset is publicly and freely available for scientific community 

use at https://doi.org/10.17632/5ssmfpgrpc.1 

Keywords—Anomaly; convolution neural networks; crack; 

hotspot; photovoltaic; Residual Network-50; shading 

I. INTRODUCTION  

Recently, there was an emergence of a state-of-the-art 
foundational model called the Segment Anything Model 
(SAM) [1] in the field of Computer Vision (CV) for image 
segmentation tasks. The main components that make the leap 
possible for the SAM are: (a) Prompts for new segmentation 
task, (b) SAM’s model, and (c) SA-1B dataset. The prompt-
able segmentation task was proposed in order to return a valid 
segmentation mask provided any prompt for segmentation is 
given. The main task of the prompt is simply to specify the 
image’s object to segment, e.g., spatial or text information can 
be a prompt for object identification. For an output mask to be 
valid, there is a requirement that the output under any 
circumstances (for example, when there is an ambiguity in 

what object a prompt specifies in an image) should generate 
sensible mask at the least for one of the objects in the image. 

The innovative design of the SAM model satisfies all the 
constraints imposed on the model architecture due to prompt-
able task of segmentation and reality in real-world applications. 
In particular, prompts flexibility support masks computation in 
amortized real-time and ambiguity-aware [1-2]. Based on the 
abovementioned qualities attributed to SAM and its 
demonstration as a good model trained on a wide-ranging 
scalable data for flexibility, studies reveal the tendency of it 
facing challenges in tasks involving domain-specific 
segmentation solution [3], as noticed in some photovoltaic 
(PV) module image segmentation scenarios [4-6]. The rise of 
PV power has given a new dimension to renewable energy as 
evident in the global renewable energy, and this trend 
continues in gaining more acceptance as alternative to power 
generation [7-12]. 

The PV explosion requires an in-depth knowledge of its 
widespread, challenges, and prospect for concern individuals 
[13-15]; and this knowledge is essential for its proper 
monitoring, management, and maintenance across borders [16-
20]. The inspection, detection, identification, and analysis of 
faults in PV installations have greatly been enhanced by the 
progress made in CV [21-24]. However, the majority of 
research on PV installations concentrate on using conventional 
CV techniques for inspection and analysis of the anomalies in 
solar cells of PV modules, which performs below expectations 
[25-27]. Moreover, high-resolution images are extremely 
required to obtain accurate inspection and analysis of PV 
modules [28], and the conventional techniques pose challenges 
regarding this. 

Many researchers have attributed the inaccuracy obtained 
in their segmentation tasks to incapability of SAM when 
applied to PV image segmentation tasks, confirming the 
discrepancies in the tasks, model, and datasets. Although SAM 
shows segmentation efficiency in object-specific tasks, it still 
has limitations when dealing with fine structures, small 
disconnected components, weak boundaries and modalities 
[29-30]. Complex modalities, fine modular structures, small 
disconnected cell components, and absence of sharp 
boundaries are the challenges confronting SAM in PV image 
segmentation [28]. Additionally, the segment anything-1 
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billion (SA-1B) of natural images on which SAM was pre-
trained couple with the approach to determine boundaries 
based on discrepancy in intensity [28] is not applicable to PV 
images due to analysis of solar cells of the PV modules. 

Moreover, while SAM can carry out many tasks, it does not 
have the prompts capability for panoptic and semantic 
segmentation implementation. Lately, SAM has experienced so 
much improvement due to many studies commitment to 
enhancing it due to its disappointing results to suit domain-
specific tasks as noticed in PV image analysis. Several of these 
studies has dedicated their strength to fine-tuning the SAM 
model to enhance its performance and reliability for PV image 
analysis. Yang et al. [13] in their quest to meet the demand for 
the extraction of large-scale PV panel, proposed a novel 
weakly-supervised method that was based on the SAM model. 
Knowing the importance of broad data volumes and the 
knowledge that the extraction process requires the concept of 
latent PV locations for reduction in scope of the amount 
processed subsequently, they applied the method to the 
segmentation of latent PV locations for smooth passage from 
classification to segmentation. They achieved segmentation 
results that could stand the test of time. 

Although SAM being initialized with a self-supervised 
technique [28], its efficiencies depend on large-scale 
supervised training. Rafaeli et al. [2] addressed this issue by 
proposing segmentation that is prompt-based at varied light 
conditions and resolutions using SAM 2. Their study revealed 
the efficiency of SAM 2 over SAM, particularly when 
prompted by points under lighting conditions that are sub-
optimal. SAM’s strength is challenged in segmentation of PV 
images, being a model trained on massive natural images. 
Although SAM may be prompt-able to efficiently segment PV 
images, it can still differentiate conspicuous solar cells of PV 
modules according to changes in image pixels. PV images are 
images of solar panels with a lot of revealing information only 
under high thermal image and pixel resolutions [31-32]. 

Therefore, thermal captured and enhanced images give 
visual quality to PV images for valuable information on 
anomalies detection, and analysis beyond what can be obtained 
from original image. Based on this, the aim of applying the 
techniques of PV image enhancement (PIE) in this study is to 
attain efficient and excellent inspection and analysis of PV 
faults from the available original PV imagery [33]. Therefore, 
we propose a new SAM-based PIE method (SAM-PIE) with 
the sole aim of enhancing the inspection and analysis of PV 
image segmentation models, and giving different perspective to 
the potential value of SAM in PV image analysis. 

Under moderate prompts, the stability scores and masks 
generated by SAM are essential resource for PV image 
segmentation and analysis. An important factor that 
distinguished SAM-PIE from the traditional IE methods is the 
low-level in which the traditional IE methods frequently work, 
which is below the high-level requirement for reconstructing 
and recovering an original image [5], which is what SAM-PIE 
aims to achieve. This feat by SAM-PIE was attained by 
increasing semantic structures from SAM. Our proposed image 
enhancement method, SAM-PIE is easy to adapt to SAM, 
ensuring its applicability in solving anomalies in solar cells of 

PV modules by PV experts. In this paper, two classification 
models, ResNet50 [34] and Convolutional Neural Networks 
(CNNs), popular for their applications in PV image 
segmentation tasks were selected for the evaluation of SAM-
PIE. One thousand PV module datasets [35], a Mendeley data 
comprising Hotspots (350 thermal generated images), Cracks 
(350 thermal generated images) and Shadings (300 thermal 
generated images) were used in performing the image 
segmentation experiments. 

Research reveals that prior maps generated from effect of 
adding together the original and SAM’s generated images can 
be employed for network inputs enhancement and thus 
improving the efficiency and performance of downstream 
models developed for segmenting PV images. This revelation 
motivated us to embark upon proposing SAM-PIE by applying 
the SAM’s generated stability scores and masks. The regions 
of thermal anomalies in the original image can be spotted by 
the enhanced images, thereby providing the attention maps for 
the classification models for an enhanced classification of PV 
images. The techniques in the proposed SAM-PIE enable its 
effectiveness in inspection and analysis of thermal anomalies 
in solar cells of PV modules. The work carried out in this paper 
is a step towards automated inspection and analysis of thermal 
anomalies in solar cells of PV modules. The unique 
contributions of the proposed SAM-PIE method are as follows: 

 Images of PV modules were originally collected, 
processed into datasets and publicly and freely available 
for scientific community use at 
https://doi.org/10.17632/5ssmfpgrpc.1 

 Using drone (DJI Mavic 3 Thermal) for data collection 
addresses limitations in prior works that focused on 
collecting static images of PV modules. Moreover, this 
approach solves data limitations that could negatively 
influence the performance and accuracy of the proposed 
SAM-PIE. 

 Integration of a novel PIE model into an existing SAM 
model to generate enhanced images for accurate 
classification of the thermal anomalies in solar cells of 
PV modules. 

The rest of the paper’s contents is as follows: Section II 
presents the related work. Section III presents the materials and 
methods. Section IV presents the experiments. Section V 
presents the results and discussions. Section VI concludes the 
study. 

II. RELATED WORK 

Kirillov et al. [1] proposed a model called SAM model for 
the segmentation of any objects in an image. The model 
displayed great efficiency in fundamental instance 
segmentation task. Rafaeli et al. [2] applied SAM model 2 for a 
prompt-based segmentation at multiple resolutions and lighting 
conditions. Wang et al. [3] proposed an image enhancement 
based on SAM model that facilitates diagnosis of medical 
images. Lüddecke and Ecker [4] proposed in their work, a 
method based on text and image prompts for segmenting 
images. Mazurowski et al. [5] in their work, proposed an 
experimental study for analyzing medical images using SAM 

https://doi.org/10.17632/5ssmfpgrpc.1
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model. Wang et al. [6] proposed a SAM model for scaling-up 
segmentation dataset of remote sensing. Feldman and Margolis 
[7] presented a report that contained update on industrial 
production and consumption of solar energy. Huang et al. [8], 
by considering dust impact, proposed a method for diagnosing 
PV faults based on a designed hybrid artificial bee colony 
algorithm and semi-supervised extreme learning machine. 
Cubukcu and Akanalci [9] proposed an inspection and 
determination methods in real-time of PV power systems faults 
by thermal imaging. Tsanakas et al. [10] proposed an advanced 
installation inspection method of PV by aerial triangulation and 
terrestrial georeferencing of thermal/visual imagery. Herraiz et 
al. [11] proposed thermal images analysis through structure 
based on CNNs for PV plant condition monitoring. Cheng et 
al. [12] employed self-adaptive chaos particle swarm 
optimization algorithm for the extraction of solar cell model 
parameters. Yang et al. [13] proposed a perfectly consistent 
and coherent transition from classification to segmentation 
using a novel SAM-based weakly-supervised method with a 
case study in latent PV locations segmentation. Pei and Hao 
[14] used voltage and current observation and evaluation 
method in their proposed PV systems to detect a fault. 
Georgijevic et al. [15] employed arc current entropy for 
detecting series arc fault in PV systems. Zhao et al. [16] 
presented a fault analysis method and protection challenges for 
solar PV arrays based on line-line fault analysis. Hariharan et 
al [17] proposed a method for detecting in PV systems, partial 
shading and other faults in PV array. Pillai and Rajasekar [18] 
proposed a sensorless line-line and line-ground technique 
based on MPPT for detecting faults for PV systems. Kurukuru 
et al. [19] proposed a novel approach for PV systems designed 
for fault classification. Chine et al. [20] proposed a novel 
method for diagnosing fault for PV systems based on artificial 
neural networks (ANNs). Hussain et al. [21] proposed a 
method integrating two bi-directional input parameters driven 
by ANN for detecting PV fault. Vieira et al. [22] proposed a 
method for detecting faults in PV systems by comparing 
multilayer perceptron and probabilistic neural network. Yuan 
et al. [23] conducted a survey on ANN for solar PV systems 
fault diagnosis. Hichri et al. [24] applied genetic-algorithm-
based neural network to grid-connected PV systems for fault 
detection and diagnosis. Zhu et al. [25] proposed an approach 
based on unsupervised sample clustering and probabilistic 
neural network model for diagnosing fault for PV arrays. 
Eskandari et al. [26] proposed an autonomous fault diagnosis 
method based on weighted ensemble learning for PV systems 
using genetic algorithm. Wang et al. [27] proposed a support 
vector machine method for diagnosing PV array fault. Ravi et 
al. [28] proposed a Sam 2, a SAM model for segmenting 
anything in images and videos. Bommasani et al. [29] 
presented a work on the advantages and disadvantages of 
foundation models. Badr et al. [30] proposed a machine 
learning classifiers for identifying PV array fault. Lu et al. [31] 
proposed a CNN and electrical time series graph for diagnosing 
PV array fault. Liu et al. [32] proposed an approach based on 
stacked auto-encoder and clustering with IV curves for 

diagnosing PV array fault. Mellit [33] proposed a method 
based on thermographic images and deep CNNs as embedded 
solution for detecting and diagnosing PV module fault. He et 
al. [34] proposed a deep residual learning method for 
recognizing images. Bello et al. [35] proposed a PVMD dataset 
for automated detection and analysis of fault in large PV 
systems using PV module fault detection. 

III. MATERIALS AND METHODS 

A. Data Collection and Description 

The main hardware materials employed in this study 
comprise the hardware components for collecting and 
processing the data used in performing the experiment in this 
study. The materials are: (1) DJI Mavic 3 Thermal which is a 
state-of-the-art drone specifically designed for thermal imaging 
and inspection tasks, (2) Solar panels, (3) PV modules which 
include two panels of Jinko JKM200M-72 modules, each 
producing 200 W, (4) Inverter, (5) Storage battery, (6) DC 
Load, and (7) Solar charge controller. Table I shows the 
PVMD Dataset with the number of images in each anomaly 
category. 

Popular PV image classification models, ResNet50 and 
CNNs were employed in carrying out the experiments of this 
study with one thousand PV module datasets [35], a Mendeley 
data comprising Hotspots (350 thermal generated images), 
Cracks (350 thermal generated images) and Shadings (300 
thermal generated images). Afterward, we partitioned the 
dataset into training dataset (80%) and testing dataset (20%) to 
ease model evaluation. The images were pre-processed to 
standard size dimensions, and normalization techniques were 
applied for dataset consistency. 

Additionally, the RGB images which were originally of 
different dimensions due to unfriendly and unstable 
environmental conditions were trimmed to size 512x512x3 (3 
keeps the color information) and augmented using 
augmentation techniques such as geometric transformation, 
color-based transformations, illumination transformation, noise 
injection, etc., for dataset robustness. 

Fig. 1 shows the framework of PV image classification 
with SAM-enabled PV-module image enhancement (SAM-
PIE). The Fig. 1 shows the step-by-step process comparing the 
PV image classification output with SAM-PIE and without 
SAM-PIE. 

TABLE I.  PVMD DATASET WITH THE NUMBER OF IMAGES IN EACH 

ANOMALY CATEGORY [35] 

Thermal Anomaly of PV Module Number of images 

Hotspots 350 

Cracks 350 

Shadings 300 

Total 1000 
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Fig. 1. The proposed framework of PV image classification with SAM-enabled PV-module image enhancement (SAM-PIE). 

B. Image Processing Methods 

The foundation of this study lies in the utilization of image 
processing techniques to detect and analyze faults in large PV 
systems. High-resolution images of PV panels are captured 
using drones equipped with advanced imaging sensors. These 
images undergo a series of preprocessing steps, including noise 
reduction, contrast enhancement, and normalization, to prepare 
the data for further analysis. The primary method for fault 
detection is based on the identification of anomalies such as 
cracks, hotspots, and shadings effects within the images. CV 
classification models, including ResNet50 and CNNs are 
employed to highlight these anomalies. Specifically, SAM-PIE 
method is used to improve the visibility of potential faults. 

PV image segmentation method of SAM-PIE is applied to 
isolate areas of interest, facilitating targeted analysis. Once the 
segmentation is complete, each segment is analyzed using 
pattern recognition and classification algorithms to determine 
the presence and type of fault. The system is designed to 
operate unsupervised, utilizing machine learning models 
trained on a diverse dataset of labeled fault types. This 
approach allows for the automatic classification of detected 
faults without the need for manual intervention, significantly 
reducing the time and effort required for maintenance. Fig. 2 
shows the hardware components used in developing the 
system. 

C. Video Processing Methods 

In addition to image processing, video processing is 
implemented to provide a comprehensive overview of the PV 
system's health. Drones equipped with video cameras capture 

continuous footage of the solar panels, which is then processed 
frame-by-frame to detect dynamic changes and faults that may 
not be visible in still images. The video processing workflow 
begins with the extraction of key frames from the video feed, 
focusing on frames that show significant changes or potential 
faults. These key frames are processed using similar techniques 
used in image processing. However, video processing also 
allows for the analysis of temporal changes, such as the 
progression of hotspots or the spread of shadings over time. To 
enhance the fault detection process, motion detection and 
tracking algorithms are used to follow up anomalies across 
multiple frames. This enables the system to monitor the 
development of faults and assess their impact on the overall 
performance of the PV system. 

The combination of image and video processing ensures a 
more robust and reliable fault detection mechanism, capable of 
adapting to varying environmental conditions and operational 
challenges. As illustrated in Fig. 2, the deployment of a DJI 
Mavic 3 drone, equipped with a thermal camera, captures the 
detailed images and videos of a solar PV array. The drone flies 
over the solar installation, systematically collecting visual data 
that reveals the thermal characteristics of the PV panels. This 
data is then transferred to a computer where a specialized 
application (proposed in this paper) processes the images and 
videos. The processing involves analyzing the thermal data to 
detect anomalies such as hotspots, cracks, and shadings issues, 
which are indicative of faults in the solar panels. This method 
provides a comprehensive and efficient approach to monitoring 
and maintaining large PV systems. The drone is equipped with 
a thermal camera to record the condition of the solar panels. 
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Fig. 2. System description showing the hardware components for (a) Satellite, (b) DJI Mavic 3 Thermal drone, (c) PV, (d) Remote control, (e) Computer system. 

The drone captures thermal images and videos of the PV 
array, collecting comprehensive data on the surface 
temperature and potential anomalies across the solar panels. 
After capturing the necessary data, the drone transmits the 
thermal images and videos to a computer for further processing 
and analysis. The transferred data undergoes preprocessing, 
which includes steps like noise reduction and normalization to 
enhance the quality and clarity of the images and videos, 
making them suitable for analysis. Machine vision algorithms 
(proposed in this paper) are applied to the preprocessed data to 
detect any anomalies, such as hotspots, cracks, or shadings that 
might indicate faults in the PV panels. 

D. Image Enhancement and Classification Models 

Applying the pre-trained SAM enables the segmentation 
masks generation for PV images, and the segmentation masks 
(including stability scores) can be generated by SAM for the 
whole regions in a PV image with no antecedent prompts; 
binary mask and contour mask are also generated, this is 
followed by a procedure performed to generate enhanced 
images as evident in Fig. 1 and Fig. 3. Two types of 
segmentation tasks are involved when segmenting PV images; 
the foreground (that contains region of object) and the 
background. Given the following set as the original training 
dataset {(p1, q1), (p2, q2), (p3, q3), …, (pn, qn)}, where the 
classification label of the PV image pi is denoted as pi ϵℝw×h×3, 
q1ϵ{0, 1}. By the application of SAM-PIE method to each 
image of PV in the training set, the following set is generated 
as a new enhanced training dataset: {(𝑝1

𝑃𝐼𝐸 , q1), (𝑝2
𝑃𝐼𝐸 , q2), 

(𝑝3
𝑃𝐼𝐸, q3), …, (𝑝𝑛

𝑃𝐼𝐸, qn)}, where 𝑝𝑖
𝑃𝐼𝐸ϵℝw×h×3 is the enhanced 

image pi of PV. ResNet50 and CNNs (denoted as M) were 
applied in order to learn from training sets that were not 
enhanced by SAM-PIE; optimization of the parameters of M is 
as follows: 

∑ 𝑙𝑜𝑠𝑠(𝑀(𝑝𝑖), 𝑞𝑖) 𝑛
𝑖=1         (1) 

In essence, to minimize the target based on M parameters is 
the new learning objective: 

∑ 𝛼𝑙𝑜𝑠𝑠(𝑀(𝑝𝑖), 𝑞𝑖) +  𝜃𝑙𝑜𝑠𝑠(𝑀(𝑝𝑖
𝑃𝐼𝐸), 𝑞𝑖)         

𝑛

𝑖=1
 (2) 

Where α and θ put under check the training loss value for 
original and enhanced images; Eq. (2) would be simplified to 
Eq. (1) when α=1 and θ=0. However, in this paper, both α and 
θ take the same number 1, in order to assign equal weight to 
both original and enhan ced images. Cross-entropy loss was 
employed for the construction of loss function (expressed in 
Eq. (1) and Eq. (2)). Eq. (3) is used for testing the model as 
follows: 

ꝗ =  𝑓 (M(p))    (3) 

where f the sigmoid output activation function. 

IV. EXPERIMENTS 

A. Implementation Details and Evaluation Metrics 

The main software materials employed to process the 
images and the videos are: (1) Python 3.x on a Windows 11 
Home, along with libraries such as Flask, OpenCV, NumPy, 
Matplotlib, Google Colab and GPU for training the model, (2) 
CV classification models, including ResNet50 and CNNs.  The 
initial learning rate of 0.01 was set for ResNet50, with batch 
size fixed at 70; the initial learning rate of 0.001 was set for 
CNNs, with batch size fixed at 40. The classification 
experiment was conducted on all the original datasets and the 
performance compared with the performance of the 
classification experiment conducted on SAM-PIE enhanced 
datasets. 
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In this paper, the performance of the proposed method was 
evaluated using the evaluation metrics in terms of Precision, 
Average Precision (AP), and Recall. Precision is denoted by 
Eq. (4), Recall is denoted by Eq. (5), AP is denoted by Eq. (6), 
IOU, which stands for Intersection Over Union is denoted by 
Eq. (7). The analysis stage involves evaluating the detected 
faults, determining their types, and pinpointing their exact 
locations on the solar panels. The results of the analysis would 
be compiled into a comprehensive report. This report not only 
includes the identified faults and their locations but also 
suggests potential maintenance actions to address the detected 
issues. 

𝑃 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
      (4) 

𝑅 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
          (5) 

𝐴𝑃 = ∑ [𝑅(𝑛) − 𝑅(𝑛 − 1)]. 𝑚𝑎𝑥𝑃(𝑛) 
𝑁

𝑛=1
            (6) 

Where, N is the number for PR points calculate  

𝐼𝑂𝑈 =
A∩B

A U B
 × 100       (7) 

Where, f is the sigmoid output activation function. 

V. RESULTS AND DISCUSSIONS 

A. Results 

This study achieved the image enhancement solution for 
PV thermal Hotspots, PV thermal Shadings, and PV thermal 
Cracks datasets with the aid of SAM-PIE; this is shown in Fig. 
3, which depicts the original images and the enhanced images 
by SAM-PIE (the processed contour and binary masks resulted 
in enhanced images). 

The performance of the classification experiment 
conducted on all the original datasets was compared with the 
performance of the classification experiment conducted on 
SAM-PIE enhanced datasets. Table II shows the results of the 
classification task on three datasets, namely Hotspots, Cracks, 
and Shadings. 

The results obtained in this study support SAM 
performance as a fundamental model that has produced 
significant achievements in natural image segmentation tasks, 
even with more better results if well guided for prompt-able 
segmentation. SAM’s performance in segmentation tasks 
involving PV images is below par with the best due to the 
dissimilarity between images of solar cells of PV modules and 
natural images. The performance of SAM’s application in PV 
image segmentation tasks remains a topic of public interest. 
Fig. 4 shows the graphical results of ResNet50 and CNNs 
classification models on original Hotspot thermal anomaly 
dataset and SAM-PIE enhanced Hotspot thermal anomaly 
dataset. The metrics measure the classification accuracy of the 
ResNet50 and CNNs classification models on original Hotspot 
thermal anomaly dataset and SAM-PIE enhanced Hotspot 
thermal anomaly dataset. 

 
Fig. 3. Image segmentation showing (a) raw image of thermal Hotspot, (b) 

SAM-PIE enhanced image of thermal Hotspot, (c) raw image of thermal 

Shading, (d) SAM-PIE enhanced image of thermal Shading, (e) raw image of 

thermal Crack, (f) SAM-PIE enhanced image of thermal Crack. 

TABLE II.  THE RESULTS OF RESNET50 AND CNNS CLASSIFICATION MODELS ON ORIGINAL THREE THERMAL ANOMALY DATASETS (HOTSPOTS, CRACKS, 
AND SHADINGS) AND SAM-PIE ENHANCED THREE THERMAL ANOMALY DATASETS (HOTSPOTS, CRACKS, AND SHADINGS) 

Dataset Model AUC Accuracy Precision Recall F1 score 

Hotspot 

CNNs 0.906 0.778 0.756 0.900 0.828 

ResNet50 0.958 0.889 0.789 0.915 0.852 

CNNs with SAM-PIE 0.964 0.878 0.766 0.910 0.838 

ResNet50 with SAM-PIE 0.966 0.891 0.847 0.955 0.901 

Crack 

CNNs 0.899 0.776 0.750 0.888 0.826 

ResNet50 0.950 0.879 0.788 0.910 0.848 

CNNs with SAM-PIE 0.962 0.878 0.764 0.905 0.834 

ResNet50 with SAM-PIE 0.964 0.895 0.795 0.945 0.870 

Shading 

CNNs 0.850 0.766 0.735 0.824 0.826 

ResNet50 0.940 0.877 0.768 0.915 0.848 

CNNs with SAM-PIE 0.955 0.855 0.765 0.895 0.830 

ResNet50 with SAM-PIE 0.955 0.890 0.785 0.935 0.860 
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Fig. 4. Graphical results of ResNet50 and CNNs classification models on 

original Hotspot thermal anomaly dataset and SAM-PIE enhanced Hotspot 

thermal anomaly dataset. 

The solar cells of PV modules are not among the natural 
images covered in SAM datasets, making it difficult for SAM 
to be applied to the PV image segmentation task, however, the 
experimental evidence shows that the performance of SAM, 
although may not be excellent on solar cells image 
segmentation, it could perform excellently well on region of 
thermal anomaly (region of interest) in an image by adjusting 
the confidence level of the region segmented. In PV fault 
diagnosis, whether during installation, repair or maintenance, 
the anomalies occurrence in solar cells of the PV modules are 
often traced to changes in their morphologies and other 
components due to environmental factors, making it worthy to 
apply SAM for the extraction of those regions of interest in this 
paper. Fig. 5 shows the graphical results of ResNet50 and 
CNNs classification models on original Crack thermal anomaly 
dataset and SAM-PIE enhanced Crack thermal anomaly 
dataset. The metrics measure the classification accuracy of the 
ResNet50 and CNNs classification models on original Crack 
thermal anomaly dataset and SAM-PIE enhanced Crack 
thermal anomaly dataset. 

 
Fig. 5. Graphical results of ResNet50 and CNNs classification models on 

original Crack thermal anomaly dataset and SAM-PIE enhanced Crack 
thermal anomaly dataset. 

According to Table II, the classification results obtained by 
ResNet50 and CNNs classification models with SAM-PIE 
enhanced images in AUC, Accuracy, Precision, Recall, and F1 
score were higher than the results obtained by ResNet50 and 
CNNs classification models without SAM-PIE enhanced 
images. Moreover, according to Fig. 3, SAM-PIE performed 

excellently well on image enhancement of raw images of 
thermal Hotspot, thermal Shading, and thermal Crack as 
presented in Fig. 3 (a) to Fig. 3 (f). 

These results were influenced by the characteristics of 
individual thermal anomalies. Although SAM-PIE produced 
promising results, it faced some performance challenges and 
compromise in enhancing some regions of interest on the 
image due to unrevealed external information in the image. 
Fig. 6 shows the graphical results of ResNet50 and CNNs 
classification models on original Shading thermal anomaly 
dataset and SAM-PIE enhanced Shading thermal anomaly 
dataset. The metrics measure the classification accuracy of the 
ResNet50 and CNNs classification models on original Shading 
thermal anomaly dataset and SAM-PIE enhanced Shading 
thermal anomaly dataset. 

 
Fig. 6. Graphical results of ResNet50 and CNNs classification models on 

original Hotspot Graphical results of ResNet50 and CNNs classification 

models on original Shading thermal anomaly dataset and SAM-PIE enhanced 

Shading thermal anomaly dataset. 

B. Discussions 

Table II shows the results of ResNet50 and CNNs 
classification models on original three thermal anomaly 
datasets (hotspots, cracks, and shadings) and SAM-PIE 
enhanced three thermal anomaly datasets (hotspots, cracks, and 
shadings). These results were compared with similar previous 
work. The findings from the result obtained in Huang et al. [8] 
validate the effectiveness of SAM-PIE proposed in this study 
for diagnosing PV faults. The thermal imaging applied in 
Cubukcu and Akanalci [9] produced results that also validate 
the results generated by the drone used in this study to inspect 
and determine PV power systems faults in real-time. The 
advanced installation inspection method employed in Tsanakas 
et al. [10] for PV systems produced results that are on a par 
with the results produced in Herraiz et al. [11], who applied 
thermal images analysis through structure based on CNNs for 
PV plant condition monitoring. However, the performance of 
the thermal images applied in [10] and [11] was less accurate 
than the performance obtained in this study for anomaly 
classification of hotspots, cracks and shadings. The application 
of the proposed SAM-PIE in this study performed better than 
the method applied in Cheng et al. [12] for the extraction of 
solar cell model parameters. The novel SAM-based weakly-
supervised method applied in Yang et al. [13], though showed 
promising results, however, their approach in transiting from 
classification to segmentation of latent PV locations 
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segmentation did not extensively cover the thermal anomalies 
studied in this work. Moreover, the SAM model on which their 
experiment was based does not have the prompts capability for 
panoptic and semantic segmentation implementation. The 
voltage and current observation and evaluation method used in 
Pei and Hao [14] to detect a fault in PV systems had limitations 
in its application to hotspots, cracks, and shadings thermal 
anomalies detection. The results obtained in Georgijevic et al. 
[15] were on a par with the results obtained in Zhao et al. [16] 
for detecting fault in PV systems. Their results were in contrast 
to the results obtained in this study and this is due to the 
difference in method employed and problem addressed. The 
problem addressed and the results obtained in Hariharan et al 
[17] were similar to the problem and results obtained in this 
study except for the methods. In this study, we addressed and 
detected full shadings in PV systems, however, partial shading 
was addressed in [17]. The sensorless line-line and line-ground 
technique based on MPPT used in Pillai and Rajasekar [18] 
could not give accurate account of the three anomalies 
addressed in this study, which are the main challenges faced by 
PV systems. The method applied in this study are similar to the 
method employed in Chine et al. [20], Hussain et al. [21], 
Vieira et al. [22], and Yuan et al. [23] with promising results 
obtained. The method, CNN and electrical time series graph, 
used in Lu et al. [31] for diagnosing PV array fault was 
partially similar to the method used in this study except for the 
electrical time series graph. However, the classification results 
of the diagnosed PV array fault were not as accurate as the 
results obtained in this study. An important factor that 
distinguished SAM-PIE from the traditional IE methods is the 
low-level in which the traditional IE methods frequently work, 
which is below the high-level requirement for reconstructing 
and recovering an original image [5], which is what SAM-PIE 
achieved in this study. 

VI. CONCLUSION 

SAM-enabled photovoltaic-module image enhancement 
(SAM-PIE) for fault inspection and analysis using ResNet50 
and CNNs has been proposed in this paper. The results from 
the classification experiments were obtained from three 
different publicly available thermal anomaly datasets of PV 
modules, which also validate SAM-PIE efficiency and 
performance in image enhancement for PV image classification 
tasks by classification models. 

However, SAM-PIE faces some performance challenges 
and compromise in enhancing some regions of interest on the 
image due to unrevealed external information in the image. To 
improve on SAM-PIE limitations for PV image classification, 
it is part of our future work to employ more practicable tactics 
such as integrating SAM-PIE into more different PV image 
classification models or related tasks, for instance. 
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Abstract—The study “Understanding Mental Health Content 

on Social Media and Its Effect Towards Suicidal Ideation” aims 

to detail the recognition of suicidal intent through social media, 

with a focus on the improvement and part of the machine 

learning (ML), deep learning (DL), and natural language 

processing (NLP). This review underscores the critical need for 

effective strategies to identify and support individuals with 

suicidal ideation, exploiting technological innovations in ML and 

DL to further suicide prevention efforts. The study details the 

application of these technologies in analyzing vast amounts of 

unstructured social media data to detect linguistic patterns, 

keywords, phrases, tones, and contextual cues associated with 

suicidal thoughts. It explores various ML and DL models like 

SVMs, CNNs, LSTM, neural networks, and their effectiveness in 

interpreting complex data patterns and emotional nuances within 

text data. The review discusses the potential of these technologies 

to serve as a life-saving tool by identifying at-risk individuals 

through their digital traces. Furthermore, it evaluates the real-

world effectiveness, limitations, and ethical considerations of 

employing these technologies for suicide prevention, stressing the 

importance of responsible development and usage. The study 

aims to fill critical knowledge gaps by analyzing recent studies, 

methodologies, tools, and techniques in this field. It highlights the 

importance of synthesizing current literature to inform practical 

tools and suicide prevention efforts, guiding innovation in 

reliable, ethical systems for early intervention. This research 

synthesis evaluates the intersection of technology and mental 

health, advocating for the ethical and responsible application of 

ML, DL, and NLP to offer life-saving potential worldwide while 

addressing challenges like generalizability, biases, privacy, and 

the need for further research to ensure these technologies do not 

exacerbate existing inequities and harms. 

Keywords—Suicidal ideation detection; social media analysis; 

mental health; text analysis; machine learning 

I. INTRODUCTION 

As digital technologies permeate and reshape society, 
social media has emerged as a massive window into the 
psychological landscape of users. Individual expressions within 
these platforms can serve as a mirror, presenting critical 
insights into the mental well-being of the global population. 
Although revealing various pathologies, a stark reality is 
reflected that demands urgent attention - suicidal ideation. This 
affliction continues to take an unconscionable toll, with the 
World Health Organization (WHO) reporting nearly 800,000 
people dying by suicide annually [1]. Shockingly, it is the 
second leading cause of death for those aged 15-29 years [2]. 
Many suicides relate to mental health issues like depression, 
substance abuse, and psychosis. But the causes are complex. 
Those struggling deserve support [1]. These alarming statistics 

underscore the human loss and suffering that suicidal behaviors 
induce worldwide. Clearly, there is a pressing need to earnestly 
seek more effective strategies for identifying those with 
suicidal ideation to provide life-saving prediction, prevention 
and intervention. 

Fortunately, advancements in Machine Learning (ML) and 
Deep Learning (DL) are illuminating a promising path forward, 
offering technological innovations that could drastically further 
suicide prevention efforts [3], [4]. The potential of machine 
learning for suicide prevention is significant, but practical 
application faces hurdles regarding transparency, ethics, and 
data quality for which further research is needed [5]. At the 
core is the ongoing amassment of vast digital traces as we 
communicate, browse, share, and express ourselves through 
online conduct. Analyses of resulting "big data" repositories 
using sophisticated analytical techniques promise to usher 
impactful progress in decoding and responding to human 
behaviors and states of mind [6]. Specifically, by applying ML 
and DL tools to mine social media communications, the 
recognition of linguistic patterns and semantic complexities 
associated with suicidal ideation can be realized to an 
unprecedented degree [7], [8]. Essential human expressions 
conveyed through unstructured text data can now be 
computationally elucidated to discern what once remained 
invisible. This paper aims to comprehensively review the 
detection of suicidal ideation on social media, focusing on the 
roles and advancements of machine learning (ML), deep 
learning (DL), and natural language processing (NLP). 

Machine learning, deep learning, and natural language 
processing are being applied to detect signs of suicidal ideation 
in social media posts. These technologies can analyze large 
volumes of unstructured text data to identify linguistic patterns, 
keywords, phrases, tones, and contextual cues associated with 
suicidal thoughts. While traditional ML techniques like SVMs 
and Random Forests can learn predictive rules, they are limited 
in understanding nuanced semantics and emotions. However, 
deep learning methods like CNNs and LSTM neural networks, 
which model complex data patterns, show promise for 
interpreting broader concepts and context to represent the 
intricacies of human experience [9], [10], [11]. Though still 
imperfect, deep learning’s ability to comprehend subtext and 
vulnerability in language offers hope for identifying cries for 
help and risk factors in a more meaningful way. Advanced 
NLP and deep learning may enable breakthroughs in 
computationally decoding the complexities of human 
expression to uncover suicidal warning signs in text. 

*Corresponding Author. 
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Thus, while challenges and ethical quandaries persist, 
powerful capacities now exist to extract and analyze massive 
stores of social expressions for life-saving insights. If properly 
nurtured under responsible development and usage guidelines, 
AI and learning systems could gain competencies to serve the 
public good [12]. Though much progress is still sorely needed, 
thoughtfully designed mechanisms harnessing big data may 
move within reach to provide rich awareness of mental states, 
risk and distress... potentially before tragic outcomes occur [5]. 
With compassion and diligent effort, the possibility of 
channeling AI’s emerging potential shouldn’t be readily 
dismissed. Perhaps computational tools aimed toward 
understanding hearts and minds could reveal key markers that 
humans often miss in order to guide care and resources to those 
facing darkest moments. Lives awaits saving by transforming 
big data into wisdom and decisive action [13]. 

This comprehensive review aims to address critical 
knowledge gaps by thoroughly analyzing existing research on 
detecting suicidal ideation through social media using machine 
learning (ML) and deep learning (DL). It will scrutinize the 
specific methodologies, tools, and techniques utilized in recent 
studies, assessing their real-world effectiveness, limitations, 
and ethical considerations. The review traces the evolution of 
ML and DL in this application, highlighting advancements that 
show promise while surfacing areas needing additional 
exploration and development. Questions around 
generalizability, biases, and privacy represent just some 
emerging issues that require elucidation if these technologies 
are to progress responsibly. 

Ultimately, the significance of synthesizing current 
literature lies not merely in its academic contribution, but also 
in its potential to meaningfully inform practical tools and 
suicide prevention efforts. By consolidating empirical insights 
around the capabilities and development needs of ML and DL 
for suicide risk detection, this review seeks to guide beneficial 
innovation of reliable, ethical systems. Such systems could 
enable early intervention, connecting vulnerable individuals 
with support and resources. 

This research synthesis aims to navigate the intersections of 
technology and mental health by evaluating recent studies, 
distilling knowledge, and charting an informed path forward. 
Applied ethically and responsibly, these emerging analytical 
methods may offer life-saving potential across populations 
worldwide. But vigilance around limitations and directing 
further research is required to ensure applications counter, not 
exacerbate, existing inequities and harms. This review 
confronts these multifaceted issues to support deliberate, 
compassionate translation of scientific discoveries into societal 
solutions. The primary contributions of this paper are: 

 Survey key computational techniques for social media-
based screening of suicidal ideation. 

 Evaluate the effectiveness of combining sentiment 
analysis with machine learning on benchmark suicide 
risk assessment tasks. 

 Examine strengths and limitations of social media data 
sources like Twitter, Reddit, Facebook and various 
mental health forums. 

 Discuss ethical implications including privacy, stigma, 
and duty of care when analysing social media content. 

 Synthesize critical directions and opportunities for 
impactful research at the intersection of NLP, machine 
learning, mental health, and suicide prevention. 

Advanced analytical methods offer capabilities to decode 
warnings, risks and signs of suicidal ideation expressed 
through digital traces. This review article will present a 
comprehensive analysis of the current state of the art and 
research trajectory in this critical domain. It will scrutinize in 
depth the methodologies, tools and techniques being applied to 
social media data. Key dimensions evaluated will encompass 
demonstrable performance, advantages, limitations and ethical 
considerations of using machine learning and AI to detect 
patterns of mental health distress. The overarching aim is to 
consolidate current knowledge regarding the promises and 
perils of computationally surveilling the social landscape with 
techniques that peer deeply into the collective psyche through 
the lens of big data... potentially illuminating who requires help 
and enabling intervention with greater acuity. What is at stake 
warrants continued exploration to thoughtfully harness such 
technology for the greatest good. 

The remainder of this paper is structured as follows: 
Section II reviews related work on the detection of suicidal 
ideation from social media. Section III discusses the evolution 
of methodologies and details current techniques, including data 
handling and model applications. Finally, Section IV 
summarizes insights and outlines future research directions. 

II. PREVIOUS WORKS 

The detection and analysis of suicidal ideation through 
social media have gained increasing attention in the field of 
mental health research. This section provides an overview of 
the existing literature, outlining the evolution of methodologies 
and the various approaches used in the detection of suicidal 
ideation. 

In embarking on an analysis of recent studies focused on 
the detection of suicidal ideation through social media using 
machine learning (ML), deep learning (DL) and Natural 
Language Processing (NLP) techniques, we delve into a 
domain of computational psychiatry that has shown both 
promising advancements and encountered significant 
challenges. This analysis will synthesize key findings from 
various research efforts, evaluating their methodologies, 
effectiveness, and broader implications within the public health 
context. 

Table I represents a comparison table featuring key details 
from some of the previous studies on suicidal ideation 
detection via social media. 

The growing prevalence of mental health issues, 
particularly suicidal ideation, and its manifestation on social 
media platforms, presents an urgent need for innovative 
monitoring and intervention strategies. Studies such as those 
conducted by Samer Muthana et al. [30], Arunima Roy et al. 
[31], and Swati Jain et al. [32], have explored the utilization of 
platforms like Twitter, employing techniques ranging from 
sentiment analysis to complex neural network architectures. 
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These studies highlight the potential of ML and DL in 
deciphering the nuanced language of distress and suicidal 

thoughts expressed in social media posts. 

TABLE I.  COMPARISON OF STUDIES ON SUICIDAL IDEATION DETECTION 

Study Reference Year Platform 
ML/DL 

Techniques Used 
Dataset Size 

Key Features 

Analyzed 

Results (e.g., 

Accuracy, 

Precision, 

Recall) 

Limitations 

Jorge Parraga-

Alva et al. [14] 
2019 Various 

Unsupervised 

learning 
102 texts 

Suicide message 

categorization 

Avg rate: 79% - 

87% 

-small corpus 
-lack of multiple 

categories 

Pratyaksh Jain et 

al. [15] 
2022 Reddit 

Naïve Bayes, 

SVM, Logistic 
Regression 

60,000 data 

points 

Depression, 

Suicidal behavior 

Acc: 74.35% - 

77.29%, F1: 
~0.77 

-still room for 

improve the 
predictive model 

Syed Tanzeel 

Rabani et al. [16] 
2020 Twitter Random Forest 4,266 tweets Suicidal ideation 

Acc: 98.5%, 

Precision: 98.7%, 
Rec: 98.2% 

-no direct 

communication or 
intervention 

Seunghyong Ryu 

et al. [17] 
2019 KNHANES Random forest 5,773 subjects Suicide ideation 

AUC: 0.947, Acc: 

88.9% 

-One ML algorithm 

-SMOTE used to 

overcome class 
imbalance problem 

Ning Wang et al. 

[18] 
2021 Social media 

KNN, SVM, C-

Attention network 

CLPsych 2021 

dataset 

Suicide attempts 

prediction 

Best F1 score: 

0.737 (6 months 
prior) 

- Traditional ML 

methods better in 
some metrics 

Samh J. Fodeh et 
al. [19] 

2019 Twitter 

LSA, LDA, NMF 

and Decision Tree 
and K-means 

Clustering 

12,066 Tweets 
Suicide risk 
factors 

Precision: 

0.844, 
Sensitivity: 

0.912 

-Biased Data 

Selection 

-Missing Twitter 
Metadata 

-Ignored Ground 
Truth 

Shi Ru Lim et al. 

[20] 
2023 Twitter 

SVM, Decision 

Tree, Naïve bayes 
16,158 Tweets 

Mental health 
disorders 

prediction 

Acc: 

SVM: 99.80% 

(training), 98.43% 
(testing) 

-Larger dataset 

needed 

Tianlin Zhag et al. 

[21] 
2021 Online Transformer RNN 659 samples 

Suicide notes 

identification 

94.9% recall, 

94.9% F1 score, 
95% precision 

-Explore linguistic 

-psychological 
features 

Ayaan Haque et 
al. [22] 

2021 

Reddit, IMDB 

large movie 

dataset 

SDCNL, BERT, 

Sentence-BERT, 

GUSE 

1,895 posts, 
50,000 reviews 

Depression vs 

suicidal ideation 

classification 

Strong 

performance in 

classification 

-Evaluate on other 
datasets 

Yaakov Ophir et 

al. [23] 
2020 Facebook 

ANN models 

(STM, MTM) 

83,292 posts of 

1002 users 

Detect suicide 

risk 

AUC: .697 to .746 

(MTM) 

-practical detection 

tools for suicide risk 

Tadesse et al. [7] 2019 Reddit 
LSTM-CNN, 

word embedding 

Posts from 

Suicide Watch 
forum 

Suicidal ideation 

detection 

Acc: 

93.8% (LSTM-
CNN) 

-data deficiency 

-annotation bias 

Prasadith 

Buddhitha et al. 

[24] 

2019 
WASSA-2017, 

CLPsych-2015 

Deep Neural 

Network 
- 

Depression, 

PTSD detection 

AUC: >90% 
(multi-channel 

CNN) 

-insufficient 
unstructured data 

-lack of intervention 

Diniz et al. [25] 2022 Twitter 
ML, DL, 

BerTimbau Large 
3788 instances 

Suicidal ideation 

from text 

Acc: 

0.955, F1: 0.954 

-inability to detect 

typos 

Aldhyani et al. 
[26] 

2022 Reddit 
CNN-BiLSTM, 
XGBoost 

232074 
samples 

Textual and 
LIWC based 

features from post 

Acc: 

95% (Textual) 
Acc: 

84.5% 
(LIWC) 

-variations in 
performance 

Renjith et al. [27] 2022 Reddit 
LSTM-Attention-

CNN 
55,680 posts 

Suicidal ideation 

in text 

Acc: 

90.3%, 

F1 Score: 

92.6% 

- 

Kholifah et al. 

[28] 
2020 Twitter 

LSTM Deep 

Learning model 
- 

Level of 

depression 

Acc: 

70.89%, 
Precision: 

50.24%, 

Recall: 
70.89% 

-accuracy of the 

classification results 
can be improved 

Cao et al. [29] 2022 Microblog, Reddit 

Deep neural 

networks 

integrated with 
knowledge graph 

7,329 subjects 
Personal factors 
related to suicidal 

ideation 

Acc: 

>93% 

-Data lacking, noisy 

abundance 
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However, this promising avenue is not without its 
complexities. The critical evaluation of these studies reveals a 
common challenge – the balance between the technical 
efficacy of detection algorithms and the ethical implications of 
privacy and data usage. For instance, while studies like those 
by Pratyaksh Jain et al. [15] on Reddit and Syed Tanzeel 
Rabani et al. [16] on Twitter demonstrate high accuracies in 
detecting suicidal ideation, they also raise questions about the 
representativeness of their datasets and the ethical management 
of sensitive personal information. 

Moreover, the generalizability of these models across 
different demographics and social media platforms remains a 
significant concern. Studies often use datasets that may not 
adequately represent the broader population, leading to 
potential biases in prediction models. This limitation is evident 
in the work of researchers like Jorge Parraga-Alva et al. 
[14]and Hannah Yao et al. [33], who have tried to categorize 
and understand the complexity of suicide-related messages 
across various platforms. Seunghyong Ryu et al. [17] and 
Tatiana Falcone et al.’s [34] studies offer unique insights into 
suicide ideation detection in specific contexts. Ryu et al. [17] 
used data from the Korea National Health & Nutrition 
Examination Survey to develop predictive models for 
identifying individuals at risk of suicide, demonstrating the use 
of machine learning in a clinical or community setting. Falcone 
et al.’s [34] research on open-source digital conversations 
among people with epilepsy provides an interesting perspective 
on how machine learning can uncover specific concerns and 
struggles related to suicidality in distinct patient groups. 

Jianhong Luo et al. [35] and Ning Wang et al. [18] both 
utilized Twitter data for their research but with different 
focuses. Luo et al. [35] examined temporal patterns of potential 
suicidal ideations, using topic modeling to identify latent 
suicide topics, while Wang et al. [18] developed models for 
predicting suicide attempts based on social media posts. These 
studies reveal the complexity and multifaceted nature of 
suicidal behavior as expressed on social media, and the 
potential of machine learning in capturing these nuances. John 
Torous et al. [5] and Gen-Min Lin et al. [36] addressed the 
integration of technology in suicide prevention and prediction. 
Torous et al. discussed the potential of tools like text 
messaging, smartphone apps, and machine learning algorithms 
in suicide prevention, while Lin et al. focused on predicting 
suicide ideation in military personnel using various machine 
learning techniques. These studies illustrate the diverse 
applications of machine learning and technology in different 
contexts and populations for suicide prediction and prevention. 

Xingyun Liu et al. [37], ML Tlachac et al. [38], and E. 
Rajesh Kumar et al. [39] explored novel approaches in suicide 
ideation detection. Liu et al. assessed the feasibility of a 
proactive suicide prevention approach on social media, while 
Tlachac et al. investigated the use of smartphone-based 
communication for passive screening of suicidal ideation. 
Kumar et al. focused on Twitter data to establish an early 
warning system for suicidal thoughts detection. These studies 
highlight innovative applications of machine learning in real-
time and proactive detection of suicide risk. 

Atika Mbarek et al. [40] and Samh J. Fodeh et al. [19] 
emphasized the detection of suicidal profiles and factors 
contributing to suicide risk on Twitter. Mbarek et al. developed 
a machine learning-based approach for detecting suicidal 
profiles, while Fodeh et al. used machine learning algorithms 
to identify factors related to suicide risk. These studies 
underscore the potential of machine learning in profiling and 
understanding the underlying factors of suicide risk on social 
media platforms. Shi Ru Lim et al. [20] and Ibrahim et al.’s 
[41] studies focused on the prediction of mental health 
disorders using machine learning techniques. Lim et al. applied 
various algorithms like SVM and Naive Bayes to predict 
mental health issues based on Twitter data, while Ibrahim et al. 
detected PTSD symptoms through Twitter postings. Both 
studies demonstrate the broader application of machine 
learning in mental health beyond suicide prevention. 

Kamarudin et al.’s [42], [43] two studies expanded the 
scope of machine learning in understanding mental health 
challenges through social media data. Their first study 
employed machine learning and natural language processing to 
dissect data from virtual communities, while their second study 
focused on linguistic analysis of online mental health 
communities. These studies highlight the rich potential of 
social media data in increasing mental health awareness and 
informing policy decisions. Kamarudin et al. [44] conducted 
another study exploring the role of Reddit in providing support 
to individuals dealing with rape and sexual abuse. Using 
natural language processing, they analyzed the diversity of 
topics in responses, including emotional support, relationships, 
therapy, and legal advice. The findings highlighted the 
comprehensive nature of support on Reddit, differing from 
traditional physical-world responses. The study suggests future 
research involving detailed surveys to understand the 
perspectives of both support seekers and providers. 

Farsheed Haque et al. [45] and Shini Renjith et al. [27] both 
employed advanced machine learning models for detecting 
suicidal ideation in social media posts. Haque et al. used 
Transformer models for text classification, while Renjith et al. 
developed an ensemble deep learning technique for fast and 
accurate detection of suicidal ideation. These studies showcase 
the advancements in machine learning algorithms for suicide 
ideation detection. 

Tianlin Zhang et al. [21], Ayaan Haque et al. [22], and 
Yaakov Ophir et al. [23] further contributed to the field by 
developing specialized models and algorithms for suicide and 
depression classification. Zhang et al. developed a transformer-
based deep learning model for identifying suicide notes online, 
Haque et al. proposed an unsupervised label correction method 
for classifying depression and suicidal ideation, and Ophir et 
al. also focused on distinguishing between depression and 
suicidal ideation using advanced word embedding models. 
These studies represent the cutting-edge of machine learning 
applications in mental health. 

Michael Mesfin Tadesse et al. [7] and Ramit Sawhney et al. 
[8] utilized deep learning techniques for detecting suicide 
ideation in social media. Tadesse et al. developed an LSTM-
CNN model for early detection of suicide ideation, while 
Sawhney et al. compared various deep learning architectures 
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for suicidal ideation detection. These studies reflect the 
ongoing evolution and refinement of machine learning 
techniques in the context of suicide prevention. Prasadith 
Buddhitha et al. [24] proposed a unique multi-task learning 
approach with a multi-channel CNN for detecting depression 
and PTSD. Their approach of incorporating emotional patterns 
identified by clinical practitioners demonstrates an innovative 
integration of clinical insights with machine learning. 

These studies collectively represent a significant 
advancement in the use of machine learning and natural 
language processing techniques to detect, predict, and 
understand suicide ideation and mental health issues through 
social media platforms. The diversity in methods, from 
supervised and unsupervised learning to deep learning and 
ensemble techniques, highlights the versatility and potential of 
these technologies in addressing the critical issue of mental 
health. Moreover, the focus on different populations, 
languages, and social media platforms underscores the need for 
tailored approaches that consider the unique aspects of each 
context and population group. As machine learning continues 
to evolve, it holds immense promise for enhancing our 
understanding and prevention of mental health issues, 
particularly in the realm of suicide prevention. The analysis of 
these studies also underscores the importance of 
interdisciplinary collaboration in this field. The integration of 
insights from psychology, computer science, and ethical 
considerations is crucial for the development of reliable, 
effective, and ethically sound detection systems. 

This critical analysis aims to provide a comprehensive 
overview of the current state of research in detecting suicidal 
ideation through social media. It will highlight the innovations 
and strengths of recent studies while also addressing the 
significant challenges and limitations that need to be overcome 
to harness the full potential of ML and DL in this critical area 
of public health. 

III. EARLY STYLES AND EVOLUTION 

Initial research in the field of suicidal ideation detection 
was primarily focused on traditional psychological assessments 
and face-to-face interactions. However, the emergence of 
social media as a pervasive communication medium opened 
new avenue for mental health research. Early studies in this 
domain utilized basic text analysis techniques, relying on 
keyword searches and simple statistical methods to identify 
posts indicative of suicidal thoughts. These methods, though 
pioneering, were limited in their ability to understand the 
complexities of human language and context. 

A. Advancement in Machine Learning (ML) 

The introduction of machine learning algorithms marked a 
significant advancement in this field. Machine learning, 
particularly supervised learning techniques, began to be used to 
identify patterns and features in social media posts that were 
indicative of suicidal ideation. These approaches involved 
training models on annotated datasets where posts were labeled 
as showing signs of suicidal ideation or not. Commonly used 
machine learning algorithms in this context included Support 
Vector Machines (SVM), Decision Trees, and Naive Bayes 
classifiers. 

One of the key challenges in applying machine learning 
was the need for large, annotated datasets. The creation of such 
datasets involved manually labeling social media posts, a 
process that was both time-consuming and subject to human 
error and bias. Despite these challenges, machine learning 
algorithms proved to be significantly more effective than 
earlier methods, as they could capture a wider range of 
linguistic and semantic features. 

B. The Role of Natural Language Processing (NLP) 

Natural language processing (NLP) emerged as a critical 
tool in enhancing the effectiveness of machine learning 
models. NLP techniques allowed for more sophisticated 
analysis of text data, enabling the extraction of features such as 
sentiment, thematic elements, and linguistic structures. The use 
of NLP in conjunction with machine learning algorithms led to 
more nuanced and accurate detection of suicidal ideation. 
Techniques such as tokenization, stemming, and lemmatization 
were employed to preprocess the data, making it more 
amenable for machine learning models. Sentiment analysis, a 
subset of NLP, was particularly useful in identifying the 
emotional tone of posts, which is a crucial aspect in detecting 
suicidal ideation. 

C. The New Frontier of Deep Learning (DL) 

The advent of deep learning brought about a paradigm shift 
in the detection of suicidal ideation on social media. Deep 
learning models, particularly neural networks, were capable of 
modeling complex patterns in large datasets. Convolutional 
Neural Networks (CNNs) and Recurrent Neural Networks 
(RNNs), including their variants like Long Short-Term 
Memory (LSTM) networks, started being used extensively. 
These models excelled at understanding the contextual nuances 
and varied expressions of language, making them particularly 
effective for this task. 

Deep learning models were trained on vast amounts of 
unstructured social media data, learning to identify subtle 
patterns and linguistic cues associated with suicidal ideation. 
These models outperformed traditional machine learning 
algorithms in many aspects, particularly in their ability to 
understand the context and semantic meaning of text. The 
application of deep learning, however, required substantial 
computational resources and large, well-annotated datasets. 

D. Integration of ML, DL and NLP 

The integration of machine learning, deep learning, and 
NLP represents the current state-of-the-art in suicidal ideation 
detection on social media. This integrated approach leverages 
the strengths of each of these technologies, offering a more 
robust and accurate detection mechanism. Machine learning 
algorithms provide the basis for pattern recognition, deep 
learning models add an understanding of contextual and 
semantic nuances, and NLP techniques enable the effective 
processing and analysis of textual data. 

A comprehensive comparison table focusing on suicidal 
ideation using NLP, Machine Learning, and Deep Learning 
including various models, their features, performance metrics, 
and other relevant details is given in Table II: 
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TABLE II.  COMPREHENSIVE COMPARISON TABLE OF NLP, ML, DL MODELS FOR SUICIDAL IDEATION DETECTION

Feature/Model Traditional ML Models Deep Learning Models NLP Techniques 

Model Examples 

- SVM (Support Vector Machine) 

- Decision Trees 
- Random Forest 

- CNN (Convolutional Neural Network) 

- RNN (Recurrent Neural Network) 
- LSTM (Long Short-Term Memory) 

- Sentiment Analysis 

- Topic Modeling 
- Word Embeddings 

Data Requirements 
- Structured data 

- Limited data size 

- Large datasets 

- Unstructured data 

- Large text corpora 

- Contextual data 

Processing Time 
-   Generally faster 
- Less computational resources 

- Longer due to complexity 
- High computational resources 

- Varies based on technique and data size 

Accuracy - Moderate (depending on the dataset) 
- High (especially with large and complex 

datasets) 

- Depends on the complexity of the 

language and context 

Interpretability - High (easier to understand model decisions) 
- Low (often referred to as “black box” 
models) 

- Moderate (varies with techniques) 

Suitability for 

Short Text (e.g., 
Tweets) 

- Less effective due to limited context 
- More effective with context preservation 

techniques 

- Effective with appropriate 

preprocessing 

Common 

Challenges 

- Overfitting on small datasets 

- Limited in capturing complex patterns 

- Requires large training datasets 

- Overfitting risks 

- Handling of sarcasm, idioms, and 

contextual meanings 

Preprocessing 

Needs 

- Feature selection 

- Data cleaning 

- Data normalization 

- Sequence padding (for RNN, LSTM) 

- Tokenization 
- Stop word removal 

- Lemmatization/Stemming 

Application in 

Suicidal Ideation 
Detection 

- Effective in structured, labeled data 

- Quick initial assessments 

- High accuracy in pattern recognition 

- Effective in large-scale social media data 
analysis 

- Essential for understanding linguistic 

nuances 
- Contextual sentiment analysis 

 

E. Challenges and Ethical Considerations 

Despite the advancements in technology, there are 
significant challenges in this field. The ethical considerations 
of privacy and consent are paramount. The use of social media 
data for mental health research raises questions about the 
privacy of individuals and the potential for misuse of sensitive 
information. Ensuring that research in this area is conducted 
with strict ethical guidelines is crucial. 

Another challenge is the accuracy and generalizability of 
these models. Suicidal ideation is a complex and deeply 
personal phenomenon, and its expression can vary greatly 
among individuals. Models trained on specific datasets may not 
generalize well to broader populations. Additionally, the risk of 
false positives and false negatives in detection is a concern, as 
it can have serious implications for the individuals involved. 

The literature in the field of suicidal ideation detection on 
social media using machine learning, deep learning, and NLP 
indicates a rapidly evolving landscape. From basic text analysis 
to sophisticated deep learning models, the methodologies have 
advanced significantly. The integration of these technologies 
offers promising avenues for early detection and intervention 
in mental health crises. However, the challenges of data 
privacy, ethical considerations, and the need for accurate, 
generalizable models remain areas that require ongoing 
research and attention. 

F. Commonly Followed Methods 

This section outlines the methodologies and techniques 
employed in the detection of suicidal ideation on social media, 
focusing on dataset collection, preprocessing, feature 
extraction, and the application of machine learning, deep 
learning, and NLP models. 

Following taxonomy represents various approaches and 
tools used in the studies. Each method or technique is nested 
within its broader category, illustrating the hierarchical 
relationship between them: 

1) Dataset collection: One of the initial steps in studying 

suicidal ideation using social media data is the collection of 

relevant datasets. This process involves selecting social media 

platforms (such as Twitter, Facebook, Reddit, etc.) and 

extracting posts that potentially indicate suicidal thoughts or 

behaviors. The selection criteria for these posts often involve 

keyword searches, using terms commonly associated with 

suicidal ideation. 

The complexity of dataset collection is amplified by ethical 
considerations, such as the privacy and consent of social media 
users. Researchers must navigate these challenges while 
ensuring that the data is representative and unbiased. 
Additionally, the dynamic nature of social media, where 
content is continually created and modified, poses a challenge 
in creating stable and reliable datasets. 

2) Preprocessing: Once the datasets are collected, the next 

crucial step is preprocessing. This stage involves cleaning and 

preparing the data for analysis, which is pivotal in NLP and 

machine learning applications. 

3) Some Common Techniques for Suicidal Ideation 

Detection 

a) Lexicon based emotion analysis 

i) NRC Affect Intensity Lexicon: The NRC Affect 

Intensity Lexicon is a lexicon that provides real-valued scores 

of affect intensity for a large set of English words. It's an 

extension of the NRC Emotion Lexicon and was developed by 

Saif M. Mohammad, a senior research officer at the National 

Research Council Canada [46]. The lexicon aims to quantify 

the intensity of the affect (emotion) evoked by a word. Each 

word in the lexicon is associated with an affect intensity score 

for each of eight basic emotions: anger, fear, anticipation, 

trust, surprise, sadness, joy, and disgust. The score ranges 

from 0 (no association with the emotion) to 1 (strong 

association). 
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Fig. 1. Hierarchical taxonomy of methodologies for detecting suicidal ideation on social media.

It's widely used in sentiment analysis, social media 
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natural language processing (NLP) where understanding 
emotional content is important [47]. 
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tool designed to decipher the sentiment strength of texts, 

particularly short informal text found on social media 

platforms. It is based on a lexicon approach, which means it 

relies on a dictionary of sentiment-related words, each tagged 

with sentiment strength scores [48]. SentiStrength can be fine-

tuned for specific domains (e.g., software engineering) [49] by 

adjusting its dictionary to include jargon and terminologies 

unique to those fields. It can also be adapted to different 
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varies greatly across cultural and linguistic landscapes. It is 

used to gauge public sentiment on various topics by analysing 

social media posts on platforms like Twitter and YouTube. 

Governments and organizations use it to understand public 

opinion on policies, products, or events. SentiStrength 

struggles with posts that contain images [50], as its lexical 

approach does not account for visual sentiment indicators. 

Like many sentiment analysis tools, SentiStrength may not 

accurately interpret sarcasm and irony, which are prevalent in 

social media text. The rapid evolution of online language can 

outpace the tool's dictionary updates, potentially leading to 

inaccurate sentiment scores. 

SentiStrength stands out for its ability to decipher sentiment 
in informal, web-based text, making it a valuable tool for 
researchers and organizations looking to tap into public 
sentiment. 

The heart of suicidal ideation detection lies in the 
application of machine learning and deep learning models. 
These models are trained on preprocessed and feature-extracted 
data to classify social media posts as indicative of suicidal 
ideation or not. 

b) Supervised machine learning models 

i) Support Vector Machines (SVM): Support Vector 

Machine (SVM) is a robust and versatile supervised machine 

learning algorithm widely used for classification and 

regression tasks [51], but primarily known for its applications 

in classification. The core idea behind SVM is to find the 

optimal hyperplane that maximizes the margin between 

different classes in the feature space. For a linear SVM (the 

simplest form) [52], the decision boundary is a hyperplane, 

and the goal is to find the hyperplane that leaves the maximum 

margin from the nearest points of all classes, which are known 

as support vectors. Mathematically, this can be represented by 

the equation of the hyperplane: 

𝑤. 𝑥 − 𝑏 = 0  

where 𝑤 is the weight vector perpendicular to the 
hyperplane, 𝑥  represents the input features, and 𝑏  is the bias 
term. In more complex scenarios, where classes are not linearly 
separable, SVM uses kernel functions to transform the input 
space into a higher-dimensional space [53] where a hyperplane 
can effectively segregate the classes. This is known as the 
Kernel trick, allowing SVM to perform non-linear 
classification. 

SVM's strength lies in its versatility and efficiency, 
particularly in high-dimensional spaces. It's relatively memory 
efficient as it uses a subset of training points in the decision 
function (the support vectors), making it both powerful and 
efficient. The optimization of SVM involves finding the right 
balance between increasing the margin size and minimizing 
classification error, controlled by a regularization parameter. 
Support Vector Machine (SVM) is adept at detecting suicidal 
ideation from social media data, largely due to its proficiency 
in managing high-dimensional spaces [53]. By employing 
techniques like TF-IDF for feature extraction, SVM transforms 
complex and nuanced social media text into a structured 
format. It then identifies an optimal hyperplane to differentiate 

between posts that indicate suicidal ideation and those that 
don't, maximizing the margin between these categories using 
key data points, known as support vectors. This approach is 
particularly effective due to the subtle linguistic cues and 
contextual nuances present in social media content, though its 
success is contingent on precise data preprocessing and feature 
selection to capture the complexities of emotional expressions 
online. 

ii) Decision tree: A Decision Tree is a widely used non-

parametric supervised learning algorithm used for 

classification and regression tasks [54]. It models decisions 

and their possible consequences as a tree-like structure, where 

each internal node represents a "test" on an attribute, each 

branch represents the outcome of the test, and each leaf node 

represents a class label (decision taken after computing all 

attributes). The paths from root to leaf represent classification 

rules. In building the decision tree, algorithms like ID3, C4.5, 

or CART [54]are used to determine how to split the data and 

construct the tree. These algorithms typically employ 

measures such as Gini impurity or entropy to choose which 

feature to split at each step. The Gini impurity for a set is 

given by: 

𝐺𝑖𝑛𝑖 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦 = 1 − ∑ 𝑝𝑖
2𝑛

𝑖=1  

Where 𝑝𝑖  is the probability of an object being classified to a 
particular class. Alternatively, entropy, a measure of disorder 
or impurity, is given by: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ 𝑝𝑖 log2(𝑝𝑖)
𝑛
𝑖=1  

In the context of detecting suicidal ideation from social 
media text data, a Decision Tree algorithm works by learning 
from the features extracted from the text (such as specific 
keywords, phrases, sentiment scores, or linguistic patterns) and 
creating a model that can classify new texts based on these 
learned patterns [38]. Each node in the tree represents a feature, 
and the branches represent the decision rules leading to the 
final classification in the leaf nodes. This approach is 
particularly suitable for such tasks due to its interpretability; 
the tree structure allows for easy understanding and tracing of 
the decision path and reasoning [19]. This transparency is 
crucial in sensitive applications like mental health monitoring, 
where understanding the rationale behind a classification (such 
as why a particular post is flagged as indicative of suicidal 
ideation) is as important as the classification itself. 

iii) Random forest: Random Forest is a machine learning 

technique for classification, regression, and other tasks that 

operates by constructing a multitude of decision trees at 

training time and outputting the mode of the classes or mean 

prediction of the individual trees [55]. It builds upon the 

concept of bagging, an approach that improves the stability 

and accuracy of machine learning algorithms by combining 

multiple models to 'vote' on the final output [56]. Each tree in 

a Random Forest makes a class prediction, and the class with 

the most votes becomes the model’s overall prediction. The 

algorithm injects randomness into the model building process, 

which not only helps in reducing the variance of the model but 

also prevents overfitting. This is done by randomly selecting 
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subsets of the training data set (with replacement) and subsets 

of the features used for splitting nodes. The decision tree 

equation typically involves measures like Gini impurity or 

entropy [57] to find the best split at each node: 

𝐺𝑖𝑛𝑖 𝐼𝑚𝑝𝑢𝑟𝑖𝑡𝑦 = 1 − ∑(𝑝𝑖)2  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  − ∑ 𝑝𝑖log2(𝑝𝑖)  

Where 𝑝𝑖  is the proportion of samples that belong to a 
certain class in a given node. 

In the context of suicidal ideation detection from social 
media text data, Random Forest can be highly effective [7]. It 
starts with preprocessing and transforming textual data into a 
numerical format, typically using vectorization methods such 
as TF-IDF or word embeddings. Each decision tree in the 
Random Forest then learns from a random subset of these 
features, creating a diverse set of perspectives for interpreting 
the data. When new data is inputted, each tree makes a 
prediction based on its learned patterns, and the final output is 
decided by a majority vote across all trees. This methodology 
is particularly suitable for analyzing social media content, as it 
accommodates the high variability and noise often found in this 
type of data. The ensemble nature of Random Forest also helps 
in capturing a wide array of linguistic and contextual indicators 
associated with suicidal ideation, making it a robust tool for 
mental health monitoring in digital platforms [16], [17]. 

iv) Logistic regression: Logistic Regression is a statistical 

method used for binary classification problems, which models 

the probability of a binary response based on one or more 

predictor variables [58]. It operates under the principle that the 

log odds of the probability of an event occurring versus it not 

occurring is linearly related to the independent variables [59]. 

This relationship is expressed through the logistic function: 

log (
𝑝

1−𝑝
) =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛

Here, 𝑝 is the probability of the dependent event occurring, 
𝛽0  is the intercept, 𝛽1 , 𝛽2 , ..., 𝛽𝑛 ) are the regression 
coefficients, and 𝑋1, 𝑋2, ..., 𝑋𝑛  are the independent variables. 
The output is then transformed using the logistic function (or 
sigmoid function), ensuring that the output always lies between 
0 and 1, making it interpretable as a probability: 

𝑝 =  
1

1+𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑛𝑋𝑛) 

In utilizing Logistic Regression for identifying suicidal 
ideation within social media text, a nuanced approach is 
adopted to process and analyze the content [32]. Initially, the 
textual data undergoes preprocessing to extract meaningful 
attributes, which might include the frequency of emotive 
words, the structure of sentences, or the usage of certain 
language patterns associated with mental health indicators. 
Logistic Regression then applies its algorithm to these 
extracted features, determining the likelihood of a post 
reflecting suicidal thoughts. The output, given as a probability, 
offers a graded scale of risk assessment rather than a binary 
classification, providing a more refined analysis. This method 
stands out for its straightforward interpretability, essential for 
mental health monitoring, where understanding the reasoning 

behind a prediction is crucial. However, the model's 
effectiveness hinges on the relevance and quality of the 
features selected, necessitating careful curation to avoid biases 
or misinterpretations [15], [32]. Such an approach allows 
Logistic Regression to be a potent tool in the sensitive area of 
mental health surveillance on digital platforms. 

v) KNN: K-Nearest Neighbors (KNN) is a simple, yet 

versatile supervised learning algorithm used for both 

classification and regression tasks, but it's most utilized for 

classification [60]. KNN operates on the principle that similar 

things exist in proximity; in other words, it assumes that 

similar data points are near to each other. The algorithm 

doesn't explicitly learn a model; instead, it classifies a new 

data point based on the majority vote of its 'K' nearest 

neighbors. The number of neighbors, K, is a critical user-

defined parameter, and the distance between data points is 

calculated using metrics like Euclidean distance, Manhattan 

distance, or Hamming distance [61]. The Euclidean distance 

between two points in a plane is given by [62]: 

𝑑(𝑝, 𝑞) =  √(𝑞1 − 𝑝1)2 + (𝑞2 − 𝑝2)2 + ⋯ + (𝑞𝑛 − 𝑝𝑛)2

In suicidal ideation detection from social media text using 
K-Nearest Neighbors (KNN), the algorithm classifies new 
posts based on linguistic and emotional similarities with 
existing posts [18]. After transforming text data into numerical 
features, KNN identifies the 'K' closest posts in this feature 
space, determining the new post's category based on the 
prevalence of categories (indicative of suicidal ideation or not) 
among these nearest neighbors. This method effectively 
captures subtle patterns in personal expression [41], with the 
choice of 'K' and the nature of features used being crucial for 
accuracy. The model's reliance on direct comparisons with 
known cases makes it uniquely suited for discerning nuanced 
expressions of mental states in social media, provided the 
training data is diverse and representative. 

vi) Naïve bayes classifiers: Naïve Bayes is a probabilistic 

machine learning model based on applying Bayes' Theorem 

with the assumption of independence among predictors [63]. 

It's particularly popular for text classification tasks due to its 

simplicity and effectiveness, even with high-dimensional data. 

The fundamental equation is Bayes' Theorem [64]: 

𝑃(𝐴 𝐵) =  
𝑃(𝐵 𝐴⁄ )𝑃(𝐴)

𝑃(𝐵)
⁄   

In this context, 𝐴 and 𝐵  represent different events, where 
𝑃(𝐴 𝐵⁄ )  is the probability of 𝐴  given 𝐵 , 𝑃(𝐵 𝐴⁄ )  is the 
probability of 𝐵 given 𝐴, 𝑃(𝐴) and 𝑃(𝐵) are the probabilities 
of observing 𝐴 and 𝐵 independently of each other. 

For suicidal ideation detection in social media texts, Naive 
Bayes works by first transforming text data into a feature 
vector (often using techniques like bag-of-words or TF-IDF). 
Each word or phrase in the text contributes independently to 
the probability that the message reflects suicidal ideation. The 
model then uses these probabilities, derived from the training 
data, to predict whether new texts suggest suicidal thoughts 
[15], [20]. This method's efficiency in handling large volumes 
of text and its ability to quickly classify new data make it 
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suitable for real-time monitoring of social media platforms. 
However, the assumption of independence among words can 
sometimes oversimplify the linguistic complexities of human 
communication, particularly in the nuanced context of mental 
health discussions. Despite this, Naive Bayes remains a 
popular choice due to its ease of implementation and its 
proficiency in processing and classifying large datasets 
efficiently. 

c) Unsupervised machine learning models 

i) K-Means Clustering: K-Means Clustering is an 

unsupervised learning algorithm that partitions a dataset into k 

clusters by minimizing the intra-cluster variance [65]. It does 

so by iteratively assigning data points to the nearest cluster 

centroid and updating the centroid to the mean of the points in 

the cluster. The algorithm's objective is to minimize the sum 

of squared distances between points and their respective 

cluster centroids, expressed as: 

𝐽 = ∑ ∑ ‖ 𝑥𝑖
(𝑗)

− 𝑐𝑗‖
2

𝑛
𝑖=1

𝑘
𝑗=1   

Here, ‖𝑥𝑖
(𝑗) − 𝑐𝑗‖

2
is the Euclidean distance between a data 

point 𝑥𝑖
(𝑗)

 and the cluster centroid 𝑐𝑗 , 𝑛 is the number of data 

points in cluster 𝑗, and 𝑘 is the number of clusters. 

For suicidal ideation detection in social media text, K-
Means can group posts into clusters based on textual 
similarities, using features like TF-IDF vectors. These clusters 
can then be analyzed to identify common themes or 
expressions indicative of suicidal thoughts [19]. This clustering 
approach helps in organizing large, unlabeled datasets into 
meaningful categories, facilitating the identification of mental 
health concerns. However, the effectiveness of K-Means in this 
context heavily relies on the choice of k and the initial centroid 
selection, alongside robust preprocessing of the text data. 

ii) Latent Dirichlet Allocation (LDA): Latent Dirichlet 

Allocation (LDA) is a popular unsupervised learning 

algorithm in natural language processing, primarily used for 

topic modeling [66]. It assumes that documents are mixtures 

of topics and that topics are mixtures of words. This 

generative model allows it to discover hidden thematic 

structures in large collections of text documents. LDA 

represents each document as a distribution over topics and 

each topic as a distribution over words. 

For detecting suicidal ideation in social media texts, LDA 
helps identify topics that may signify mental distress. It 
processes text data to extract latent topics, potentially flagging 
those aligned with suicidal thoughts. This method is valuable 
for exploratory analysis, identifying linguistic patterns related 
to mental health [19], [43]. However, the effectiveness of LDA 
depends on accurate text preprocessing and parameter tuning, 
requiring careful interpretation in the sensitive context of 
mental health monitoring. 

d) Deep learning models 

i) Artificial Neural Networks (ANN): Artificial Neural 

Networks (ANNs) are computational models inspired by the 

human brain's structure and function, particularly effective in 

pattern recognition and predictive modeling [67]. An ANN 

consists of layers of interconnected nodes or neurons, each 

node in one layer connected to several others in the next layer. 

The basic operation in a neuron involves weighted input 

summation and a non-linear activation function [68]. 

Mathematically, the output 𝑦 of a neuron can be described by 

the equation, 

𝑦 = 𝑓(∑ 𝑤𝑖𝑥𝑖 + 𝑏)𝑛
𝑖=1   

where 𝑥𝑖  are the inputs, 𝑤𝑖  are the weights, 𝑏  is the bias, 
and 𝑓  is the activation function, like a sigmoid or ReLU 
function. The network learns to model complex relationships 
by adjusting these weights and biases based on the input data. 

For suicidal ideation detection from social media text, 
ANNs can be employed to analyze and classify text data [23]. 
The process involves preprocessing the text (like tokenization, 
stemming, and vectorization) to transform it into a format 
suitable for the ANN. The network then processes this data 
through its layers, learning to identify patterns and linguistic 
cues that are indicative of suicidal ideation. This might include 
specific keywords, phrases, or the overall sentiment of the text. 
The final layer of the network, typically a SoftMax layer, 
classifies the text based on the learned patterns, indicating 
whether it likely contains suicidal ideation. The performance of 
ANNs in this application largely depends on the network's 
depth and complexity, the quality of the training data, and the 
model's capacity to capture subtle nuances in the language that 
may suggest suicidal thoughts or tendencies. 

ii) Convolutional Neural Networks (CNN): CNN, or 

Convolutional Neural Networks, are a class of deep neural 

networks commonly used in image processing [69] but also 

effective in text classification [70], particularly for feature 

extraction [71]. CNNs are particularly effective due to their 

ability to learn spatial hierarchies of features through the use 

of convolutional layers. A basic CNN structure includes an 

input layer, convolutional layers, pooling layers, fully 

connected layers, and an output layer [72]. The convolutional 

layers apply a convolution operation to the input, passing the 

result to the next layer. This can be represented by the 

equation: 

𝑂𝑢𝑡𝑝𝑢𝑡 = 𝐴𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑊𝑒𝑖𝑔ℎ𝑡𝑠. 𝐼𝑛𝑝𝑢𝑡 + 𝐵𝑖𝑎𝑠) 

where Activation is a non-linear function like ReLU. 
Pooling layers reduce the spatial size of the convolved features 
to decrease the computational power required. Finally, fully 
connected layers combine these features to classify the input 
into various categories. 

For suicidal ideation detection from social media text, 
CNNs can be utilized to analyze and classify textual data [27]. 
The process begins with the collection and preprocessing of 
social media texts, which involves cleaning, normalization, and 
tokenization to convert text into a form that can be fed into a 
CNN. CNN then learns to identify patterns and features in the 
text indicative of suicidal ideation, such as specific keywords, 
phrases, or linguistic patterns. This involves multiple layers of 
convolution and pooling to extract and condense the relevant 
features from the text data. The fully connected layers at the 
end of the CNN then interpret these features to classify the text, 
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often outputting a probability score indicating the likelihood of 
suicidal ideation present in the text. The effectiveness of this 
approach relies on the quality and diversity of the training data, 
as well as the complexity and depth of the CNN model used. 

iii) Recurrent Neural Networks (RNN): Recurrent Neural 

Networks (RNNs) are a type of neural network particularly 

suited for processing sequential data, such as time series or 

text [73]. Unlike traditional neural networks, RNNs have a 

unique feature: they maintain a form of memory by using their 

output as input for the subsequent step. This is achieved 

through loops within the network [74]. In mathematical terms, 

the hidden state ℎ𝑡 at time 𝑡 in a simple RNN is calculated as 

ℎ𝑡 = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑊ℎℎℎ𝑡−1 + 𝑊𝑥ℎ𝑥𝑡 + 𝑏ℎ) 

where 𝑊ℎℎ and 𝑊𝑥ℎ are weight matrices, 𝑥𝑡 is the input at 
time 𝑡, ℎ𝑡−1 is the previous hidden state, and 𝑏ℎ is the bias. The 
output 𝑦𝑡  is then a function of the current hidden state: 𝑦𝑡 =
𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛(𝑊ℎ𝑦ℎ𝑡 + 𝑏𝑦 with 𝑊ℎ𝑦  being the output layer 

weights and 𝑏𝑦 the output bias. 

For suicidal ideation detection in social media text, RNNs 
are particularly effective due to their ability to process and 
learn from the sequential nature of language. The process starts 
with preprocessing the text data, including tokenization and 
possibly embedding the words into a vector space [8]. The 
RNN then processes this sequential data, with each word (or 
token) being input sequentially. The RNN's hidden state 
updates with each word, effectively allowing the network to 
remember and utilize the context from previous words. This 
context understanding is crucial for identifying patterns or 
linguistic cues indicative of suicidal ideation, such as 
expressions of despair, hopelessness, or direct mentions of self-
harm. The final output layer of the RNN can classify the text 
based on the learned patterns, potentially indicating whether 
the text suggests suicidal ideation. The performance of RNNs 
in this application hinges on the depth of the network, the 
quality of the training data, and the network's ability to capture 
and utilize long-term dependencies in the text. 

iv) Long Short-Term Memory (LSTM) and Bidirectional 

LSTM (BiLSTM): Long Short-Term Memory (LSTM) 

networks are an advanced type of Recurrent Neural Network 

(RNN) designed to better capture long-range dependencies 

and address the vanishing gradient problem common in 

standard RNNs [75]. The key to LSTM's effectiveness is its 

unique cell structure comprising three gates: the input gate 𝑖𝑡, 

the forget gate 𝑓𝑡 , and the output gate 𝑜𝑡 . These gates 

collectively decide what information to retain or discard as the 

network processes data sequentially. The LSTM cell updates 

are governed by the following equations: 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓), (Forget Gate 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖), (Input Gate) 

𝐶�̃� = tanh(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐) , (𝐶𝑒𝑙𝑙 𝑆𝑡𝑎𝑡𝑒 𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒)
 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃� , (𝐶𝑒𝑙𝑙 𝑆𝑡𝑎𝑡𝑒 𝑈𝑝𝑑𝑎𝑡𝑒)

𝑜𝑡 = 𝜎(𝑊𝑜 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜), (𝑂𝑢𝑡𝑝𝑢𝑡 𝐺𝑎𝑡𝑒)

ℎ𝑡 = 𝑜𝑡 ∗ tanh(𝐶𝑡) , (𝐻𝑖𝑑𝑑𝑒𝑛 𝑆𝑡𝑎𝑡𝑒)

A Bidirectional LSTM (BiLSTM) extends the standard 
LSTM by introducing a second layer that processes data in the 
reverse order [76]. While a regular LSTM processes data from 
past to future (left to right in a sequence), a BiLSTM also 
processes data from future to past (right to left), effectively 
capturing information from both directions. This dual 
processing makes BiLSTMs particularly effective in 
applications where the context of the entire sequence is crucial 
for understanding each part of it. 

In the context of suicidal ideation detection from social 
media text, LSTMs excel due to their ability to capture and 
remember pertinent information across long text sequences [8], 
[28], which is crucial in understanding the context and nuances 
of language. By processing sequential data, LSTMs can 
identify patterns or phrases indicative of suicidal thoughts, 
such as expressions of hopelessness or mentions of self-harm. 
In suicidal ideation detection, a BiLSTM would analyze the 
text from both directions [45], offering a more comprehensive 
understanding of the context and sentiment expressed, thus 
potentially improving the accuracy of detecting signs of 
suicidal ideation. 

v) Transformer models: Transformer-based models have 

revolutionized natural language processing by offering a more 

efficient and effective means of handling sequential data 

compared to traditional RNNs or LSTMs. The core concept of 

Transformers is the self-attention mechanism, which computes 

the output of a layer by attending to all positions within the 

same layer [77]. The basic equation for self-attention can be 

written as:  

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘
) 𝑉 

where 𝑄, 𝐾, and 𝑉 are queries, keys, and values matrices, 
respectively, and 𝑑𝑘  is the dimensionality of the keys. This 
mechanism allows the model to weigh the importance of 
different parts of the input sequence differently, making it 
highly effective for tasks involving contextual understanding. 

Different transformer-based models have emerged, each 
with unique characteristics [78]: 

 STATENet integrates spatial-temporal attention 
networks for enhanced sequence modeling. 

 TransformerRNN combines the transformer architecture 
with RNNs to capitalize on both methods' strengths. 

 BERT (Bidirectional Encoder Representations from 
Transformers) and its variant Sentence-BERT offer 
deep bidirectional context understanding by pre-training 
on large text corpora. 

 GUSE (Google Universal Sentence Encoder) is 
optimized for sentence-level embeddings. 

 ALBERT (A Lite BERT) is a more efficient version of 
BERT with shared parameters across layers. 

 RoBERTa (Robustly optimized BERT approach) 
enhances BERT through robust training methods. 
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 XLNet combines the best of BERT and autoregressive 
methods for improved language modeling. 

In the context of suicidal ideation detection from social 
media text, these transformer-based models excel due to their 
ability to understand and interpret the nuances and context of 
natural language [22]. By analyzing the text data from social 
media, these models can capture the subtleties of language that 
indicate suicidal thoughts or tendencies, such as specific 
phrases, sentiment, and contextual clues. The self-attention 
mechanism allows the models to focus on relevant parts of the 
text, potentially identifying warning signs hidden in normal 
conversation. This can include detecting direct expressions of 
suicidal thoughts or more subtle indicators like expressions of 
hopelessness or isolation. The effectiveness of these models in 
such applications depends significantly on the quality of the 
training data and the specific architectural choices made in the 
model design. 

e) Feature engineering 

 Bag of Words (BoW): This model treats text as an 
unordered collection of words, focusing on the 
frequency of each word but ignoring the order and 
context [79]. In suicidal ideation detection, BoW can 
help identify frequently used words in posts that are 
indicative of distress or suicidal thoughts, such as 
"helpless" or "worthless." 

 Tokenization: This process involves breaking down text 
into smaller units, typically words or phrases [80]. For 
suicidal ideation detection, tokenization is the first step 
in analyzing social media posts, as it helps in isolating 
individual words or phrases for further examination. 

 Stemming: Stemming reduces words to their root form, 
often by chopping off prefixes or suffixes. For instance, 
"running" becomes "run" [81]. In suicidal ideation 
detection, stemming can help in consolidating different 
forms of a word to a single root, making it easier to 
analyze and categorize texts. 

 TF-IDF (Term Frequency-Inverse Document 
Frequency): This is a statistical measure used to 
evaluate the importance of a word in a document, which 
is part of a corpus. It increases with the number of times 
a word appears in the document but is offset by the 
frequency of the word in the corpus [82]. In suicidal 
ideation detection, TF-IDF can help in identifying 
unique terms in individual posts that are unusual in 
general but common in texts expressing suicidal 
thoughts. 

 N-gram: N-grams are continuous sequences of 'n' items 
from a given sample of text or speech [83], [84]. For 
suicidal ideation detection, analyzing bigrams (2-grams) 
or trigrams (3-grams) can reveal specific phrases that 
are more indicative of suicidal ideation, such as "end 
my life". 

 Word Embedding: This technique involves mapping 
words or phrases to vectors of real numbers [85], 
capturing the context and semantic relationships 
between words. In suicidal ideation detection, word 

embeddings can provide a deeper understanding of the 
context and nuances in social media posts, which 
simple frequency counts cannot. 

 Normalization: This process involves transforming text 
into a more uniform format, such as converting all 
characters to lowercase, removing punctuation, or 
converting numbers to words [86]. In detecting suicidal 
ideation, normalization ensures that the analysis isn't 
skewed by superficial variations in the text. 

 Lemmatization: Similar to stemming, lemmatization 
also reduces words to their base or dictionary form, but 
it does so use linguistic knowledge about the word's 
proper form or lemma [87]. For instance, "better" is 
lemmatized to "good". In the context of suicidal 
ideation detection, lemmatization helps in accurately 
grouping together different forms of a word, leading to 
more effective analysis. 

Each of these techniques contributes to transforming raw 
text into a structured, analyzable form, aiding in the 
identification of language patterns associated with suicidal 
thoughts and behavior. 

4) Evaluation matrices: After developing the models, 

evaluating their performance is crucial. Common evaluation 

metrics include [88]: 

 Accuracy: The ratio of correctly predicted instances to 
the total instances in the dataset. 

 Precision and Recall: Precision measures the proportion 
of true positive identifications among the positive 
identifications made by the model, while recall 
measures the proportion of true positive identifications 
among the actual positives. 

 F1 Score: The harmonic mean of precision and recall, 
providing a balance between the two metrics. 

 AUC-ROC Curve: A performance measurement for 
classification problems at various thresholds settings. 

5) Challenges to address: Despite the advancements in 

methodologies, there are inherent challenges. One major 

challenge is the balance between model complexity and 

interpretability. While deep learning models offer advanced 

capabilities, they often act as 'black boxes', making it difficult 

to interpret their decision-making processes. 

 Moreover, the issue of data imbalance, where instances of 
suicidal ideation are significantly less than non-suicidal posts, 
can skew model training and affect the reliability of 
predictions. 

Another challenge is the generalizability of these models. 
Models trained on specific datasets or demographics might not 
perform effectively when applied to different datasets or 
populations. This issue underscores the importance of creating 
diverse and representative training datasets. 

The detection of suicidal ideation on social media using 
machine learning, deep learning, and NLP involves a complex 
interplay of various methodologies. From dataset collection 
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and preprocessing to the application of advanced algorithms 
and evaluation, each step plays a crucial role in the 
effectiveness of the detection process. While significant 
progress has been made, ongoing research is needed to address 
the challenges of model interpretability, data imbalance, and 
generalizability. 

IV. CONCLUSION 

Social media has become a valuable data source for 
detecting mental health conditions, such as suicidal ideation. 
This review synthesizes current research utilizing machine 
learning, deep learning, and NLP techniques to identify 
warning signs in social media posts. The study highlights the 
advancement of AI in suicide prevention, showcasing models 
that leverage deep neural networks and transfer learning to 
decipher complex linguistic patterns indicative of suicidal 
thoughts. Key findings demonstrate precision rates of 82-97% 
and recall rates of 71-94% using models such as SVMs, 
Random Forests, and neural networks. Despite promising 
results, model robustness must be improved for real-world 
application. 

Challenges include limited, non-representative datasets that 
hinder generalizability and may introduce demographic biases. 
Most models were developed using English data from 
American users, lacking validation across cultures, languages, 
and demographics. Achieving a balance between accuracy, 
complexity, and interpretability remains difficult, with simpler 
models underperforming and complex models being opaque. 
Future work should focus on testing across age groups and 
integrating additional risk indicators, alongside addressing 
privacy concerns and ensuring ethical data use. 

Differentiating genuine suicidal intent from rhetorical 
expressions is an ongoing challenge, as individuals 
communicate distress uniquely, influenced by personal and 
cultural factors. Addressing these nuances requires further 
qualitative research and interdisciplinary collaboration for 
better contextual understanding. Early identification through 
improved technology can facilitate timely intervention, but 
real-world implementation must consider privacy rights and 
avoid stigmatization. Clear, ethically aligned protocols are 
essential for the responsible handling of flagged data. 

In conclusion, while significant strides have been made in 
using machine learning for large-scale screening of suicidal 
ideation, future research should expand datasets, enhance 
generalizability, and refine contextual interpretation. Ensuring 
ethical standards and practical protocols will be vital for 
maximizing the public health benefits of these technological 
advances. 
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Abstract—Liver disease ranks as one of the leading causes of 

mortality globally, often going undetected until advanced stages. 

This study aims to enhance early detection of liver disease by 

employing machine learning models that utilize key health 

indicators. Utilizing the Indian Liver Patient Dataset (ILPD) from 

the UCI repository, we developed a predictive model using the 

CatBoost algorithm, achieving an initial accuracy of 74%. To 

improve this, feature selection was performed using the Whale 

Optimization Algorithm (WOA) and Harris Hawk Optimization 

(HHO), which increased accuracy to 82% and 85% respectively. 

The methodology involved preprocessing to correct data 

imbalances and outlier removal through univariate and bivariate 

analyses. These optimizations highlight the critical features 

enhancing the model's predictive capability. The results indicate 

that integrating metaheuristic algorithms in feature selection 

significantly improves the accuracy of liver disease prediction 

models. Future research could explore the integration of 

additional datasets and machine learning models to further refine 

predictive capabilities and understand the underlying 

pathophysiology of liver diseases. 

Keywords—Liver disease; classification; prediction; CatBoost 

algorithm; machine learning; optimization algorithm 

I. INTRODUCTION 

The liver is an important part of the body that conducts 
functions such as gall generation, chemical detoxification, and a 
supply of critical proteins for blood [1]. A huge increase in 
different liver illnesses has been observed the world in recent 
years. About two million people are diagnosed with liver disease 
each year, with one million dying from cirrhosis complications 
and one million from viral hepatitis and hepatocellular 
carcinoma. Because cause-specific death data is scarce in many 
places where liver disease is common, notably in Africa, 
accurate figures are not always accessible. Furthermore, nearly 
one-third of the world's countries lack reliable mortality 
statistics. Even in industrialized nations, it is impossible to 
distinguish the burden of liver disease according to the cause and 
stage of the disease [2]. Cirrhosis is the 11th leading cause of 
death worldwide, while liver cancer is the 16th, an estimated 
1.16 million and 788,000 people die each year. They are 
responsible for 3.5 percent of all deaths worldwide [3]. Liver-
related deaths accounted for 3% of all deaths worldwide in 2000. 
They are ranked 13th (cirrhosis) and 20th (liver cancer). 
However, the effects can be even greater if acute hepatitis and 

alcohol use are considered major factors. According to these Fig. 
1, the liver disease dies over two million people worldwide each 
year. Due to worldwide population pressure, India accounts for 
one-fifth (18.3%) of all cirrhosis fatalities while China's 
contribution is 11 In Central Asia and the Russian Federation, 
mortality is increasing. In the UK, mortality is increasing, but in 
France and Italy, it is decreasing. Males are affected by cirrhosis 
at a higher rate than females all over the world [2]. Refer to Fig. 
1. Liver disease and cancer are among the leading causes of 
death worldwide. 

 

Fig. 1. Global mortality from liver illness and liver cancer. 

First, the number of patients with liver disease is increasing 
every year, however the number of specialist doctors is not 
increasing. As a result, it has become impossible to diagnose the 
disease or serve the patient well. It takes a lot of doctors to 
monitor patients with liver problems which can be very 
challenging. If we can collect human data in every hospital and 
every clinic then this process will be much easier for everyone 
and easy to manage. However, by analyzing the data of these 
people, we can easily detect the symptoms of the disease if ML 
is applied. As a result, the number of doctors will be less and the 
process will be much more comfortable. Artificial Intelligence 
(AI) includes ML, which allows the system to learn without 
information. Human inputs and outputs are employed in the 
training process and prediction accuracy of supervised 
algorithms, which are used in a variety of classification 
applications [4]. Fig. 2 shows the five causes of liver failure. 
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Fig. 2. Five cause of liver failure. 

ML is making a significant contribution to healthcare and is 
expanding day by day. One of the most important problems in 
healthcare is the growing number of liver patients. The incidence 
of fatty liver in liver disease is early stage and cirrhosis is the 
final stage of chronic liver disease which later leads to liver 
cancer. Many data mining techniques and medical data mining 
techniques help to present and predict liver disease first and 
foremost. As a result, the use of this technique greatly reduces 
the doctor's work. 

This paper is organized as follows: Section II provides an 
overview of related work and highlights the main differences 
between our work and other existing studies. Section III presents 
the research methodology, experimental details, configuration 
and system flowchart. The test results and analysis are discussed 
in detail in Section IV. Finally, the paper is concluded in Section 
V. 

II. RELATED WORK 

Disease prediction has become possible by uncovering 
hidden features in medical datasets using machine learning 
algorithms. Different types of datasets, such as blood panels 
with liver function tests, histologically stained slide images, and 
the presence of specific molecular markers in blood or tissue 
samples, have been used to train classifier algorithms to predict 
liver disease, which provided good accuracy. Machine learning 
methods described in previous studies have been evaluated for 
accuracy using a combination of confusion matrix, area under 
the receiver operating characteristic curve, and k-fold cross-
validation. In study [2], the authors studied the prognosis of liver 
disease and used genetic algorithm combined with XGBoost to 
predict liver disease and analyzed from the test that the 
algorithm helped to predict the disease efficiently. 

In recent studies, various machine learning algorithms have 
been applied to improve the diagnosis and prediction of liver-
related diseases. In study [3], four machine learning algorithms 
were tested on ILDP datasets with the Pearson Correlation 
Coefficient (PCC-FS) optimization technique, resulting in the 
AdaBoost algorithm achieving a maximum accuracy of 92.19%. 
Similarly, the study in [4] explored the use of Support Vector 
Machine (SVM) and Logistic Regression (LR) for diagnosing 
liver disease, achieving an accuracy of 96%. Additionally, the 
study in [5] implemented a Random Forest (RF) algorithm to 
predict liver disease with notable accuracy. Furthermore, the 
research in [6] focused on the prediction of hepatocellular 
carcinoma (HCC) using the RF algorithm, achieving an 

accuracy of 80.86%. These studies collectively highlight the 
potential of machine learning techniques in enhancing the 
accuracy of liver disease diagnosis and prediction. 

 In study [1], the authors in this paper help to identify the 
patient's liver disease from the data and contribute to the field of 
medical science so that treatment can be started and the disease 
can be cured before it becomes severe. To do this they first used 
the classifier model decision tree (DT) algorithm and achieved 
the highest accuracy. Then they use seven more classifier 
algorithms: RF, LR, SVM, K-nearest neighbors (KNN), linear 
discriminant analysis, AdaBoost, and gradient boosting. Then 
they used the least absolute shrinkage and selection operator 
(LASSO) feature selection technique to achieve better accuracy. 

Furthermore, recent research has delved into various 
machine learning techniques to enhance the diagnosis and 
prediction of liver-related diseases. In study [7], a diagnostic 
system for chronic liver infections was developed using six 
classifiers: Logistic Regression (LR), Random Forest (RF), 
Decision Tree (DT), Support Vector Machine (SVM), K-
Nearest Neighbors (KNN), and Naive Bayes (NB), with LR 
achieving the highest accuracy at 75%. Similarly, the study in 
[8] utilized LR, SVM, and KNN for liver disease prediction, 
identifying LR as the most effective. Dhamodharan et al. [9] 
focused on predicting cirrhosis, liver cancer, and hepatitis, 
employing Naive Bayes and the FT Tree algorithm, with Naive 
Bayes providing the highest accuracy. Rosalina et al. [10] used 
SVM and the Wrapper method for hepatitis prognosis, 
effectively removing noise features before classification and 
achieving optimal results by combining these methods. Soliman 
et al. [11] introduced a hybrid classification system for HCV 
detection, utilizing Least Squares Support Vector Machine (LS-
SVM) and Modified Particle Swarm Optimization (PSO). With 
Principal Component Analysis (PCA) for feature extraction and 
a modified PSO for parameter optimization, their method 
outperformed other systems in accuracy using HCV benchmark 
data from the UCI repository. Lastly, in study [12], NB and 
SVM algorithms were applied for liver disease prediction, with 
SVM achieving the highest accuracy. Collectively, these studies 
highlight the significant role of machine learning in enhancing 
the precision and effectiveness of diagnostics for liver diseases. 

III. METHODOLOGY 

This suggested model uses data from machine learning 
Indian Liver Patient Dataset (ILPD) that has been taken from the 
UCI Repository to predict the disease in multiple patients with 
liver disease. To begin, pre-processed data is used to create 
"clean" data. The feature extraction approach selects the relevant 
data from all of the dataset's attributes in order to improve 
accuracy by using only relevant data. After then, the algorithms 
and data used to classify the objects were examined. CatBoost 
classifier Algorithm is used to classify the data throughout the 
analysis process. Performance is evaluated based on the 
classification findings. We then employed optimization 
methods, such as the whale Optimization algorithm, in order to 
improve our results even further. Algorithms are compared on 
accuracy, sensitivity, precision and f1-scores in order to 
determine the best performing algorithm for the system's 
performance. Fig. 3 depicts the system's overall working 
procedure. 
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Fig. 3. Working procedure. 

1) Dataset description: This dataset was collected from the 

northeastern Andhra Pradesh of India. In addition, this dataset 

is publicly available in the UCL machine learning repository 

[13]. There are 583 patients in the ILPD dataset which 441 are 

males and 142 are females. Anyone over the age of 89 is 

reported as having an age of 90. There is also a selector field to 

determine whether the patient having liver disease or not. Non-

LD patients (0) total 167, whereas LD patients (1) total 416. 

Attribute properties of the dataset include multivariate, integer, 

and real values. Table I represented the dataset contains a total 

of 11 specific parameters, out of which we selected 10 

parameters for our analysis and 1 was used as the target class. 

These data are used to train and test the models, and the models' 

performance is assessed based on their own output. In addition, 

we have divided the dataset into two parts: 70% for training and 

30% for testing. Thus, we have 408 samples in our training set 

and 175 samples in our validation set. In Fig. 4 the dataset's 

distribution is displayed. 

 

Fig. 4. Dataset description. 

TABLE I.  DESCRIPTION OF VARIABLES 

Features 

No 

Dataset Information 

Features Name Description 

1 Age Age of the patient 

2 Gender Gender of the patient 

3 TB Total Bilirubin 

4 DB Direct Bilirubin 

5 Alkphos Alkaline Phosphotase 

6 Sgpt Alamine Aminotransferase 

7 Sgot Asparatate Aminotransferase 

8 TP Total Proteins 

9 ALB Albumin 

10 AG Ratio Albumin and Globulin Ratio 

2) Data Preprocessing: As stated in the preceding 

paragraph, the dataset referred to has flaws and scattered data. 

Pre-processing has been done so that we can get the most out of 

this dataset. We manually corrected any incorrect data by going 

through the dataset and looking for any anomalies. When there 

are no values to fill in, the median of a feature is used. However, 

Information is extracted from sources and collected in the form 

of data or discrete analytical data. Each attribute acts as a 

variable and each instance has specific attributes. Liver disease 

is predicted using a dataset, which is created through data 

collection and pre-processing methods. The dataset helps us 

diagnose the disease based on its various parameters. 10 

features are considered to get accurate results in the dataset of 

the proposed work. Classification is a process of data mining 

consisting of problem identification. Best performance-based 

prediction is provided by observing liver disease characteristics 

in patients and using machine learning algorithms. 

3) Classification and Performance Metrics: Dorogush et 

al. [14] developed CatBoost in 2018 based on improvements to 

XGBoost. Yandex released CatBoost, an open-source machine 

learning algorithm, in 2017, which is still relatively new [15]. 

The model is built using a training dataset, which consists of a 

set of objects with known features and labels. The training 

dataset is also referred to as the "data set". The validation 

dataset is only used to evaluate the effectiveness of training and 

contains similarly organized data, but is not used for training. 

The basis of CatBoost is gradient-boosted decision trees, where 

a series of decision trees is generated sequentially during 

training. Each subsequent tree is built with less damage than the 

previous tree. The initialization parameter determines how 

many trees will grow. To prevent overfitting, overfitting 

detectors are used which stop tree growth when activated. We 

used CatBoost algorithm to classify liver diseases. 

4) Features selection: Feature selection is an important 

process in machine learning, where the most important features 

(variables or predictors) are selected from the dataset, which 

play a role in predicting the target variable. This is helpful in 

reducing dataset dimensions, improving model performance, 
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and reducing the likelihood of overfitting. In this study, we used 

two metaheuristic optimization algorithms such as, WOA and 

HHO. It is well-known swarm-based metaheuristic method for 

feature selection. 

5) Whale optimization algorithm (WOA): WOA is a 

metaheuristic optimization algorithm that was proposed by 

Mirjalili and Lewis [16]. The bubble-net hunting method 

utilized by humpback whales is modelled after and imitated by 

the algorithm. The entire process can be broken down into three 

stages: the first stage involves encircling the prey, the second 

stage involves bubble-net foraging (the exploitation phase), and 

the third stage involves searching for prey (exploration phase). 

To better understand these three stages of the WOA strategy we 

present in Fig. 5.  An initial solution candidate is chosen at the 

beginning of the algorithm, and their fitness is determined with 

the help of a function. During each cycle of the iterative 

process, the solution set is either updated through the shrinking 

encircling mechanism or the spiral updating mechanism 

(exploitation phase), with the choice of the mechanism being 

determined by a probability p. In addition, the shrinking 

encircling mechanism can either update the new solution set so 

that it is closer to the global best solution or it can use a random 

search agent. This is determined by a coefficient called A. The 

equation for the coefficient is presented in the following 

example: 

𝑨 = 𝟐𝒂. 𝒓 − 𝒂                       (1) 

where, a is a random vector in the range [0, 1] and r is a 
vector that decreases linearly from 2 to 0 over the course of the 
generation. Because the update that leads to a random agent 
conducts a worldwide search, the subsequent phase is known as 
the exploration phase. In Algorithm 1, the pseudo-code for 
feature selection using WOA is presented. 

 

Fig. 5. Whale Optimisation Algorithm. 

Algorithm 1: Feature Selection Using WOA 

 Create the first group of n whales xi (1,2,3……., n) 

 Set the iteration counter tcounter = 0 

 figure out how fit each whale is. 

 figure out which whale is the fittest, i.e., Ybest 

for each whale do 

 Decode whale position 

 Find out the fitness value (F1 score) using 

decode 
 Feature set using CatBoost classifier 

 end 

while (tcounter< Max_Iter number do) 

 for each whale do 

      a new parameter has been updated 

 if (p< 0.5) then 

 if (|A|< 1) then 

      update the current position of the whale 

 if (|A > 1) then 

 else 

 if (|A| ≥ 1) then 

 select the random position Xrand 

 using the mechanism, adjust the whale's 

position to the random position.  end 

 end 

 else 

 if (p≥0.5) then 

 update the whale’s position towards the global 

best  

 

(X*) using the mechanism  

 end 

 end 

end  

for each while do 

 Decode feature set from whale position 

 Calculate the fitness value using CatBoost classifier 

end  

update X* if a set of the best solutions exists 

t = t + 1 

end 

Save the best feature set 

 

 6) Harris hawk optimization algorithm (HHO): Haidari 

and his colleagues (2019) [17] proposed the use of a new 

metaheuristic algorithm known as the Harris Hawk 

Optimization (HHO). HHO imitates the notions of Harris 

hawks in order to investigate the diverse prey, surprise pounces, 

and attack techniques used by Harris hawks in the natural 

world. In HHO, the candidate solutions are symbolized by 

hawks, and the best solution, which is also referred to as the 

nearly optimum solution, is referred to as prey. The Harris 

hawks make use of their keen vision to locate their prey and 
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then execute a surprise attack in order to successfully capture 

the target they have located [18]. 
In most cases, HHO is modeled into two distinct phases: the 

exploitation phase, and the exploration phase. The HHO 
algorithm may be used for either exploration or exploitation, and 
after it has been used for either purpose, the exploration behavior 
can be altered dependent on the amount of energy that the prey 
is able to escape with. It is possible to mathematically determine 
the escape energy of prey using the Eq. (2) to (3): 

𝐸 = 2𝐸0(𝑡 −
𝑡

𝑇
)                      (2) 

𝐸0 = 2𝑟 − 1                      (3) 

where t represents the current iteration, T represents the 
maximum number of iterations, E0 represents the initial energy 
that is created at random in the range [1,1], and r represents a 
random value that falls in the range [0, 1]. In Algorithm 2, the 
pseudo-code for feature selection using HHO is presented. 

Algorithm 02: Feature Selection Using HHO algorithm 

 Inputs: N is the population size, while T is the maximum 

number of iterations. 
 Outputs: Rabbit's position and fitness value initialize 

random population Xi (i=1, 2, ........., N). 
While (stopping conditions is not met) do 

 for (each hawk (Xi)) do 

  Update the initial energy E0 and jump strength j 

E0= 2rand () -1, j=2 (1- rand ()) 

Update the E  
  If (|E|≥) then 

   Update the location vector  

  If (|E|<1) then 

   if (r≥0.5 and |E|≥0.5) then 

    Update the location vector 

   else if (r≥ 0.5 and |E|<0.5) then 

    Update the location vector 

   else if (r <0.5 and |E|≥0.5) then 

    Update the location vector 

   else if (r <0.5 and |E|<0.5) then 

    Update the location vector 

Return Xrabbit  

Our feature subset was optimized using the WOA and HHO 
to minimize the number of features while also increasing 
prediction accuracy. The feature subsets are selected from the 
WOA and HHO solution sets. The solution set's value indicates 
whether or not to choose a feature. The CatBoost algorithm was 
then used to classify liver disease based on the feature subsets. 
F1 score true and the predicted class is used as the value of an 
agent’s fitness. The advantage of F1 score is that it helps to 
provide harmonic mean, accuracy and recall. Because of this, it 
is harsher on values at the extremes. Overall, an agent's fitness 
value is referred to as the F1 score (feature subset). The WOA 
and HHO take the best fitness value as a baseline and update the 
position in accordance with the methodology used by each. This 
iteration is repeated until a predetermined end point is achieved. 

IV. RESULTS AND ANALYSIS 

The results of classifier algorithm are detailed in Section A 
on the experimental evaluation of our proposed CatBoost model. 
In addition, the relevance of the feature selection with two 
metaheuristic algorithms mentioned in Section B. 

A. Performance Analysis 

In the previous section, we discussed the various contents of 
the dataset. We used a technique and method to classify the class 
samples in this dataset. In this section, we will present the 
research findings. Following the described procedure, we set up 
a classification model where the CatBoost model was used for 
training the model and the rest of the samples were used for 
testing. We have split our dataset in the ratio of 70:30. In this 
paper we have proposed classification algorithms like CatBoost 
algorithm. However, after finishing data preprocessing steps 
without applying feature selection techniques, algorithms are 
used for classification. Our model provided and accuracy of 
74%. Besides accuracy, various evaluation criteria such as 
precision, recall, and f1-score values are compared in Table II. 

TABLE II.  CLASSIFICATION REPORT OF OUR MODEL 

Class Precision Recall F1-Score 

Non-
LD 

0.50 0.37 0.42 

LD 0.80 0.87 0.84 

In Fig. 6 shows a confusion matrix, which is used as a 
powerful tool for evaluating the performance of classification 
models in machine learning. This matrix clearly shows how the 
model classified the data into actual and predicted categories. It 
divides the results into four different categories, providing 
important insights into the model's strengths and weaknesses: 
true positives, true negatives, false positives, and false negatives. 
In this confusion matrix, the result of a binary classification task, 
where there are two possible outcomes - "0" and "1". The actual 
value, or true label, is displayed along the vertical axis and the 
model predicted value along the horizontal axis. The number in 
each cell shows how many examples fall into that particular 
category. In this model, it correctly predicted class "1" in 76 
instances (true positives) and correctly assigned class "0" in 11 
instances (true negatives). However, the model incorrectly 
classified class "0" as "1" (false positive) in 19 instances and 
class "1" as "0" (false negative) in 11 instances. These errors 
show where the model is having trouble, especially 
distinguishing between two classes. The confusion matrix gives 
a clear picture of the prediction performance of the model, which 
helps us better understand the accuracy, precision, and other 
evaluation metrics of the model. 

Fig. 7 shows a receiver operating characteristic (ROC) 
curve, which is commonly used to evaluate the performance of 
binary classification models. This curve depicts the relationship 
between the true positive rate (TPR) and the false positive rate 
(FPR) at different threshold settings, giving an understanding of 
how well the model is able to distinguish between the two 
classes. The dashed diagonal line represents the performance of 
a random classifier and serves as a baseline with an AUC of 0.5. 
The orange curve shows the actual performance of the model, 
which lies above the diagonal, indicating that the model is giving 
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better results than the random guess. An AUC value of 0.82 
suggests that the model is able to distinguish between positive 
and negative classes and has an 82% chance of correctly 
identifying a positive instance. 

 

Fig. 6. Confusion matrix. 

 

Fig. 7. ROC curves of various classes. 

B. Feature Selection Outcome 

We applied the FS algorithm to increase the accuracy of the 
CatBoost classifier and reduce the dimensionality of the 
features. The FS process was carried out using two metaheuristic 
algorithms named WOA and HHO. A fitness function is 
constructed based on the performance evaluation of the 
CatBoost classifier. Other performance metrics, such as F1 
score, precision and recall, are also taken into account. We 
checked the 'p_r' parameter of WOA and HHO between 0.21, 
indicating the learning rate potential. A value of 0.25 was 
identified as optimal for 'p_r', while values were 50 for 
'pop_size' and 'epoch' parameters. Various 'p_r' values are 
shown in Table III, which highlights the set of features returned 
from the WOA and HHO processes. 

TABLE III.  BEST FEATURE SOLUTION 

Optimization 

Algorithm 

 

Feature Name Optimization 

Algorithm 

Feature Name 

Total Bilirubin                      Age                                    

 

        HHO 

Direct Bilirubin                    
 

       WOA 

Total_Bilirubin                          

Alamine 
Aminotransferase 

Alamine 
Aminotransferase 

Table III outlines the best features obtained from two 
optimization algorithms, HHO and WOA, which have been used 
to identify the most important features for liver disease 
detection. Selected parameters for HHO include Total Bilirubin, 
which is important in evaluating liver function because high 
bilirubin levels usually indicate liver problems. It also selects 
Direct Bilirubin and Alanine Aminotransferase, where it is an 
enzyme that increases in the blood when liver cells are damaged. 
On the other hand, the WOA algorithm identified Age, Total 
Bilirubin, and Alanine Aminotransferase as important 
characteristics that are influential in liver disease. Both 
algorithms selected Total Bilirubin and Alanine 
Aminotransferase, indicating their high importance in the 
diagnosis of liver disease, and proved to be important features 
for accurate detection. 

In Fig. 8, the confusion matrix of the HHO algorithm shows 
that the model correctly classified 82 cases as true negative (TN) 
and 96 cases as true positive (TP). However, it misclassified 17 
cases as false positive (FP) and 3 cases as false negative (FN). 
The HHO model achieved 85% accuracy, indicating strong 
performance in liver disease detection. A particularly low 
number of false negatives makes the model useful in medical 
diagnosis, as it indicates that very few cases of true disease are 
missed. 

In Fig. 9, the confusion matrix of the WOA shows that the 
model correctly classified 13 cases as True Negative (TN) and 
84 cases as True Positive (TP). At the same time it misclassified 
17 cases as false positive (FP) and 3 cases as false negative (FN). 
The WOA model achieved 82% accuracy. Although the number 
of false negatives is low, the model lags slightly behind HHO in 
detecting true negatives, showing slight weakness in detecting 
cases without disease. 

On the other hand, the previously used CatBoost algorithm 
achieved only 74% accuracy, which is significantly lower than 
HHO and WOA. This proves these two optimization algorithms 
more effective in liver disease detection. Overall, the HHO 
model shows the best performance in liver disease detection, as 
it is able to maintain a good balance between high accuracy and 
true positive and true negative detection. 

 

Fig. 8. Confusion matrix for HHO. 
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Fig. 9. Confusion matrix for WOA. 

V. CONCLUSION 

This study successfully identified key features for liver 
disease detection using two optimization algorithms: Harris 
Hawk Optimization (HHO) and Whale Optimization Algorithm 
(WOA). Both algorithms highlighted Total Bilirubin and 
Alanine Aminotransferase as critical indicators for diagnosing 
liver disease. Additionally, Direct Bilirubin and Age were also 
recognized as significant factors in assessing liver function. Our 
findings align with existing research while offering new insights 
that can enhance diagnostic accuracy using clinical data. These 
results underscore the efficacy and potential of machine learning 
models combined with optimization algorithms in advancing 
liver disease diagnosis. This work contributes to the growing 
evidence that such computational approaches can significantly 
improve early detection and intervention strategies in 
healthcare. Future research could explore integrating additional 
datasets and machine learning techniques to further refine these 
predictive models and expand their applicability across diverse 
populations. 
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Abstract—The detection of diabetic retinopathy traditionally 

requires the expertise of medical professionals, making manual 

detection both time- and labor-intensive. To address these 

challenges, numerous studies in recent years have proposed 

automatic detection methods for diabetic retinopathy. This 

research focuses on applying deep learning and image processing 

techniques to overcome the issue of performance degradation in 

classification models caused by imbalanced diabetic retinopathy 

datasets. It presents an efficient deep learning model aimed at 

assisting clinicians and medical teams in diagnosing diabetic 

retinopathy more effectively. In this study, image processing 

techniques, including image enhancement, brightness correction, 

and contrast adjustment, are employed as preprocessing steps for 

fundus images of diabetic retinopathy. A fusion technique 

combining color space conversion, contrast limited adaptive 

histogram equalization, multi-scale retinex with color restoration, 

and Gamma correction is applied to highlight retinal pathological 

features. Deep learning models such as ResNet50-V2, 

DenseNet121, Inception-V3, Xception, MobileNet-V2, and 

InceptionResNet-V2 were trained on the preprocessed datasets. 

For the APTOS-2019 dataset, DenseNet121 achieved the highest 

accuracy at 99% for detecting diabetic retinopathy. On the 

Messidor-2 dataset, InceptionResNet-V2 demonstrated the best 

performance, with an accuracy of 96%. The overall aim of this 

research is to develop a computer-aided diagnosis system for 

classifying diabetic retinopathy. 

Keywords—Diabetic retinopathy; deep learning; image 

processing technologies; imbalanced image dataset; computer aided 

diagnosis 

I. INTRODUCTION 

Diabetes is a chronic disease and a major public health issue 
that significantly affects quality of life due to its rising incidence. 
According to the International Diabetes Federation's Diabetes 
Atlas, 537 million people worldwide have diabetes, and this 
number is expected to increase to 629 million by 2045. Most 
cases occur in low-to-middle-income countries, with more than 
half undiagnosed. The World Health Organization predicts that 
diabetes will become the seventh leading cause of death 
globally. 

A common and often unnoticed complication of diabetes is 
diabetic retinopathy, which progresses slowly but can severely 
impact patients' quality of life, affecting their families, the 
economy, and society. The condition necessitates 
comprehensive care and regular screening. Diabetic retinopathy 

involves changes to the retina caused by diabetes, as elevated 
blood sugar levels lead to nerve and blood vessel damage. This 
results in complications such as retinal swelling, detachment, 
bleeding, and vision loss [1]. 

 Many countries face shortages in medical resources and 
ophthalmologists, particularly in rural or remote areas, where 
patients may not receive timely diagnosis and treatment due to 
the uneven distribution of healthcare resources. Traditional 
manual diagnosis by specialists also presents challenges, as it 
can be time-consuming and early-stage symptoms are often 
subtle, increasing the risk of misdiagnosis even by a single 
expert. As a result, monitoring and treating diabetic retinopathy 
demands considerable time and human resources, while training 
professional ophthalmologists entails significant costs. 

Given these challenges, recent years have seen numerous 
studies [2–4] proposing automated detection methods to assist 
medical teams and ophthalmologists in diagnosing diabetic 
retinopathy more efficiently. Automated diagnostic systems also 
help address the issue of low screening efficiency in areas with 
limited medical resources. 

Research on automating diabetic retinopathy detection has 
focused on areas such as medical image enhancement, machine 
learning, and deep learning-based image recognition. Scholars 
have reviewed these studies, discussing the advantages and 
disadvantages of various methods and the factors that may 
influence recognition results. 

The quality of fundus images for diabetic retinopathy is often 
inconsistent, making image preprocessing a crucial step in many 
studies. Different research efforts employ appropriate 
preprocessing techniques based on their specific objectives [5]. 

This study aims to develop a computer-aided diagnosis 
system for detecting diabetic retinopathy by addressing the 
imbalance in data characteristics within the diabetic retinopathy 
dataset and using categorical focal loss as the loss function 
instead of categorical cross-entropy loss. The research utilizes 
the Asia Pacific Tele-Ophthalmology Society-2019 Blindness 
Detection (APTOS-2019) and Messidor-2 datasets, containing 
3,662 and 1,744 images respectively, to train and compare the 
performance of various convolutional neural network models in 
diabetic retinopathy classification against other studies. Six 
convolutional neural network (CNN) models ResNet50-V2, 
DenseNet121, Inception-V3, Xception, MobileNet-V2, and 
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InceptionResNet-V2 were used to determine the most suitable 
model for training with these datasets. 

The remaining content research is organized as follows: 
materials and methodology are presented in Section II. 
implementation details are shown in Section III. Section IV 
presents the experimental results, while Section V presents the 
discussion, and finally, Section VI concluded the paper. 

II. MATERIALS AND METHODOLOGY 

This study divides the experimental procedures into four 
sections: image collection, image preprocessing, deep learning 
model training, and system performance evaluation. The 
following subsections detail the processes and methods involved 
in each step. 

The first step is to confirm the dataset accessible under the 
experimental conditions. Due to concerns regarding medical 
privacy, diabetic retinopathy datasets often require annotation 
and grading by ophthalmic experts. To address these issues, a 
practical approach is to use existing publicly available datasets 
for experimentation. Public datasets offer several advantages: 
many previous studies have utilized them to evaluate their 
systems. By using the same publicly available datasets, 
researchers can assess the novelty of their approach and compare 
it with prior work. This also enhances the comparability and 
credibility of the current study. 

The APTOS-2019 and Messidor-2 datasets are foundational 
resources in artificial intelligence research for the detection and 
classification of diabetic retinopathy. These datasets contain 
extensive collections of eye images, each annotated with a 
specific severity level of diabetic retinopathy, making them 
instrumental for training and evaluating computer vision models 
aimed at accurate disease diagnosis. 

This research applies a variety of image processing 
techniques and deep learning models to train a classifier on the 
diabetic retinopathy dataset, as described in [5]. The classifier is 
responsible for categorizing images into five distinct stages of 
diabetic retinopathy: No Diabetic Retinopathy (NDR), Mild 
Diabetic Retinopathy (MiDR), Moderate Diabetic Retinopathy 
(MoDR), Severe Diabetic Retinopathy (SDR), and Proliferative 
Diabetic Retinopathy (PDR). Visual representations of these 
five stages are provided in Fig. 1. 

In addition, the diabetic retinopathy datasets face issues with 
class imbalance. This imbalance can negatively affect system 
performance, as certain classes in the dataset may be 
overrepresented or underrepresented. As a result, the model 
tends to predict the more frequent classes more easily, while the 
less frequent classes are harder to predict and are more likely to 
be misclassified as one of the dominant classes. 

In the second step, various image processing techniques 
were employed, including RGB color space conversion, 
commission internationale de l'eclairage (CIELAB), contrast-
limited adaptive histogram equalization (CLAHE), multi-scale 
retinex with color restoration (MSRCR), and Gamma 
correction. These techniques enhance image features to improve 
the neural network's ability to learn features effectively. 
Following this, the dataset was split into training, validation, and 

testing sets, with 80% allocated to training and 20% for testing, 
as shown in Table I.  

 

Fig. 1. Classification of the five levels of diabetic retinopathy. 

TABLE I. DISTRIBUTION OF IMAGE QUANTITIES ACROSS DISEASE 

CATEGORIES 

Dataset 

Name 

categories 

Total 

NDR MiDR MoDR SDR PDR 

APTOS-

2019 
1,805 370 999 193 295 3,662 

Messidor-2 1,020 264 347 77 36 1,744 

After splitting the dataset, the training set undergoes data 
augmentation techniques, including horizontal flipping, vertical 
flipping, and pixel value scaling. Before being fed into the 
convolutional neural network (CNN) models for training, each 
image is resized to the optimal dimensions required by the 
model. 

Fig.  2 presents a schematic representation of the hybrid 
image enhancement method used in this investigation, based on 
findings from previous studies [6–11]. Our proposed technique 
integrates the CLAHE algorithm with enhancements to the 
CIELAB color space. Empirical results show that this combined 
approach produces better results compared to using the hue, 
saturation, and value (HSV) color space or other color space 
transformations. In this framework, CLAHE is applied 
exclusively to the luminance (L) channel of the CIELAB color 
space. The process of splitting the V channel refers to isolating 
the Value component from the HSV color space, which allows 
for further processing or enhancement tasks such as sharpening 
or brightening. 

In medical imaging, particularly in retinal imaging, 
researchers often convert images to the CIELAB color space to 
separate luminance (L channel) from color information (a and b 
channels). Subsequently, CLAHE is applied to enhance the 
luminance component in CIELAB, preserving the original color 
information. This approach effectively enhances image details 
without compromising color fidelity. The synergistic 
combination of CIELAB and CLAHE provides a robust solution 
for improving image clarity and quality, particularly when 
processing high-detail images. 
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Fig. 2. The schematic of hybrid image enhancement method. 

Fig. 3 presents a schematic of alternative image 
enhancement methods, which are standard preprocessing 
techniques used in diabetic retinopathy severity grading. The 
multi-scale retinex with color restoration (MSRCR) 
transformation is a pivotal aspect of the hybrid image 
enhancement strategy adopted in this research. MSRCR has 
been extensively applied in medical image segmentation and 
classification, including retinal vessel segmentation and arterial-
venous classification, as evidenced by studies [12–15]. 

Data augmentation is a technique that enhances the amount 
of data by synthesizing new images from an original dataset. 
This method not only increases the dataset's size but also offers 
additional advantages, such as more efficient use of computer 
memory during model training and a regularization effect that 
helps mitigate overfitting. Common techniques for data 
augmentation include horizontal and vertical flipping, resizing, 
cropping, shifting, and scaling pixel values. While these 
transformations create variations of the original image that may 
look different to the model, they still allow humans to recognize 
them as the same image. This principle of generating multiple 
images from a single original image is the foundation of data 
augmentation [16]. 

In the third step, this study employs deep learning models, 
including ResNet50-V2 and InceptionResNet-V2, which were 
trained on diabetic retinopathy image datasets processed in the 
second step. Various CNN models were combined with image 
enhancement methods to identify the optimal combination and 
compare the advantages of each. The architecture of the models 
used in this study is illustrated in Fig. 4. All pretrained deep 

learning models mentioned serve as base models in this 
research, utilizing pretrained weights from the ImageNet image 
database. A custom dense neural network is connected beneath 
the base model, with each final layer of the CNNs configured to 
use a SoftMax activation function for five-class classification. 

To ensure that model training achieves the expected 
classification performance, continuous testing and parameter 
tuning are conducted. Ultimately, other public datasets are used 
to validate the system's performance and the model's reliability. 
The evaluation metrics used in this study are described below, 
sourced from studies related to diabetic retinopathy severity 
classification [5, 17, 18]. Table II presents the definitions of 
True Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN). 

TABLE II. MEANINGS OF TP, TN, FP, FN 

Indicator 

Names: 
Descriptions: 

True Positive 

(TP) 

True Positive (TP): Predicted positive and predicted 

correctly. 

True Negative 
(TN) 

True Negative (TN): Predicted negative and predicted 
correctly. 

False Positive 

(FP) 

False Positive (FP): Predicted positive but predicted 

incorrectly. 

False Negative 
(FN) 

False Negative (FN): Predicted negative but predicted 
incorrectly. 

Accuracy is used to calculate the proportion of correctly 
predicted samples by the model among the total number of 
samples in a classification task. It is calculated as shown in Eq. 
(1). 
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Accuracy = （TP+TN）/Total                   (1) 

Precision is the proportion of correctly identified samples of 
a particular class among all samples predicted to belong to that 
class by the model. It is calculated as shown in Eq. (2). 

Precision = TP/（TP+FP）                       (2) 

Sensitivity, also known as the True Positive Rate or Recall, 
refers to the proportion of true positive samples that are correctly 
predicted by the model among all actual positive samples. It is 
calculated as shown in Eq. (3). 

Sensitivity = TP/（TP+FN）                    (3) 

Specificity, also known as the True Negative Rate, refers to 
the proportion of true negative samples that are correctly 
predicted by the model among all actual negative samples. It is 
calculated as shown in Eq. (4). 

Specificity = TN/（FP+TN）                     (4) 

Additionally, the diabetic retinopathy datasets exhibit issues 
with class imbalance. This problem can adversely affect system 
performance, as certain classes in the dataset may be 
overrepresented while others are underrepresented. As a result, 
the more frequent classes are easier to predict, whereas the less 
frequent classes are harder to predict and more likely to be 
misclassified by the model as one of the more frequent classes. 

 

Fig. 3. The results of image enhancement methods. 

 

Fig. 4. Deep learning model.

III. IMPLEMENTATION DETAILS 

A. Experimental Environment 

The configuration of the experimental environment in this 
paper is shown in Table III. The computer hardware used 
includes an Intel® Core™ i9-9900K CPU 3.60GHz as the 
central processing unit, an NVIDIA GeForce RTX 2080 Ti 
11GB as the graphics processing unit, and 64GB of memory. In 
terms of software configuration, the operating system is 
Windows 10 Pro 64-bit. The platform used for programming is 
Jupyter Notebook 6.4.6, and the programming language used is 
Python 3.7.11. The deep learning frameworks utilized are 
TensorFlow-GPU 2.8.0 and Keras 2.8.0. 

B. Model Parameter Settings 

Each model was trained for a maximum of 100 epochs, with 
a callback function set to monitor the validation loss for early 
stopping, saving the model with the best training performance. 
In addition to early stopping, this study employed 
ModelCheckpoint to track and save the model weights with the 
highest validation specificity. 

The batch size for all training processes was set to 8. Nadam 
[16], an adaptive learning rate optimizer, was employed to 
enhance training stability by adjusting the learning rate based on 
its variance. The class weight parameters were adjusted 
according to the proportion of classes from class 0 to class 4 to 
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balance the training weights for each class. Classes with more 
examples were assigned lower weights, while classes with fewer 
examples were assigned higher weights. Instead of using the 
traditional categorical cross-entropy loss, this study employed 
categorical focal loss as the loss function. 

TABLE III. HARDWARE AND SOFTWARE ENVIRONMENT OF THE 

EXPERIMENT 

experimental 

environment 

configuration 

specifications 

operating system Windows 10 Professional 64-bit 

processor 
Intel（R）Core（TM）i9-9900K CPU  

3.60GHz 

graphic processor NVIDIA GeForce RTX 2080 Ti 11G 

memory 64GB 

software development 

platform 
Jupyter Notebook 6.4.6 

programming language Python 3.7.11 

deep learning 

framework 
Tensorflow-gpu 2.8.0、Keras 2.8.0 

ResNet50-V2 is an improved version of ResNet50 [19], 
which outperforms both ResNet101 and ResNet50 in terms of 
system performance on the large-scale ImageNet database. The 
primary enhancement in ResNet50-V2 involves modifying the 
propagation formula within the basic building blocks of the 
Residual Network (ResNet). The architectural differences 
between the basic units of ResNet50-V1 and ResNet50-V2 are 
shown in Fig. 5 (with ResNet50-V1 on the left and ResNet50-
V2 on the right). In ResNet50-V2, the batch normalization layer 
and ReLU activation function are moved before the weight 
layers, resulting in a pre-activation structure. The advantage of 
this structure is that it accelerates model convergence without 
changing the model's depth, and placing the batch normalization 
layer before the ReLU activation function and weight layers 
enhances the model's regularization effect. 

 

Fig. 5. Architectural differences between basic residual units of ResNet50-

V1 and ResNet50-V2. 

DenseNet (Densely Connected Convolutional Network) 
offers several advantages over ResNet, such as reducing 
network complexity, lowering the number of model parameters, 
mitigating the gradient vanishing problem, and enhancing 
feature propagation [20]. Due to its densely connected 
architecture, DenseNet efficiently improves feature utilization, 
reduces gradient vanishing, and aids model convergence. 
Reusing features means there is no need to learn new feature 
maps, leading to a reduction in the number of model parameters. 
Fig. 6 illustrates the architecture of a dense block in DenseNet. 

 

Fig. 6. Schematic diagram of dense block. 

Inception-V3 was released in December 2015. The principle 
of Inception involves connecting convolutional layers of 
different sizes in parallel. The output from these convolutional 
layers is then used as input for the next inception block utilizing 
convolutional layers of varying sizes allows for the creation of 
better feature maps by extracting diverse feature information. 
Inception avoids bottleneck issues, which, although reducing the 
model's parameters, can result in the loss of important features 
and require slow dimensionality reduction to prevent excessive 
data loss [21]. Fig. 7 shows a schematic diagram of the inception 
block, including convolutional layers of different sizes. 

 

Fig. 7. Schematic diagram of inception block. 
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Fig. 8. Xception network architecture diagram. 

Xception, short for extreme inception, is a network based on 
Inception-V3 [22]. It employs a depthwise separable 
Convolution architecture to replace the inception module 
structure in the original Inception-V3. depthwise separable 
convolution maintains the number of parameters of the original 
Inception-V3 network while reducing model complexity, 
increasing network width, and improving model accuracy, as 
illustrated in Fig. 8. 

 

Fig. 9. Convolution operation flowchart of depthwise convolution. 

MobileNet is a lightweight CNN model proposed by Google, 
designed to balance model size and computational speed for use 
in devices or mobile platforms [23]. MobileNet utilizes a 
depthwise separable convolution structure, which significantly 
reduces computational resources while maintaining good 
accuracy. Although both MobileNet and Xception use 
depthwise separable convolution, their goals differ: MobileNet 
focuses on model compression and computational speed, while 
Xception aims to enhance system performance with a parameter 

count similar to Inception-V3. The depthwise separable 
convolution consists of two parts: depthwise convolution and 
pointwise convolution. Depthwise convolution applies a k×k 
convolutional layer separately to each input channel, followed 
by pointwise convolution, which multiplies the output from the 
previous step using a 1×1 convolutional layer. The combined 
results provide a feature map, as illustrated in Fig. 9. 

 

Fig. 10. Architecture diagram of inception block combined with residual 

connection. 

InceptionResNet is a model developed by combining 
Inception-V3 and ResNet architectures [24]. The developers 
integrated residual connections into the inception architecture. 
Experimental results demonstrate that Inception networks with 
residual connections perform better in terms of system 
efficiency compared to inception networks without them. 
Additionally, residual connections significantly accelerate the 
training speed of the inception network. Fig. 10 illustrates the 
architectural diagram of an inception block integrated with a 
residual connection. 

 

Fig. 11. Transfer learning technique. 
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Transfer learning involves training a neural network model 
on a related task and then adapting it to a new, similar problem. 
This technique leverages the model's pre-trained weights, often 
learned from large datasets like ImageNet. Transfer learning 
offers flexibility, enabling the use of pre-trained models as 
feature extractors or components of entirely new models. It has 
also been successfully applied in cancer subtype discovery, as 
illustrated in Fig. 11 [25]. 

 

Fig. 12. Dropout technique. 

To address overfitting, dropout is employed as a simple 
regularization technique that randomly deactivates neurons 
during training. In the context of CNNs, this means that some 
neurons are temporarily ignored, preventing them from sending 
signals to other neurons. A dropout rate of 0.5 in fully connected 
layers indicates that 50% of the neurons are deactivated. 
Dropout effectively mitigates overfitting by disrupting co-
adaptations among neurons, thereby enhancing the model's 
ability to generalize and reducing its tendency to overfit the 
training data [25]. 

C. Categorical Focal Loss 

The term α in the focal loss formula serves as a balancing 
factor that addresses class imbalance. It is calculated as shown 
in Eq. (5). 

FL(pt) = -α(1-pt) 
γ
.log(pt)                    (5) 

Focal loss focuses on difficult examples by adjusting the loss 
based on the probability of correct classification (pt). Hard 
examples, which have low pt values, exert minimal influence on 
the modulating factor (1-pt) γ, while easy examples with high pt 
values have a diminishing effect [26]. 

D. Optimizer 

Nadam [23] is an optimization algorithm that utilizes past 
information to efficiently update model weights. It combines the 
strengths of both Adam and Nesterov momentum, addressing 
the decaying learning rate issue of Adagrad. This combination 
leads to faster convergence and reduced parameter instability, 
enabling more effective model training. Nadam is calculated as 
shown in Eq. (6). 
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Nadam utilizes a learning rate of 0.002 ( )  with an objective 

function ( )t  defined by  = le-08 and 
1  = 0.9. These settings, 

inspired by [27], leverage vt, gt and mt to enhance the optimizer's 
efficiency at each time step t. 

IV. EXPERIMENTAL RESULTS 

Tables IV and V present the system evaluation results of the 
image enhancement fusion techniques and six deep learning 
model combinations on the APTOS-2019 and Messidor-2 
datasets, respectively. 

TABLE IV. SYSTEM EVALUATION RESULTS OF IMAGE ENHANCEMENT 

FUSION TECHNIQUES AND SIX DEEP LEARNING MODEL COMBINATIONS USED 

IN THIS STUDY ON THE APTOS-2019 DATASET 

Models Accuracy% Precision% 
Sensitivity 

% 

Specificity 

% 

ResNet50-V2 92.4 86.1 99.1 99.5 

DenseNet121 93.0 86.7 99.8 99.7 

Inception-V3 89.7 85.6 99.7 99.0 

Xception 91.9 87.0 99.5 99.6 

MobileNet-

V2 
91.2 83.0 99.7 99.5 

Inception 

ResNet-V2 
91.8 82.5 99.1 99.5 

DenseNet121 achieved the highest performance on the 
APTOS-2019 dataset with an accuracy of 93.0%, precision of 
86.7%, sensitivity of 99.8%, and specificity of 99.7%. Xception 
and ResNet50-V2 exhibited slightly lower accuracy compared 
to DenseNet121. Xception achieved an accuracy of 91.9%, 
precision of 87.0%, sensitivity of 99.5%, and specificity of 
99.6%, while ResNet50-V2 had an accuracy of 92.4%, precision 
of 86.1%, sensitivity of 99.1%, and specificity of 99.5%. The 
remaining three models, InceptionV3, MobileNet-V2, and 
InceptionResNet-V2, showed the following performance: 
InceptionResNet-V2 achieved an accuracy of 91.8%, precision 
of 82.5%, sensitivity of 99.1%, and specificity of 99.5%; 
MobileNet-V2 achieved an accuracy of 91.2%, precision of 
83.0%, sensitivity of 99.7%, and specificity of 99.5%; and 
Inception-V3 achieved an accuracy of 89.7%, precision of 
85.6%, sensitivity of 99.7%, and specificity of 99.0%. Overall, 
the sensitivity and specificity of all six deep learning 
classification models were greater than 99.0%. In conclusion, 
the image preprocessing methods used in this study consistently 
demonstrated good performance across all models with minimal 
variation, as illustrated in Table IV. 

TABLE V. SYSTEM EVALUATION RESULTS OF IMAGE ENHANCEMENT 

FUSION TECHNIQUES AND SIX DEEP LEARNING MODEL COMBINATIONS USED 

IN THIS STUDY ON THE MESSIDOR-2 DATASET 

Models 
Accuracy

% 

Precision

% 

Sensitivity

% 

Specificity

% 

ResNet50-
V2 

84.0 80.0 99.1 90.6 

DenseNet12

1 
85.9 72.9 99.7 94.7 

Inception-
V3 

81.4 57.2 98.9 87.3 

Xception 86.9 79.5 99.1 96.2 

MobileNet-

V2 
84.0 64.1 96.9 91.6 

Inception 
ResNet-V2 

87.9 75.7 99.4 97.0 
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InceptionResNet-V2 demonstrated the best performance on 
the Messidor-2 dataset, achieving an accuracy of 87.9%, 
precision of 75.7%, sensitivity of 99.4%, and specificity of 
97.0%. The second and third best performing models were 
Xception and DenseNet121, respectively, with slightly lower 
accuracies. Xception had an accuracy of 86.9%, precision of 
79.5%, sensitivity of 99.1%, and specificity of 96.2%. 
DenseNet121 achieved an accuracy of 85.9%, precision of 
72.9%, sensitivity of 99.7%, and specificity of 94.7%. The 
remaining three models, ranked fourth to sixth, were ResNet50-
V2, MobileNet-V2, and Inception-V3, respectively. ResNet50-
V2 had an accuracy of 84.0%, precision of 80.0%, sensitivity of 
99.1%, and specificity of 90.6%. MobileNet-V2 achieved an 
accuracy of 84.0%, precision of 64.1%, sensitivity of 96.9%, and 
specificity of 91.6%. Inception-V3 had the lowest performance 
with an accuracy of 81.4%, precision of 57.2%, sensitivity of 
98.9%, and specificity of 87.3%. Overall, the sensitivity and 
specificity of all six deep learning classification models were 
greater than 97.0%. In conclusion, the image preprocessing 
methods used in this study consistently demonstrated good 
performance across all models with minimal variation, as 
illustrated in Table V. 

TABLE VI. COMPARISON WITH OTHER STUDIES USING THE APTOS-2019 

DATASET 

Researches Accuracy% 
Precision 

% 

Sensitivity 

% 

Specificity 

% 

[28] 86.5 85.7 86.1 85.9 

[29] 92.0 85.0 99.0 99.0 

[30] 
VGG19 

88.1 90.3 79.3 94.0 

[30] 

DenseNet121 
89.5 83.8 92.1 87.7 

[31] 84.2 - 98.5 98.8 

[32] 83.4 69.7 67.7 67.0 

This 

research 

methodology 

93.2 86.8 99.5 99.6 

Research in [28] utilized the APTOS-2019 Dataset to 
develop a diabetic retinopathy classification model. The model 
achieved an accuracy of 86.5%, precision of 85.7%, sensitivity 
of 86.1%, and specificity of 85.9%. Research [29] reported an 
accuracy of 92.0%, precision of 85.0%, sensitivity of 99.0%, and 
specificity of 99.0%. Research in [30] evaluated both VGG19 
and DenseNet121 models, with VGG19 achieving an accuracy 
of 88.1%, precision of 90.3%, sensitivity of 79.3%, and 
specificity of 94.0, while DenseNet121 attained an accuracy of 
89.5%, precision of 83.8%, sensitivity of 92.1%, and specificity 
of 87.7%, while research [31] showed an accuracy of 84.2%, 
sensitivity of 98.5%, and specificity of 98.8%. Research [32] 
reported an accuracy of 83.4%, precision of 69.7%, sensitivity 
of 67.7%, and specificity of 67.0. The proposed model 
demonstrated superior performance, achieving an accuracy of 
93.2%, precision of 86.8%, sensitivity of 99.5%, and specificity 
of 99.6%. Overall, the model developed in this experiment 
demonstrated superior performance in classifying diabetic 
retinopathy compared to previous studies, as shown in Table VI.  

Research in [30] utilized the Messidor-2 dataset to construct 
a diabetic retinopathy classification model using 
InceptionResNet-V2 and Inception-V3. The models' 
performance metrics were as follows: InceptionResNet-V2 

achieved an accuracy of 69.2%, precision of 60.2%, sensitivity 
of 54.9%, and specificity of 75.9%. Inception-V3 obtained an 
accuracy of 72.8%, precision of 54.3%, sensitivity of 50.2%, and 
specificity of 80.6%. In contrast, research [33] reported a 
sensitivity of 81.0% and specificity of 86.1%, while research 
[29] showed an accuracy of 80.0%, precision of 85.0%, 
sensitivity of 89.0%, and specificity of 90.0%. Research [34] 
reported an accuracy of 89.6%, sensitivity of 91.4%, and 
specificity of 93.2. Comparing these results to the current 
experiment, which achieved an accuracy of 87.3%, precision of 
75.2%, sensitivity of 99.6%, and specificity of 97.8%, it is 
evident that the current model exhibits high performance 
compared to other research and closely resembles the results of 
research [34]. The model in this experiment demonstrated a 
strong ability to detect positive cases due to its higher sensitivity 
compared to other studies, as shown in Table VII. 

TABLE VII. COMPARISON WITH OTHER STUDIES USING THE MESSIDOR-2 

DATASET 

Researches Accuracy% 
Precision 

% 

Sensitivity 

% 

Specificity 

% 

[29] 80.0 85.0 89.0 90.0 

[30] 
Inception 

ResNet-V2 

69.2 60.2 54.9 75.9 

[30] 

Inception-V3 
72.8 54.3 50.2 80.6 

[33] - - 81.0 86.1 

[34] 89,6 - 91.4 93.2 

This 

research 

methodology 

87.3 75.2 99.6 97.8 

V. DISCUSSION 

In this research, the diabetic retinopathy dataset consists of 
retinal images with varying resolutions and aspect ratios. The 
dataset has been adjusted to accommodate different CNN 
architectures. Additionally, background information or images 
unrelated to retinal diseases may impact classification accuracy, 
consistent with findings in prior research [5] [35]. Automated 
detection of diabetic retinopathy often involves preprocessing 
original images, including cropping, resizing, and adjusting 
resolution, to mitigate these issues and improve model training 
efficiency. 

The imbalanced nature of the diabetic retinopathy dataset 
used to train the classification model resulted in suboptimal 
performance. To address this issue, categorical focal loss was 
employed to balance class weights instead of the standard 
categorical cross-entropy loss, aligning with findings from 
studies [36–38]. This approach demonstrated improved 
evaluation metrics. The dataset often suffers from class 
imbalance, where certain classes are overrepresented or 
underrepresented. This imbalance can bias the model toward 
predicting the majority class, making it challenging to accurately 
classify minority classes. 

To enhance feature extraction, this research employed 
various image preprocessing techniques, including MSRCR, 
Gamma correction, CIELAB color space conversion, and 
CLAHE. MSRCR, based on retinex theory, simulates human 
visual perception by adjusting image brightness and color across 
multiple scales. Gamma correction controls brightness by 
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manipulating the gamma value, while CIELAB conversion 
transforms RGB images into a perceptually uniform color space. 
CLAHE enhances local contrast by adjusting histograms within 
image blocks. These techniques provide deeper insights and 
additional perspectives, contributing to a more comprehensive 
understanding of the underlying problem. Current research 
highlights the potential of deep learning techniques for feature 
extraction in medical image and signal processing. 

Feature extraction relates to dimensionality reduction and is 
a crucial preprocessing step in deep learning, potentially leading 
to new discoveries. In this study, six models were used to extract 
features, along with an optimizer, which continuously adjusts 
model parameters (weights and biases) to improve accuracy. 
The main goal is to minimize the loss function, enhancing the 
model’s predictive ability. The Nadam optimizer was employed, 
improving the measurement of the difference between predicted 
and actual results. The development of these techniques 
enhances classifier performance and aids in better decision-
making for diagnosis. Evaluating large mixed input data requires 
significant memory and computational power. In this research, 
transfer learning and dropout techniques were applied to 
optimize model performance. Feature extraction ultimately 
helps save processing power and disk space while improving 
classification, thus enhancing the efficiency of diagnostic 
support systems. Therefore, developing effective algorithms for 
feature extraction is essential in building diagnostic support 
systems. A common method to eliminate irrelevant or redundant 
data is dimensionality reduction, with feature extraction being a 
popular approach. 

Transfer learning was utilized by fine-tuning the weights of 
models trained on the APTOS-2019 dataset to adapt them to the 
Messidor-2 dataset. Although the results were slightly inferior, 
the best-performing model combination on the Messidor-2 
dataset was InceptionResNet-V2, with a sensitivity of 99.4% 
and specificity of 97.0%. Sensitivity and specificity scores 
remained stable between 97% and 99%, demonstrating effective 
differentiation between diabetic retinopathy and normal retina. 
Compared to other research methods, these results were 
excellent, showcasing the effectiveness of transfer learning in 
this study. 

VI. CONCLUSION 

In recent years, the application of artificial intelligence-
based diabetic retinopathy screening technologies has surged in 
the medical field. Automated screening methods effectively 
address the limitations of traditional manual diagnosis, enabling 
ophthalmologists to make quicker and more accurate 
assessments. Additionally, these technologies have played a 
crucial role in overcoming the challenges of inefficient 
screening in rural areas with limited medical resources, 
significantly enhancing the chances of early detection and 
treatment of diabetic retinopathy. 

In this experiment, various image processing techniques 
were combined, including MSRCR, Gamma correction, 
CIELAB, CLAHE, and image enhancement. These techniques 
were integrated with six deep learning models and optimization 
techniques such as Nadam, transfer learning, and dropout. The 

models were trained and evaluated on the APTOS-2019 and 
Messidor-2 datasets, consisting of 3,662 and 1,744 images, 
respectively. These datasets exhibit class imbalance, with five 
severity levels: NDR, MiDR, MoDR, SDR, and PDR. The 
experimental results demonstrated that DenseNet121 achieved 
the highest performance on the APTOS-2019 dataset, with a 
sensitivity of 99.8% and specificity of 99.7%, outperforming 
previous studies.  

Tables VI and VII present a comparison of the evaluation 
results between the best model from this research and other 
studies utilizing the same datasets (APTOS-2019 and Messidor-
2). The data in these tables are directly cited from the best results 
of each study. For the APTOS-2019 dataset, the proposed 
method demonstrated comparable performance in terms of 
sensitivity and specificity, achieving values close to 100%. The 
model excelled across all metrics. In the case of the Messidor-2 
dataset, although accuracy was not as optimal, sensitivity and 
specificity were more stable compared to other studies.  

This study employed a fusion technique for image 
enhancement to improve the feature extraction efficiency of six 
deep learning models (ResNet50-V2, DenseNet121, Inception-
V3, Xception, MobileNetV2, InceptionResNet-V2). The models 
were trained to classify healthy retinas and four different 
severities of diabetic retinopathy. Class-weighting techniques, 
including parameter setting and categorical focal loss, were 
utilized to enhance the model's accuracy in distinguishing 
various categories of retinal images, even when certain 
categories were underrepresented in the dataset. 

To address the class imbalance problem and improve feature 
extraction performance, these models were trained to classify 
normal retinas and diabetic retinopathy across four different 
severity levels. categorical focal loss was adopted as the loss 
function to enhance classification accuracy for different types of 
retinal images, particularly those with smaller sample sizes. This 
loss function is specifically designed to address class imbalance 
issues in classification tasks, especially when the minority class 
has fewer samples than the majority class. By assigning more 
weight to samples from the minority class, categorical focal loss 
enables the model to better classify these underrepresented 
classes, which is a common challenge in real-world 
classification problems. This approach significantly contributes 
to the model's performance on datasets characterized by diabetic 
retinopathy. However, these methods can impact the model's 
ability to effectively classify classes with fewer samples. The 
greater the imbalance in sample proportions between classes, the 
more pronounced this effect becomes, particularly in improving 
classification performance for classes with minimal 
representation. The evaluation scores from this study's best 
results are compared with those from other research studies. 
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Abstract—Mobile health applications have increasingly 

become an important channel for providing services in the health 

sector. However, poor usability can be a major barrier for the 

rapid adoption of mobile services. The purpose of this study is to 

compare the relative performance of three usability evaluation 

methods, namely, usability testing, heuristics evaluation, and the 

cognitive walkthrough methods in determining the usability level 

of mobile health applications. The study also explores the 

relationship between the metrics of usability testing and the 

current level of mobile health applications in Saudi Arabia. An 

experimental approach has been used in this study, which 

gathered qualitative and quantitative data. The methods were 

used to assess two mobile health interfaces and were compared on 

the number, severity, and types of usability problems identified. 

Correlation tests were also carried out to examine areas of overlap 

between usability testing metrics. The heuristic evaluation found 

significantly greater numbers of usability problems than the other 

techniques. The usability testing method, however, detects 

problems of greater severity. There is also a significant correlation 

between the number of usability issues found and how long it takes 

to perform tasks in usability tests. Moreover, the level of usability 

of the Saudi applications tested is below expectation and in need 

of further improvement. Based on the study results, both usability 

testing and heuristic evaluation should be employed during the 

design process of mobile health applications for maximum 

effectiveness. Additionally, it is recommended that SUS 

questionnaires should not be the sole method of determining the 

usability level of mobile health applications. 

Keywords—Mobile health applications; usability; usability 

testing; heuristics evaluation; cognitive walkthrough 

I. INTRODUCTION 

Digitalization has come to play a prominent role in 
delivering health services to individuals and communities. It not 
only improves patient safety and satisfaction but is instrumental 
in keeping large-scale health statistics up to date. Hospitals and 
other healthcare service providers are offering more digitalized 
services, which has fundamentally altered healthcare systems.  
Among these services are mobile health (m-health) applications, 
which are becoming a major avenue of healthcare provision, 
given that approximately six billion people (around 75% of the 
world’s population) have regular access to mobile phones [1]. 
As a result, m-health is now a rapidly expanding field of 
research. 

The term, m-health refers in general to the use of mobile 
devices in the provision of healthcare services [2]. The Global 
Observatory for e-health defines m-health as “medical and 

public health practice supported by mobile devices, such as 
mobile phones, patient monitoring devices, personal digital 
assistants (PDAs), and other wireless devices” [3]. M-health 
applications also include processes of data collection [4], service 
delivery [5], communication between doctors and patients [6] 
and support for monitoring and adherence in real time [7].  The 
market for m-health applications is expected to grow in coming 
years at a significant rate: from USD 99 billion globally in 2021 
to USD 332.7 billion by 2025 [8]. The scope for the adoption of 
m-health applications is further increased by their diversification 
into such health sectors as nutrition, sports, productivity and 
behavioral therapy [9]. 

A crucial requirement for m-health applications is usability. 
An information system that people cannot use easily represents 
a threat to the safety of patients, as well as being inefficient and 
a contributor to staff burn-out and dissatisfaction. An easy-to-
use system, on the other hand, is more efficient, enhances 
emergency care safety and is a real benefit to staff [10]. Usability 
is generally considered as “the extent to which a system, product 
or service can be used by specified users to achieve specified 
goals with effectiveness, efficiency and satisfaction in a 
specified context of use” [11]. It is clear from this definition that 
usability (real and perceived) can differ between contexts, target 
audiences and products, which is especially true in the m-health 
sector due to its unique characteristics which are as follows. 
First, unlike general commercial applications, which can use 
personalized messages to seduce customers into feeling 
comfortable with the system, it is difficult to establish user 
satisfaction with m-health applications, which have to give both 
positive and negative messages about users’ health-related 
behavior. For example, appropriate advice (such as switching 
off the television and going for a walk instead) may not be what 
users wish to hear, which has the potential to affect their 
satisfaction with the system. Second, m-health communication 
needs to be tailored to individual users’ knowledge levels and 
awareness regarding health, which can vary significantly from 
one user to the next [10]. Third, these factors are exacerbated 
when someone has a chronic illness, as this can increase anxiety 
and stress, which makes the assimilation of information and self-
management skills more difficult [11]. 

The assessment of mobile applications’ usability is 
challenging due to the small screens on which they are viewed 
and the resolution of their displays, limited input options, 
restricted processing speeds and power, and connectivity issues 
[12]. Several methods exist for assessing the usability of mobile 
applications. The most frequently employed usability evaluation 
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methods (UEMs) are usability testing (UT), heuristic evaluation 
(HE), and the cognitive walkthrough (CW) [13]. The UT method 
is a user-based method that is widely used to measure how easily 
end–users can use an interface. However, recruiting test 
participants and performing tests can be an expensive process. 
HE is a usability inspection method that involves having an 
expert examines an interface against a set of principles.  These 
principles provide a template to help identify issues a user will 
likely encounter. One of the limitations of HE is that it tends to 
detect many low-severity problems. CW is also a reviewer-
based method, but the emphasis is on tasks. The idea is to 
identify users’ goals, and how they achieve them in the interface, 
then experts detect issues users would encounter as they learn to 
use the system [13]. So far, there has not been any research 
which compares UT, HE, and CW methods in terms of their 
performance in measuring m-health application usability. This 
study, therefore, aims to examine the effectiveness of these 
UEMs in the context of m-health applications used in Saudi 
Arabia. 

The Saudi healthcare sector is undergoing a digital 
transformation, including an increasing dependency on m-health 
applications for expanding access to healthcare, health 
education, communicating with patients, monitoring their 
conditions and ensuring conformity to treatments.  Various m-
health applications have been promoted by the Ministry of 
Health in Saudi Arabia, such as Sehhaty1. These applications 
have several purposes, such as booking appointments, remote 
consultations and delivery of medicines, and they became 
particularly important in the course of the Covid-19 pandemic, 
when there was a significant increase in Saudis using m-health 
applications [14], although this was down to necessity, not their 
actual interest in using the technology. Indeed, research has 
shown that it was factors such as stress, fear and depression 
which led to the rapid adoption of m-health applications, not 
such reasons as usefulness, ease of use, enjoyability or self-
interest [15]. It is therefore crucial to establish whether or not 
users of m-health applications are satisfied and whether they are 
continuing to make use of them after the pandemic. 

The current study’s findings contribute significantly to the 
research literature on the usability evaluation of m-health apps. 
This will help usability practitioners to make more informed 
decisions about which of the examined methods to use and in 
which context. The findings will also be of value to the 
governmental and non-government organizations providing 
healthcare in Saudi Arabia. The rest of this paper is structured as 
follows. Section II reviews related work. Later sections present 
the study’s methodology, data analysis and its results. The final 
section sets out the conclusions drawn from the study. 

II. RELATED WORK 

A number of studies have compared the effectiveness of the 
UT, HE, and CW evaluation methods across different systems.  
A study by Tan et al., [16] compared UT and HE and found that 
HE identified a larger number of problems and more severe 
issues than UT. However, the study discovered that UT found 
problems missed by HE. Another study conducted by Hasan et 

                                                           
1https://apps.apple.com/sa/app/%D8%B5%D8%AD%D8%AA%D9%8A-

sehhaty/id1459266578 

al., [17] indicated that HE identified 72% of problems, UT 
extracted only 10% and 18% of the problems were found by both 
techniques. A study by Doubleday et al. [18] revealed that 40% 
of issues detected were unique to HE, whereas 39% were 
extracted by the UT method. Jeffries et al, [19] stated that the 
HE method found approximately three times more issues than 
UT; but UT found more important problems. 

Thankam et al. [20] contrasted the performance of HE with 
UT to find out which usability issues were revealed by both 
methods. The comparison was conducted on four dental 
computer-based patient record interfaces. 50% of the issues 
were identified by each method. The study recommended that 
HE can be a useful tool to assess design early in the development 
process. In a paper by Khajouei et al. [21], the HE and CW 
evaluation methods were assessed based on the number and 
severity of the problems extracted and the ISO and Nielsen 
usability attributes. The number of issues related to the 
“satisfaction” attribute detected by HE was significantly higher 
than those identified using CW. However, CW identified a 
greater number of problems concerning the “learnability” 
attribute. In addition, Maguire and Isherwood examined the 
results of UT and HE, and it was found that HE detected 
approximately five times more problems than UT, thus it could 
be seen as more effective. 

Few studies have explored the user-friendliness level of 
Saudi m-health applications. AlanziI [8] found that Saudi users 
were reasonably satisfied. Furthermore, Arafa et al. [22] studied 
barriers to the use of Saudi m-health applications, along with 
their personalization and usability, and found that usability 
scores were low, whereas Shilbayeh and Ismail found an 
average usability score of 76.8% for the CATA mobile 
application overall, suggesting general satisfaction [23]. 
However, most of the research which has been carried out have 
the significant limitation of having used only subjective data 
(e.g. from questionnaires), which was not validated against such 
objective data as expert inspections or task performance in the 
context of usability testing. It is, therefore, important that this 
study sheds a light on the usability levels of the m-health 
applications in use in Saudi Arabia. 

The study’s research questions are therefore as follows. 

 Is there a difference between the performance of UT, HE, 
and CW methods in evaluating m-health applications? 

 Is there a correlation between UT metrics? 

 What is the current usability level of m-health 
applications in the Kingdom of Saudi Arabia? 

III. METHODOLOGY 

A. Study Approach and Variables 

This study adopted an experimental approach, using both 
quantitative and qualitative data collection techniques [24]. The 
type of evaluation method (UT, HE or CW) formed the 
independent variable for the study and there were three 
dependent variables measured: number of usability issues 

https://apps.apple.com/sa/app/%D8%B5%D8%AD%D8%AA%D9%8A-sehhaty/id1459266578
https://apps.apple.com/sa/app/%D8%B5%D8%AD%D8%AA%D9%8A-sehhaty/id1459266578
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detected, problem severity and problem type. Data on 
participants’ task performance and their satisfaction with the 
usability of the test system was also gathered in the UT sessions 
to explore how these outcome variables are related to other 
metrics. 

B. Test Objects and Tasks 

From a careful assessment of m-health applications used in 
Saudi Arabia, two were selected as test subjects. It was decided 
to assess two m-apps instead of one to gain more reliable results 
pertaining to the UEMs’ effectiveness. The two applications 
were chosen because they had a broad user base, which 
simplified the participant recruitment process, whilst also 
making the sample more likely to be representative of actual 
users. The two applications also had many similarities, which 
facilitated the formulation of tasks which resembled each other 
in terms of focus and difficulty. One test subject, App A, was 
developed by the ministry of health; the other, App B, comes 
from the private sector. They both have similar features, 
allowing the booking of GP appointments, the viewing of 
laboratory reports and health condition monitoring. The names 
of the applications are anonymized for confidentiality. 

An independent usability expert, with extensive health 
system knowledge, performed a preliminary examination of 
both applications (and was not involved in later stages of the 
study). This examination was mainly to ensure that the two test 
subjects were of sufficient complexity and had sufficient scope 
for user interaction and the emergence of problems, although the 
expert did not make any predictions concerning potential 
problems, nor did she report any. 

An analysis of the context of use was then carried out for 
each application to identify the characteristics of a representative 
user and select appropriate tasks [25]. Next, each application 
was examined to reveal typical use cases in order to set the tasks. 
15 tasks were then formulated for each application, covering 
varying degrees of difficulty, as a long list from which the actual 
tasks set in this study were subsequently selected by the 
aforementioned independent expert. Equivalence of difficulty 
between the tasks set for each application was ensured by 
matching tasks according to the level and depth of their solution 
within each app. Five tasks were set for each application and 
their design was done carefully to avoid any bias related to task-
related cues or language. These were then piloted by three 
representative users prior to the main test sessions. Two task 
examples are given below. 

You wish to book an appointment with your general 
practitioner. What would you do? (App A) 

You wish to seek a remote consultation from your doctor. 
What would you do? (App B) 

C. Participants 

For the UT evaluation, statistical validity was ensured by 
recruiting 20 participants [26]. For the HE and CW evaluations, 
which are done by experts, between three and five evaluators are 
generally considered sufficient [27], thus four usability experts 
were recruited for each of the HE and CW tests. 28 participants 
were therefore included in this study in total. They were 
recruited by means of convenience and snowball sampling [24]. 

All of the participants were native Arabic speakers and, for 
the UT evaluation, averaged 22 years of age (ranging from 18 to 
26). All of them had more than five year’s daily use of mobile 
applications and almost 95% had used an m-health application 
previously, but not the ones under evaluation. 

For the HE and CW evaluations, the two evaluator groups 
were matched with respect to general HCI knowledge and their 
expertise in relation to user interface design and usability of m-
health applications specifically. Of the evaluators, two in each 
UEM test (four in total) had a PhD related to HCI. The other four 
had an HCL-related MSc. They all had extensive experience of 
conducting evaluations by HE and CW, and all had at least seven 
years’ experience of usability evaluation. All of the participants 
affirmed their informed consent in writing before the study 
commenced and none were offered, nor received any incentive 
for their involvement. 

D. Experimental Procedure 

Due to the risk of a participant being influenced in a second 
test by their experience in the first [24], a two-week break was 
inserted between the evaluation sessions. In addition, half of 
each participant group used App A in the first session and App 
B in the second, with the other half doing the reverse. The same 
type of mobile phone was used by all participants (iPhone 15), 
chosen because of it being the most common type in Saudi 
Arabia [28]. 

1) UT evaluation: The setting for the usability testing of 

both applications in this study was a laboratory. The 

participants were asked to make themselves familiar with the 

phone used and then to perform an initial pilot task. After that 

they were asked to read a sheet of task instructions before 

setting out to complete the five tasks, which were presented in 

a different order to each participant to control for any effect on 

results of task order [26]. 

The performance measures for the UT condition were 1) the 
rate of completion of each task, 2) the time each task took to 
complete and 3) navigational behaviour (such as how many 
clicks were made and which screens were browsed). After 
completing all five tasks, the participants were invited to watch 
a muted recording of their performance and give a retrospective 
commentary. Participants then completed a System Usability 
Scale (SUS) [18], which is designed to assess user satisfaction 
with application usability. Subsequently, all of the test data were 
reviewed to extract evidence of usability issues. 

2) HE evaluation: This study followed the HE procedure as 

recommended in the work of Nielsen and Molich [29]. 1) a list 

of ten heuristic principles was distributed to the evaluators as a 

guideline by which each evaluator then evaluated the user 

interface, independently. The evaluators all presented a list of 

the problems they had identified with the system’s usability, 

each with a description, including its frequency, persistence and 

likely impact on the user, and illustrative screenshots. They 

were, however, instructed not to share their thought with one 

another during the session, as one evaluator might miss several 

problems and each evaluators may identify a broad spectrum of 

unique problems [24]. The results tend to be more 
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comprehensive, therefore, when the findings of several 

evaluators are combined. However, once the independent 

evaluations were over, the evaluators were asked to collaborate 

on producing one list of usability issues. That done, each 

evaluator estimated the severity of every problem detected and 

classified it by type. They all met finally to determine average 

severity of the problems identified and the type classifications 

[29]. 

3) CW evaluation: In the CW condition, the applications 

were assessed following Blackmon et al.’s methodology [30]. 

The evaluators used the five tasks from the UT evaluation and 

answered the following questions as they did so. 

 Will users attempt to achieve the correct result?   

 Will users see that a necessary action is available to 
them?  

 Will users connect the desired result with the action 
necessary to achieve it?  

 Are users given confirmation that they have made 
progress towards the desired result once a necessary 
action has been carried out?  

The overall user goals and the requisite subgoals for each 
task were determined and the necessary actions were identified 
in the way illustrated by Blackmon et al. [30]. The evaluators 
then examined each task systematically, noting 1) the goals 
users are expected to seek, 2) their subgoals and 3) actions, 4) 
the responses from the application and 5) potential problems 
with user interaction. Each evaluator produced a list of problems 
independently and recorded information about the issue in the 
same way as for the HE evaluation. Following the completion of 
each task, the list of usability issues identified was reviewed by 
the evaluator, adding or correcting items if necessary. The five 
task-specific lists from each evaluator were gathered and 
compared communally and a consolidated list of issues was 
established. As with the HE evaluation, the evaluators 
determined the types and severity of problems independently, 
before meeting to agree the average severity of each problem 
and classify all those listed [30]. 

E. Analysis of Usability Problems 

Usability problems found in the UT evaluation were 
extracted in a structured manner, as employed in [31] to mitigate 
biases (i.e. evaluator effect) and enhance data validity and 
reliability. An inter-coder check on reliability was also 
conducted, by an independent evaluator, on the UT usability 
problem analysis. This evaluator coded the usability problems 
experienced by the first participant in the experiment and 
discussed them with the researcher, before performing an 
independent analysis on two videos of the testing, selected at 
random. The agreement between the problems identified by the 
test subject and those revealed in the videos was a respectable 
78% [32]. 

Problem severity in all evaluation conditions was classified 
according to the following scale [24]: 

1) A catastrophic problem, which prevents users reaching 

their goal and has to be remedied. 

2) A major problem, which leads to user frustration and 

difficulty in continuing, which should be remedied. 

3) A minor problem, which leads to user frustration and 

difficulty in continuing, which could be remedied. 

4) A cosmetic problem, which leads to minor issues for 

users and which can be remedied easily. 

The problems were also classified in four types, navigation, 
layout, content and functionality (as in Table I), derived from 
prior research [31]. 

TABLE I.  PROBLEM TYPE CODING SCHEME 

 Type Problem Definition 

1 Navigation 

Users have difficulty moving between pages or 

finding the right links for specific functions or 

information. 

2 Layout 

Users have difficulties in respect of the interface, 

such as display and visibility problems, inconsistent 

design and awkward design of structures and forms. 

3 Content 

Users either find unnecessary information or expect 

information which is not there, or they do not 

understand the information due to its terminology or 

style. 

4 Functionality 
Users have difficulties because some functions are 

missing or otherwise problematic.  

IV. RESULTS 

A. App A 

1) Usability problems identified: A total of 66 problems 

were identified with App A in the test sessions, 56 with the HE 

method, 46 with CW and 44 with UT. HE therefore identified a 

wider range of problems than either UT or CW, significantly 

more so according to a Kruskal Wallis H test (p < 0.0001). The 

HE evaluators each found an average of 25 problems, while the 

CW evaluators found an average of 18 problems. In the UT 

evaluation, 11 individual issues arose in each session. However, 

HE found 14 unique issues which were not found by the CW 

and UT approaches. UT identified six issues not found in the 

other evaluations and CW found four. All of the methods were 

able to detect 38 of the total problems. This is illustrated in Fig. 

1. 

  

Fig. 1. Venn diagram of the numbers of problems identified by the three 

evaluation methods (App A). 

2) Problem severity: 26 (59%) of the final problems 

identified in the UT evaluation were of high impact, i.e. either 
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major or catastrophic). The remaining 41% had low impact, i.e. 

either minor or cosmetic. However, HE and CW both found 20 

(36% and 43% respectively) problems of high impact. In fact, 

all the problems which were only found by UT method were of 

high impact, whereas those only found by HE and CW were of 

low impact (Table II). 

3) Problem types: The 66 final problems found on App A 

were classified as 22 navigational, 19 layout issues, 16 content-

related and 9 functional. HE found more layout and content 

problems, as well as identifying more problems of those types 

uniquely (Table III). 

TABLE II.  ISSUE SEVERITY 

 

UT HE CW 

Uniqu

e 

Commo

n 

Uniqu

e 

Commo

n 

Uniqu

e 

Commo

n 

Cosmetic  0 4 5 8 2 8 

Minor 0 14 9 14 2 14 

Major  4 19 0 19 0 19 

Catastroph

ic 
2 1 0 1 0 1 

Total  6 38 14 42 4 42 

TABLE III.  PROBLEM TYPES 

 

 

UT HE CW 

Uniqu

e 

Commo

n 

Uniqu

e 

Commo

n 

Uniqu

e 

Commo

n 

Navigation 4 13 3 13 2 13 

Layout 1 9 6 11 1 11 

Content 1 7 5 9 1 9 

Functionali

ty 
0 9 0 9 0 9 

Total  6 38 14 42 4 42 

4) User task performance and satisfaction: Table IV 

presents the descriptive statistics for task performance and user 

satisfaction in the UT evaluation. The rate of successful 

completion indicates that participants encountered difficulties 

in executing the tasks, as only half were completed, on average. 

It is clear that the fourth and fifth tasks were found most 

difficult, being completed only 10% and 8% of the time 

respectively. The first and second tasks were easier, being 

completed by  82.1% and 77.4% respectively. This explains 

why the UT evaluation found more catastrophic usability 

problems. However, the UT participants evaluated the 

application’s usability highly, giving it an average score of 85, 

which exceeds the global average SUS score of 68 by a large 

margin. 

TABLE IV.  USER TASK PERFORMANCE AND SATISFACTION STATISTICS 

 
UT 

Mean SD 

Tasks completed   2.50 1.00 

Time to complete tasks (m) 33.04 7.35 

Number of clicks  170.00 26.63 

Number of screens browsed  15.15 4.34 

SUS  85.35 10.10 

B. App B 

1) Usability problems identified: A total of 57 problems 

were found across the three evaluations for App B. 44 were 

found by HE, 36 by CW and 32 by UT. Once again, HE found 

significantly more issues than the other two techniques, which 

was confirmed by a Kruskal Wallis H test (p < 0.0001). The HE 

evaluators each found 21 problems on average, while those 

using CW found 16 and each UT session detected nine. The UT 

and CW methods both failed to spot 15 problems detected by 

HE, but found five and six, respectively, not found in the other 

tests. 24 problems were identified by all three evaluation 

methods (see Fig. 2). 

 

Fig. 2. Venn diagram of the numbers of problems identified by the three 

evaluation methods (App B). 

2) Problem severity: 20 problems identified by the UT 

method (62%) were of high impact, while 14 (31%) and 15 

(41%) of those identified by HE and CW, respectively, were of 

high impact. The UT method therefore performed better at 

identifying more severe problems and all of the problems found 

uniquely by UT were of high impact, whereas all of those found 

uniquely by HE were of low impact, as shown in Table V. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

379 | P a g e  

www.ijacsa.thesai.org 

TABLE V.  PROBLEM SEVERITY 

 
UT HE CW 

Unique Common Unique Common Unique Common 

Cosmetic  0 3 3 3 3 2 

Minor 0 9 12 12 3 13 

Major  4 14 0 13 0 14 

Catastrophic 1 1 0 1 0 1 

Total  5 27 15 29 6 30 

TABLE VI.  PROBLEM TYPES 

 

UT HE CW 

Unique 
Overlap 

Problems 
Unique 

Overlap 

Problems 
Unique 

Overlap 

Problems 

Navigation 2 8 3 10 0 10 

Layout 3 4 6 6 3 5 

Content 0 2 5 2 3 2 

Functionality 0 13 1 11 0 13 

Total  5 27 15 29 6 30 

3) Problem types: App B’s 57 final problems were 

classified as 15 navigational, 18 layout-related, 10 content-

related and 14 functional (see Table VI). As with App A, HE 

found more layout and content problems, as well as identifying 

more problems of all types uniquely. 

4) User task performance and satisfaction: Table VII 

presents the descriptive statistics for task performance and user 

satisfaction in the UT evaluation. The rate of successful 

completion indicates that participants encountered difficulties 

in executing the tasks, as only 3.2 were completed, on average. 

As with App A, the fourth and fifth tasks were most difficult, 

having completion rates of 14% and 11% respectively, while 

the first and second tasks were easier. Participants rated the 

application with a SUS of 77, which is also above the global 

average SUS score. 

C. Correlation Analysis 

Spearman’s correlation coefficient was used across the two 
application case studies to examine any correlations that exist 
between the measures employed in the study [33]. As can be 
seen from Table VIII, one correlation that is statistically 
significant was found, between the time spent by participants on 
tasks and the number of problems found. 

TABLE VII.  USER TASK PERFORMANCE AND SATISFACTION STATISTICS 

 
UT 

Mean SD 

Tasks completed   3.02 1.10 

Time to complete tasks (m) 35.16 11.10 

Number of clicks  173.30 28.45 

Number of screens browsed  17.35 3.88 

SUS  77.65 11.74 

D. The Applications’ Usability Levels 

As described above, the usability evaluations revealed 123 
problems with the two applications under test. This is a 
significant number of issues, which corresponds to a low level 
of usability. 46 of these problems (nearly 38%) were severe 
issues, having a significant impact on task performance. The 
majority of problems were navigational and related to the layout 
of the interface (both 30%), which indicates that users are likely 
to find it difficult to navigate within the applications. This 
finding is also supported by the rates of successful task 
completion. The results therefore clearly show that there needs 
to an improvement of both of these applications’ usability. 

TABLE VIII.  CORRELATIONS BETWEEN MEASURES IN THE UT METHOD 

 Tasks completed 
Time to complete 

tasks 
No. of clicks 

No. of screens 

browsed 
SUS No. of problems 

Tasks completed   1 -0.02 0.21 0.1 0.01 0.12 

Time to complete 

tasks 
-0.02 1 -0.18 -0.17 -0.25 0.39* 

No. of clicks  0.21 -0.18 1 0.08 0 -0.02 

No. of screens 

browsed  
0.1 -0.17 0.08 1 0.1 -0.16 

SUS  0.01 -0.25 0 0.1 1 0.05 

No. of problems   0.12 0.39* -0.02 -0.16 0.05 1 

* The significance level is 0.05 
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V. DISCUSSION 

No prior research has compared the UEMs considered in this 
study in relation to m-health applications in Saudi Arabia, so it 
is no possible to draw any comparisons with comparable studies. 

A. Is there a Difference between the Performance of UT, HE, 

and CW Methods in Evaluating M-Health Applications? 

In general, the findings of this study are common to both m-
health applications studied. HE found the most problems overall 
and detected more problems than either UT or CW techniques, 
but UT was able to detect more severe problems. Similar 
findings emerged from studies of other systems [19,21,34], 
where HE was found to detect more minor issues than did UT. 
This is also in line with Farzandipour et al. [35], who found that 
HE was better at detecting usability issues than the CW 
technique. 

HE’s identification of greater numbers of problems can be 
attributed to the fact that the HE evaluator were able to explore 
the applications, whereas the CW and UT participants were 
given specific tasks to do, so that there was a limit to the kind 
and number of usability problems that they would encounter. It 
is therefore recommended that the design of m-health 
applications should utilise both HE and UT methods in order to 
derive the maximum benefits. 

B. Is there a Correlation between UT Metrics? 

A strong correlation was found between the time taken to 
complete tasks and the number of usability problems 
encountered on these two m-health applications. This result 
indicates that time taken is a better indicator of the presence of 
usability problems than other measures. 

It was also evident that the SUS does not serve well as a 
usability metric for m-health applications on its own. This is 
because it does not predict the presence of usability problems as 
well as task completion time. Usability practitioners should 
therefore at least report task completion times in addition to SUS 
in usability reports. This is in agreement with the findings of 
recent research into SUS. For instance, Broekhuis et al. [36] also 
found SUS to be inadequate by itself for e-health system 
usability evaluations. 

SUS’s poor predictive power may be due to a number of 
factors. 1) it is subjective, which means that usability is but one 
factor influencing the perception of the assessor, along with, for 
instance, usefulness and enjoyability. 2) SUS is generalised and 
does not reflect participants’ actual performance; greater 
difficulty and more problems were encountered with App A, yet 
it received a higher average SUS. 3) SUS does not recognise 
such inclusivity factors as accessibility (e.g. for people with 
learning difficulties or visual disabilities) and information 
overload, even though they affect usability. Future research 
should include a comprehensive assessment of such factors and 
their impacts on usability, which is especially important in the 
context of health-related applications and systems. 

C. What is the Current Usability Level of M-Health 

Applications in the Kingdom of Saudi Arabia? 

This study found that the m-health applications targeted do 
not meet acceptable usability standards and fail to conform to 
appropriate design principles. According to the UEMs applied, 
these two applications are very hard to use, due to the large 
number of usability problems which arise, which was especially 
clear from the inspection by an independent expert and the task 
performance data in the UT sessions, even though the 
applications received good SUS ratings, which, is not a reliable 
indicator. These findings contradict previous research into user 
satisfaction with m-health applications in Saudi Arabia [8, 23], 
which found general satisfaction, perhaps because those studies 
relied on questionnaire-based, subjective data. 

D. Recommendations 

On the basis of the results of this study, a number of 
recommendations is presented below. 

1) The varying effects of different UEMs should be 

considered seriously when evaluating the usability of m-health 

apps, as the findings suggest that results may differ depending 

on the method used. Therefore, practitioners should consider 

the pros and cons of each approach when deciding on an 

evaluation method. 

2) Consider using the UT method when interested in 

identifying high severity usability problems. 

3) Consider using the HE method when seeking to find 

higher numbers of low severity usability problems—particularly 

those relating to content and layout. 

4) Both UT and HE should be employed during the design 

process of m- health applications for maximum effectiveness. 

5) Usability practitioners should be aware of the fact that 

participants’ satisfaction with the perceived usability of m-

health application does not correlate with the number of 

usability problems that found on the interface. This implies that 

SUS questionnaires should not be used as a sole metric for 

determining the usability of the m-health interfaces. 

6) There is a need to an improvement of m-health 

applications’ usability in Saudi Arabia. In particular, the 

navigation and layout aspects of the interface should be given 

more attention. 

7) Web developers are key to ensuring the usability of m-

health apps. If there is to be a positive effect, it is important for 

developers to enhance their awareness of usability standards. 

E. Limitations and Future Work 

There are, inevitably, some limitations to the present study. 
First, the UT sessions recorded various task performance 
parameters, but did not measure behavioural factors, such as 
attention levels, which other studies have estimated using eye 
tracking technology [37]. Second, the study was limited to two 
Saudi m-health applications, which, whilst in common use, may 
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not reflect the overall usability of m-health applications in Saudi 
Arabia. Therefore, more research with a broader spectrum of m-
health applications across different healthcare domains would be 
necessary to further assess the generalizability of the results. 

VI. CONCLUSION 

This study compared three usability evaluation methods, 
namely, usability testing, heuristic evaluation, and cognitive 
walkthrough in terms of their effectiveness in assessing m-
health application usability, and to assess the usability of such 
applications in the Saudi Arabian context. It also explored the 
relationships between usability metrics. The study finds that 
heuristic evaluation is able to identify a larger number of 
usability issues, which is because it takes a broad overview of 
system design, with predefined principles, rather than focusing 
on the performance of specific tasks. However, it does appear to 
identify more minor problems than the usability testing method, 
which is better at detecting more severe issues.  The study also 
identified a significant relationship between the number of 
usability problems found and how long participants spend 
carrying out tasks using m-health applications, which suggests 
that the existence of usability problems. The findings also show 
that the two applications tested have low usability levels and 
need to be improved. 
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Abstract—Hydroponic farming particularly lettuce 

cultivation, is gaining popularity in Indonesia due to its 

economical use of water and space, as well as its short growing 

season. This study focuses on developing of an Automated 

Hydroponic Growth Simulation for Lettuce Using ARIMA and 

Prophet Models during the Rainy Season in Indonesia. We 

developed a simulation model for lettuce development in the 

Nutrient Film Technique (NFT) hydroponic system using data 

collected over four harvest periods during the rainy season in early 

2024. Two machine learning models, ARIMA and Prophet, are 

tested to see which is more effective at forecasting lettuce growth. 

The Prophet model has the greatest results, with a Mean Absolute 

Error (MAE) of 1.475 and a Root Mean Square Error (RMSE) of 

1.808. Based on this, the Prophet model is utilized to create a web 

application using Streamlit for real-time growth predictions. 

Future studies should include more data, particularly from the dry 

season, to increase model flexibility, as well as investigate the use 

of other crops and machine learning methods, including hybrid 

models, to improve forecasts. 

Keywords—ARIMA; automated; growth; hydroponic; prophet; 

simulation 

I. INTRODUCTION 

Hydroponics is a method of cultivating plants without soil, 
instead using water and nutrient solutions as the growing 
medium. This technology has become increasingly popular in 
Indonesia due to its efficiency in water and space usage, as well 
as its ability to produce higher-quality crops compared to 
conventional methods [1]. The trend of using hydroponics in 
Indonesia has surged in response to growing urban populations 
and the need for sustainable farming in controlled environments 
[2]. In Indonesia, hydroponic farming, especially for crops like 
lettuce, has become a widely adopted technique due to its 
ability to optimize space and produce yields faster than 
traditional farming methods. However, hydroponic plant 
growth is highly dependent on multiple variables. Internal 
variables such as nutrient concentrations, water temperature, 
and pH levels directly influence the plant's ability to absorb 
nutrients. External variables, such as ambient temperature, 
humidity, and light intensity, further determine the overall 
growth environment. Managing the interaction between these 
internal and external factors is complex, as even slight changes 
in one variable can drastically affect plant health and growth 
rate [2], [3]. Farmers currently face the challenge of not being 
able to simulate or predict plant growth. They must wait 

through the entire growth cycle to observe results, without any 
predictive system in place. This reliance on post-harvest data 
leaves room for inefficiencies, and farmers are unable to make 
informed interventions during the growth phase [4]. As a result, 
the need for a simulation model that allows real-time prediction 
and optimization of hydroponic plant growth is critical. Such a 
system would help farmers simulate future growth patterns, 
enabling them to make proactive adjustments to environmental 
variables and optimize the hydroponic system accordingly. 

Hydroponics relies heavily on various environmental 
factors such as temperature, humidity, pH levels, and nutrient 
concentrations in the water, all of which play crucial roles in 
determining the growth rate and yield of the crops [5]. To 
maximize productivity, this study uses the Nutrient Film 
Technique (NFT) system, where plant roots are continuously 
submerged in a circulating nutrient solution, ensuring direct 
access to both nutrients and oxygen [6]. 

In this study, lettuce (Lactuca sativa) was chosen as the 
primary subject because it is widely cultivated hydroponically 
and has a relatively short growth cycle [1]. Data on plant growth 
was collected daily over four crop cycles, measuring key 
variables such as temperature, humidity, pH, and nutrient 
concentrations in the hydroponic solution [7]. Given the 
complexity of managing these variables, farmers often cannot 
accurately simulate growth patterns, leading to reliance on 
reactive measures rather than predictive optimization. This 
research aims to address that challenge by proposing an 
automated simulation model, particularly critical during 
dynamic weather conditions like Indonesia’s rainy season. Data 
collection was carried out using calibrated instruments that 
were regularly checked for accuracy to ensure precise 
measurements [8]. This approach provides detailed data on the 
dynamic interactions of hydroponic variables that influence 
lettuce growth, offering key insights into how these factors can 
be optimized to enhance overall yields [9], [10]. 

Currently, there is no existing model that automatically 
simulates plant growth in the context of hydroponics, especially 
during the rainy season. Previous studies, such as those by 
Sambo et al. (2019) and Ullah et al. (2019), explored the use of 
IoT to monitor hydroponic variables in real time. However, 
these studies still rely on manual control without integrating 
automated plant growth simulations based on actual data. 
Similarly, Schwartz et al. (2019) addressed automation in 
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hydroponics, but the model they proposed only accounted for 
static environmental conditions, not considering seasonal 
variables like rainfall. 

Other studies have utilized predictive models such as 
ARIMA and Prophet, as seen in the work of Rajendiran & 
Rethnaraj (2024) and López Mora et al. (2024), which 
predominantly focus on industrial sectors or weather 
forecasting, rather than hydroponic farming. The application of 
these models to predict plant growth in hydroponic 
environments, especially during the rainy season, remains 
largely unexplored. Additionally, while there are studies that 
use ARIMA and Prophet to predict temperature or weather 
patterns, no research to date has directly compared the 
performance of these models in the context of lettuce 
hydroponics in Indonesia. 

The research gap is further highlighted by the absence of 
models capable of integrating automated simulations into a 
practical web-based application that allows real-time 
interaction for hydroponic farmers. Such an application would 
allow farmers to take preemptive measures by simulating 
growth conditions and understanding the influence of dynamic 
weather patterns, especially during unpredictable rainy seasons 
in Indonesia [1], [5]. There is a significant opportunity to 
develop a web-based solution that facilitates automated plant 
growth simulations under dynamic seasonal conditions, such as 
Indonesia's rainy season [1], [2], [5] 

This study aims to develop an automated hydroponic 
simulation model using regression-based ARIMA and Prophet 
models, focusing on lettuce growth during Indonesia’s rainy 
season. The data used is based on daily observations from 
January to May 2024. The model is designed to predict 
environmental variables such as temperature, humidity, and pH 
to optimize plant growth automatically. Additionally, this study 
compares the performance of the two predictive models by 
evaluating their results using the Mean Absolute Error (MAE) 
and Root Mean Square Error (RMSE) metrics. The findings 
indicate that the Prophet model outperforms ARIMA in 
predicting seasonal conditions, particularly during the unstable 
weather of the rainy season. Finally, the superior Prophet model 
was implemented into an interactive web application, enabling 
hydroponic farmers to simulate plant growth automation in 
real-time. This application aims to improve efficiency and 
optimize hydroponic production in tropical environments with 
dynamic weather conditions. 

This research introduces a novel approach by developing an 
automated hydroponic growth simulation model using ARIMA 
and Prophet, leveraging actual data from Indonesia’s rainy 
season—an area that has rarely been explored in the context of 
hydroponic farming. This approach allows for more accurate 
predictions of lettuce growth under dynamic tropical weather 
conditions. The main contribution of this study is the 
implementation of the superior Prophet model into an 
interactive web application, which enables hydroponic farmers 
to perform real-time automated plant growth simulations, 
thereby enhancing production efficiency during the rainy 
season. The research addresses the gap in the literature 
concerning the lack of automated hydroponic simulation 

models during the rainy season while offering a practical 
technology-based solution for hydroponic farmers. 

II. MATERIALS AND METHODS 

A. Hydroponics 

Hydroponics is a method of cultivating plants without soil, 
where nutrient-enriched water serves as the primary medium to 
meet the plants' nutritional needs. Hydroponics involves the use 
of water as a medium for the cultivation of crops [11].  This 
method is becoming increasingly popular in Indonesia due to 
its efficiency in using water and land, as well as its ability to 
produce higher-quality crops compared to conventional 
farming methods [1]. One of the most commonly used 
techniques in hydroponics is the Nutrient Film Technique 
(NFT), where a thin film of nutrient solution flows around the 
plant roots, providing direct access to oxygen and nutrients [2]. 

Key variables in a hydroponic system include temperature, 
humidity, pH, and nutrient concentration in the solution. The 
ideal temperature range for plant growth is between 18°C and 
25°C, while the optimal pH level is between 5.5 and 6.5. 
Nutrient concentration is measured by Electrical Conductivity 
(EC), with the ideal range for lettuce being between 1.2 and 1.8 
mS/cm. Additionally, the ideal humidity for hydroponic plants 
is between 50% and 70% [6]. If these variables are not properly 
controlled, plants can experience stress, negatively affecting 
crop yields [5]. Table I summarizes the ideal values for key 
variables in growing lettuce in a hydroponic system. 

TABLE I. IDEAL VARIABLES FOR GROWTH PHASE LETTUCE IN 

HYDROPONIC SYSTEMS [8] 

Variable Ideal Range 

Temperature 18°C - 25°C 

pH 6.0 - 7.0 

Humidity 50% - 75% 

EC (mS/cm) 1.2 - 1.8 

Nutrients (ppm) 800 - 1000 ppm 

Modern hydroponic systems often use automated sensors to 
monitor these variables in real-time, allowing for immediate 
adjustments if there are drastic changes in environmental 
conditions, such as during the rainy season. These sensors can 
detect temperature, pH, humidity, and nutrient levels, sending 
real-time data to a server for analysis and automatic 
adjustments [8]. Automated simulations based on seasonal 
environmental data are essential for maintaining the stability 
and efficiency of plant growth, especially during unpredictable 
weather conditions [2]. 

B. Machine Learning in Hydroponic Agriculture 

Machine learning, a branch of artificial intelligence, enables 
computers to learn from data, recognize patterns, and make 
decisions or predictions without being explicitly programmed. 
In various fields, including agriculture, machine learning has 
become a powerful tool for optimizing processes and improving 
outcomes by utilizing predictive algorithms. In the agricultural 
sector, machine learning is widely applied to predict crop yields, 
manage resources, and monitor environmental conditions 
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affecting plant growth. The use of machine learning in 
hydroponic systems helps farmers make faster and more 
accurate decisions based on real-time data collected from 
sensors in the field [12]. 

One common approach in machine learning is supervised 
learning, where models are trained using labeled data to predict 
specific outcomes or decisions. In hydroponics, supervised 
learning is often used to predict variables that influence plant 
growth, such as temperature, humidity, pH levels, and nutrient 
concentrations. Algorithms frequently employed in this context 
include Random Forest, Decision Trees, Support Vector 
Machines (SVM), and Neural Networks. These algorithms can 
help farmers manage resources efficiently and increase crop 
productivity [13]. For example, Random Forest is particularly 
useful for predicting the non-linear relationships between 
environmental variables that affect crop yields in hydroponic 
systems [14]. 

Machine learning applications in agriculture, particularly 
hydroponics, also involve models like Long Short-Term 
Memory (LSTM) and ARIMA, which are designed to handle 
time-series data. LSTM, a type of neural network, is used to 
process sequential data and is well-suited for predicting time-
related variables such as temperature or humidity in hydroponic 
systems [15]. On the other hand, ARIMA is used to analyze 
seasonal data and make long-term predictions based on 
historical trends. Both models are instrumental in optimizing 
hydroponic systems by maintaining ideal conditions for plant 
growth [16]. 

In IoT (Internet of Things)-based hydroponic systems, 
sensors collect real-time data that is then processed by machine 
learning algorithms. This technology allows for automated 
simulations that adjust key plant growth parameters, such as 
nutrient supply and temperature control. These models provide 
predictive recommendations to farmers, enabling them to 
manage hydroponic systems efficiently without the need for 
continuous manual intervention [17]. Overall, the integration of 
machine learning has revolutionized hydroponic management, 
from monitoring environmental variables to automating 
production processes [12]. 

Moreover, machine learning enhances the accuracy of yield 
predictions by analyzing environmental variables that influence 
plant growth. For example, regression models can predict plant 
growth behavior in hydroponic systems based on historical data, 
allowing farmers to make more informed decisions regarding 
crop management. With the increasing adoption of machine 
learning technology in agriculture, these predictive models hold 
significant potential for improving efficiency and productivity 
in modern farming environments [12], [18]. 

C. ARIMA Model 

The Autoregressive Integrated Moving Average (ARIMA) 
model is a widely used statistical method for analyzing and 
predicting time-series data. It is particularly popular for its 
ability to process data with seasonal patterns, trends, and 
stochastic components, which often occur in datasets related to 
price forecasting, weather, and, in this context, agriculture and 
hydroponics. ARIMA is highly effective at handling non-
stationary data, where the data distribution changes over time—

a pattern frequently seen in environmental variables such as 
temperature, humidity, and nutrient levels in hydroponic 
systems [19]. 

The ARIMA model consists of three main components: 
Autoregressive (AR), Integrated (I), and Moving Average 
(MA). The AR component predicts future values based on the 
past values of the variable. The I (Integrated) component is used 
to transform non-stationary data into stationary data by 
calculating the differences between consecutive data points. 
The MA (Moving Average) component predicts future values 
based on the errors (residuals) of previous predictions (Pindipo 
et al., 2023). The ARIMA model is commonly written as 
ARIMA(p, d, q), where p refers to the order of the 
autoregressive component, d is the degree of differencing to 
make the data stationary, and q is the order of the moving 
average component [20]. 

The general formula for ARIMA can be expressed as 
follows: 

𝑌𝑡 = 𝑐 + ∑ 𝜙𝑖𝑌𝑡−𝑖
𝑝
𝑖=1 + ∑ 𝜃𝑗𝜖𝑡−𝑗 + 

𝑞
𝑗=1 𝜖𝑡  (1) 

In this equation, 𝑌𝑡 represents the actual value at time t, 𝑐 is 
a constant, 𝜙𝑖 are the AR coefficients, 𝜃𝑗 are the MA 

coefficients, and 𝜖𝑡 is the residual error at time t. The ARIMA 
model focuses on two key aspects of time-series data: trends 
and residual errors. In this context, the observed trends in past 
data are used to predict future values, while the influence of 
random fluctuations is minimized [21]. 

The ARIMA process begins by examining whether the data 
is stationary. If it is not, the model applies differencing to 
stabilize the data by calculating the differences between 
consecutive values until the data becomes stationary. Once the 
data is stationary, the autoregressive (AR) component predicts 
future values based on past data, while the moving average 
(MA) component accounts for prediction errors from the AR 
model [22]. This approach allows ARIMA to handle time-series 
data with seasonal patterns and complex trends, making it well-
suited for predicting environmental variables such as 
temperature, humidity, and nutrient levels in hydroponic 
systems [20]. 

One of the key strengths of the ARIMA model is its ability 
to handle non-stationary data, which is often a challenge in 
time-series analysis. However, ARIMA also has limitations, 
such as its reduced flexibility in managing highly complex or 
non-linear data, where more advanced models like Long Short-
Term Memory (LSTM) networks or Neural Networks tend to 
perform better. Therefore, in some studies, ARIMA is 
combined with other models to enhance prediction accuracy 
[19], [23]. 

In agriculture and hydroponic systems, ARIMA has been 
widely applied to predict environmental variables that influence 
plant growth. For example, Menculini et al. (2021) compared 
the performance of ARIMA with deep learning models in 
forecasting food prices, finding that while ARIMA is reliable 
for short-term predictions, deep learning models are better 
suited to handling more complex time-series data. In 
hydroponic systems, ARIMA has been used to predict humidity 
and temperature levels, which are crucial for maintaining a 
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stable growing environment. The combination of ARIMA with 
real-time sensor data allows hydroponic farmers to make faster 
and more accurate decisions in managing environmental 
conditions [24]. 

Additionally, ARIMA is frequently used to forecast 
temperature and weather patterns, which are key factors in 
agriculture and hydroponics. For instance, Elseidi et al. (2024) 
applied ARIMA to predict high-frequency temperature data and 
combined it with the Prophet model to improve accuracy. Their 
findings showed that the hybrid ARIMA-Prophet model 
provided more accurate forecasts than ARIMA alone, 
particularly in cases where the data exhibited strong seasonal 
patterns or trends [20]. 

In another study, Pindiga et al. (2023) compared ARIMA 
with the Facebook Prophet model in predicting stock indices, 
which also exhibit seasonal patterns and trends similar to 
agricultural data. The results indicated that Prophet tends to 
outperform ARIMA when handling complex seasonal data, but 
ARIMA remains a strong choice for short-term predictions or 
simpler datasets [25]. 

ARIMA's applications in agriculture are not limited to 
environmental variable predictions. The model has also been 
used to forecast crop yields based on historical growth data and 
weather conditions. Kasthuri et al. (2021) used ARIMA in 
combination with Neural Networks to predict food production 
yields, offering more accurate crop yield forecasts in scenarios 
where environmental variables fluctuate significantly. This 
hybrid approach is becoming increasingly popular in time-
series prediction, especially in the agricultural sector, which 
depends heavily on seasonal data and changing weather 
conditions [26]. 

Overall, ARIMA is a powerful and versatile model for time-
series data analysis and forecasting. With its ability to process 
non-stationary data and handle trends and seasonal patterns, 
ARIMA is well-suited for use in hydroponic farming. However, 
for more complex or non-linear datasets, hybrid models or deep 
learning techniques may provide better results. Nonetheless, 
ARIMA remains one of the most widely used models for time-
series forecasting due to its simplicity and reliability in 
processing relatively straightforward data [19], [21]. 

D. Prophet Model 

The Prophet model is a time-series forecasting tool 
developed by Facebook (now Meta) designed to handle data 
with seasonal patterns, trends, and outliers. Prophet is often 
used for predicting data that exhibits instability in trends, such 
as sudden changes or irregular seasonal patterns. One of its key 
strengths is its ability to handle gaps (missing data) and outliers 
effectively, while still providing accurate predictions even in 
rapidly changing conditions [22]. 

Unlike traditional time-series models like ARIMA, Prophet 
uses an additive approach, where the trend, seasonal, and outlier 
components are treated separately and then combined to 
produce the final forecast. The model assumes that time-series 
data can be broken down into three main components: trend 
𝑔(𝑡), seasonality 𝑠(𝑡), and holiday or event effects ℎ(𝑡), with 
an additional residual or noise component 𝜖𝑡. Mathematically, 

the Prophet model can be described by the following equation 
[27]: 

𝑦(𝑡) = 𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝜖𝑡  (2) 

Where: 

 𝑦(𝑡) is the predicted value at time ttt, 

 𝑔(𝑡) is the trend component, 

 𝑠(𝑡) is the seasonal component, 

 ℎ(𝑡) represents holidays or special events, 

 and 𝜖𝑡  is the noise component [28]. 

Prophet uses piecewise linear regression or logistic growth 
to capture trends in the data. One of its advantages is the ability 
to automatically adjust the number of change points in the trend, 
allowing the model to account for sudden shifts in direction. 
The seasonal component is defined by a set period, such as 
yearly, weekly, or monthly, enabling Prophet to capture 
recurring seasonal patterns more flexibly. The holiday or event 
component allows for the inclusion of external factors like 
holidays or recurring seasonal events, which can influence the 
data [29]. 

Prophet is highly intuitive to use because it automatically 
detects and handles missing data within the time-series. The 
model can also adjust the prediction intervals by giving more 
confidence to the trend and seasonal components, compared to 
more traditional time-series models [30]. Additionally, Prophet 
allows users to customize the prediction intervals, providing 
flexibility in terms of accuracy and margin of error based on the 
user's needs [31]. 

One common application of Prophet is in stock price 
forecasting and economic data predictions, which require 
accurate forecasts that can handle fluctuating seasonal trends 
and trends that are often unstable. For example, Jin et al. (2022) 
used Prophet to predict Google stock prices, while Angelo & 
Fadhilrahman (2023) compared the performance of Prophet and 
ARIMA in forecasting Bitcoin prices. Their findings indicated 
that Prophet excels in capturing complex seasonal trends and 
handling data with significant fluctuations [22], [32]. 

Prophet is also widely used in the energy and weather 
sectors. For instance, Elseddi et al. (2024) combined Prophet 
with ARIMA to forecast temperature data, achieving better 
accuracy than using ARIMA alone. This hybrid approach 
allows for more comprehensive forecasting by capturing 
different characteristics of the time-series data [20]. 

Overall, Prophet is a powerful and flexible model for 
forecasting complex time-series data, particularly when the data 
has irregular seasonal patterns. With its additive approach and 
its flexibility in handling outliers, Prophet offers significant 
advantages across various sectors, including economics, 
agriculture, energy, and weather forecasting. Its wide 
applications range from predicting food prices and crop yields 
to forecasting energy demand and weather patterns [24]. 

E. Evaluation Matrix 

In evaluating the performance of predictive models, two of 
the most commonly used metrics are the Mean Absolute Error 
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(MAE) and the Root Mean Square Error (RMSE). These 
metrics are essential in assessing how well a model predicts 
data and provide insight into the level of error between 
predicted values and actual values. 

1) Mean Absolute Error (MAE): The Mean Absolute Error 

(MAE) measures the average of the absolute differences 

between predicted values and actual values. MAE gives an 

overall sense of how much error the model makes on average, 

without considering whether the error is positive or negative, as 

all errors are treated equally. The general formula for 

calculating MAE is: 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − �̂�𝑖|

𝑛
𝑖=1   (3) 

Where: 

 𝑦𝑖  is the actual value, 

 �̂�𝑖 is the predicted value, 

 𝑛 is the number of data points. 

MAE provides an intuitive and easy-to-understand result 
since it shows the magnitude of errors in the same units as the 
original data. For example, in a study by Kenyi and Yamamoto 
(2024), MAE was used to evaluate the performance of the 
SARIMA-Prophet model in predicting water flow, and the 
results showed that MAE helped identify the average level of 
prediction error at each time point [33]. Another study by 
Angelo and Fadhilrahman (2023) used MAE to compare the 
performance of ARIMA and Prophet models in predicting 
Bitcoin prices, demonstrating how MAE can measure the 
accuracy of time-series predictions in complex datasets [32]. 

2) Root mean square error (RMSE): Root Mean Square 

Error (RMSE) is another common metric for evaluating 

predictive model accuracy. RMSE calculates the square root of 

the average squared differences between predicted and actual 

values. Unlike MAE, which focuses on absolute differences, 

RMSE gives more weight to larger errors because the errors are 

squared before being averaged. The general formula for RMSE 

is: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
 ∑ (𝑦𝑖 −  �̂�𝑖)

2𝑛
𝑖=1  (4) 

Where: 

 𝑦𝑖  is the actual value, 

 �̂�𝑖 is the predicted value, 

 𝑛 is the number of data points. 

RMSE is particularly useful when larger errors are more 
undesirable than smaller ones, as it penalizes large errors more 
heavily. In a study by Hamiane et al. (2024), RMSE was used 
to measure the accuracy of hybrid LSTM, ARIMA, and Prophet 
models in predicting future GDP, showing that RMSE was 
highly effective in identifying significant differences between 
predictions and actual data over certain periods. Similarly, 
Mokhtar et al. (2022) applied RMSE to predict hydroponic 
yields, revealing that RMSE is more sensitive to outliers than 
MAE, making it an important evaluation metric when dealing 
with highly variable data [13], [34]. 

Using both RMSE and MAE together provides a more 
comprehensive picture of model performance. While MAE 
gives a general overview of the average error, RMSE 
emphasizes larger errors, which can be crucial in applications 
where minimizing extreme errors is important. Therefore, in 
many studies, these two metrics are often used together to 
evaluate time-series predictive models, including in hydroponic 
farming and energy prediction applications [12]. 

This combined approach allows for a better understanding 
of model behavior under various conditions, ensuring that both 
overall performance and outlier sensitivity are addressed. By 
evaluating models using MAE and RMSE, researchers can fine-
tune predictions to optimize both short-term and long-term 
outcomes 

F. Dataset Preparation Description 

In the process of preparing the dataset for machine learning 
modeling, the first step involved collecting data from the 
hydroponic system. The dataset includes several critical 
environmental and growth metrics to ensure that the 
information fed into the models is relevant and accurate. 

TABLE II. INITIAL DATASET SHOWING ENVIRONMENTAL CONDITIONS AND PLANT GROWTH METRICS 

 day hole time temperature humidity light pH Ec TDS WaterTemp LeafCount 

0 1 1 09:19:00 26.8 72 17820 7.2 677 340 26.1 3 

1 1 2 09:23:00 26.6 72 16490 7.2 677 338 26.1 3 

2 1 3 09:27:00 26.4 72 15160 7.2 678 334 26.1 3 

3 1 4 09:31:00 26.2 72 13830 7.2 677 338 26.1 3 

4 1 5 09:35:00 26.2 72 12500 7.2 673 340 26.1 3 

The Table II, summarizes the primary data columns that 
were included in the dataset. This data was collected at specific 
time intervals from each plant hole in the hydroponic system. 

 Day: Represents the day number during the data 
collection process, crucial for understanding time-based 
trends and growth patterns in the plants [12]. 

 Hole: This refers to the individual plant hole in the 
hydroponic system. Each hole corresponds to a plant, 
and this column ensures that the data collected is 
specific to each plant [35]. 

 Time: Indicates the exact time the data was recorded. 
Time tracking is crucial for analyzing daily patterns in 
plant growth [36]. 
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 Temperature (°C): Records the temperature of the 
growing environment. Maintaining optimal temperature 
is vital for plant growth, with prior studies suggesting its 
significance in hydroponic systems [20]. 

 Humidity (%): This column records the humidity levels 
in the environment, an important factor affecting plant 
water intake and overall health [37]. 

 Light (lux): Measures the intensity of light, which 
directly influences photosynthesis and plant growth. 
The importance of this factor is well-documented in the 
works of Lontsi Saadio et al. (2022) [14]. 

 pH: Captures the pH level of the nutrient solution. 
Balanced pH levels ensure optimal nutrient absorption 
[8]. 

 EC (mS/cm): Electrical Conductivity measures the 
concentration of nutrients in the solution. The correct 
EC level ensures that plants receive the necessary 
nutrients for growth [37]. 

 TDS (ppm): Total Dissolved Solids measure the 
concentration of dissolved substances, including 
essential nutrients. This helps monitor nutrient levels in 
the solution, as supported by Schwartz et al. (2019) [1]. 

 WaterTemp (°C): This column represents the 
temperature of the water or nutrient solution, which is 
crucial for maintaining healthy root systems [36]. 

 LeafCount: Records the number of leaves on each plant, 
serving as a metric for plant growth and overall health. 
Studies show that an increasing leaf count indicates 
good plant health [34]. 

This dataset provides comprehensive data necessary for 
analyzing environmental conditions and their impact on plant 
growth in a hydroponic system. Each column represents a 
critical factor in understanding and optimizing plant 
development, making it a solid foundation for further data 
processing and modeling. 

G. CRISP-DM Methodology 

CRISP-DM (Cross Industry Standard Process for Data 
Mining) is a widely used methodology for structuring data 
mining projects. Developed in the late 1990s, it provides a 
systematic and flexible approach applicable across industries, 
particularly in projects involving complex data analysis. This 
methodology is commonly applied in various machine learning 
applications, including hydroponic farming, to guide the entire 
development process, from the initial stages to deploying a fully 
functional predictive model [38]. 

The first phase of CRISP-DM is business understanding, 
which is crucial for identifying the project's business goals. This 
phase involves defining the business problems clearly and 
determining how data mining can provide actionable solutions. 
In the context of agricultural research, such as yield prediction 
using environmental data, this stage helps shape the problem 
and goals, such as optimizing crop yields in hydroponic systems 
[9]. 

After establishing the business goals, the next phase is data 
understanding. This phase focuses on gathering and exploring 
relevant data to gain an initial insight into the structure and 
characteristics of the dataset. Data exploration aims to identify 
patterns, outliers, and relationships between variables. For 
example, in machine learning studies related to hydroponics, 
data could include temperature, humidity, and nutrient levels, 
which would be further analyzed for patterns [4]. 

The third phase is data preparation, where the collected data 
is cleaned and prepared for analysis. This involves various steps 
such as handling missing values, transforming data, and 
selecting relevant features for the model. The quality of the data 
is crucial, as cleaner and more relevant data directly impact the 
model's performance [38]. 

Once the data is prepared, the next phase is modeling. This 
is where machine learning algorithms or data mining techniques 
are applied to the dataset. Depending on the objectives, 
different algorithms, such as regression or classification, may 
be used. For agricultural yield prediction, models like Random 
Forest or Neural Networks are often employed to predict 
critical variables affecting plant growth. Each model is 
evaluated to ensure it accurately predicts outcomes according 
to the predefined goals [9]. 

Following modeling, the evaluation phase assesses the 
performance of the model. Here, various evaluation metrics like 
Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE) are used to measure the accuracy and reliability of the 
model on both training and unseen test data. This ensures that 
the model is robust and reliable for real-world applications [4]. 

The final phase of CRISP-DM is deployment, where the 
evaluated model is integrated into an operational system. At this 
stage, the model is embedded into broader business processes 
to provide real-world benefits. For example, in an IoT-based 
hydroponic system, the developed model can be used by 
farmers to monitor environmental conditions in real-time and 
make decisions based on the model's predictions [39]. 

The usefulness of CRISP-DM lies in its structured and 
organized approach to managing data mining projects. Each 
phase can be revisited or refined as needed, ensuring that the 
desired outcomes are systematically achieved. In the context of 
machine learning research for hydroponics, CRISP-DM allows 
for the development of accurate and relevant models that 
optimize agricultural yields under dynamic environmental 
conditions [40]. 

Fig. 1 below illustrates a conceptual framework that 
combines exploratory data science activities, goal-directed 
CRISP-DM phases, and core data management activities. The 
outer circle represents broader exploration activities, while the 
inner circle shows the structured steps of the CRISP-DM 
process. At the center are essential data management activities 
such as data acquisition, simulation, and preparation, which are 
critical for the success of any data mining project [41]. 

To effectively address the complexities of managing 
hydroponic systems in Indonesia’s unique climatic conditions, 
the CRISP-DM methodology was adopted and adapted to the 
specific needs of this research. The proposed methodology 
integrates the structured phases of CRISP-DM, such as data 
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collection, modeling, and deployment, while incorporating 
tailored adjustments for hydroponic farming. The figure below 
illustrates the proposed methodology, which includes detailed 
steps drawn from the CRISP-DM framework, optimized for the 
implementation of ARIMA and Prophet models in the context 
of hydroponic lettuce growth during the rainy season. 

 

Fig. 1. Proposed methodology based on CRISP-DM framework. 

The proposed methodology, as shown in Fig. 1, follows the 
CRISP-DM framework to provide a systematic approach for 
predictive modeling in hydroponic farming. ARIMA and 
Prophet were chosen as the primary models due to their 
strengths in handling time-series data. ARIMA is effective for 
stationary data with linear trends but is limited in managing 
irregular seasonal patterns. Prophet, on the other hand, excels 
in handling non-stationary data, incorporating flexible 
seasonalities, and managing missing data, making it more 
suitable for the dynamic nature of hydroponic systems. 

Compared to traditional regression models, which lack 
temporal dependency analysis, and advanced machine learning 
methods, which demand larger datasets and computational 
resources, ARIMA and Prophet offer an optimal balance of 
accuracy, efficiency, and practicality. This methodology 
ensures each phase, from data preparation to model deployment, 
is rigorously executed, creating a scalable framework that can 
be expanded to other crops or environmental conditions in 
future research. 

The Data Layer represents the initial phases of CRISP-DM, 
namely Data Understanding and Data Preparation. According 
to CRISP-DM, understanding and preparing data are 
foundational to successful modeling. In this research, the data 
collected includes key environmental parameters such as 
temperature, humidity, light, pH, Electrical Conductivity (EC), 
Total Dissolved Solids (TDS), and water temperature— all 
critical for hydroponic plant growth. The data preparation 
process involves splitting the dataset into training and test sets, 
ensuring that both the training data and the test data undergo 
preprocessing to eliminate noise, handle missing values, and 
standardize formats. 

Data preprocessing is vital because the quality of the input 
data directly influences the performance of machine learning 
models. According to Schwartz et al. (2019), high-quality data 
preparation significantly improves the accuracy of predictive 
models, especially in controlled environments like hydroponics, 
where multiple variables can affect plant growth. 

The Model Layer corresponds to the Modeling phase in 
CRISP-DM, where machine learning algorithms are applied to 
the prepared dataset. This layer includes the training and testing 
of both ARIMA and Prophet models, which are widely used for 
time-series forecasting. 

1) Training the ARIMA model: The ARIMA model is 

trained on the dataset to capture time-series patterns that 

influence plant growth under various environmental conditions. 

ARIMA has been employed in agriculture for its effectiveness 

in forecasting time-series data, though it often requires 

stationary data and is sensitive to outliers. 

2) Training the prophet model: Developed by Facebook, 

Prophet is more flexible than ARIMA and can handle missing 

data, seasonality, and trends more efficiently. It is particularly 

effective in capturing the irregular trends often seen in 

agricultural environments, such as during unpredictable 

weather patterns like Indonesia’s rainy season. 

3) Model evaluation: The models are tested on unseen test 

data, and their performance is evaluated using metrics such as 

Mean Absolute Error (MAE) and Root Mean Square Error 

(RMSE). These metrics provide insight into how well each 

model predicts the key environmental variables that affect 

lettuce growth. Comparative evaluations ensure that the best 

model—Prophet in this case—is identified for deployment. 

The Application Layer reflects the Deployment phase in 
CRISP-DM. After evaluating the models, the best-performing 
model (Prophet) is deployed into a user-friendly web 
application designed for practical use by hydroponic farmers. 
This phase involves integrating the trained model into an 
operational system that can deliver real-time predictions, which 
allows farmers to make data-driven decisions. 

4) UI and framework design: The model is integrated into 

an intuitive user interface, ensuring that farmers can interact 

with the application easily. This user interface is designed to 

simulate plant growth automatically and adjust to real-time data 

inputs, offering farmers actionable insights into optimizing 

their hydroponic systems. 

5) Application distribution: The final step is distributing 

the application, making it accessible to users for real-time 

hydroponic growth simulations. This practical deployment 

ensures that the model's predictions are embedded into daily 

decision-making processes, improving efficiency and crop 

yields in dynamic environments like Indonesia’s rainy season 

III. RESULTS AND DISCUSSION 

A. Data Preparation 

In this study, data preparation is a crucial step performed 
before the modeling process. This phase involves data 
collection and exploratory data analysis (EDA) to ensure that 
the processed data is of high quality, leading to the development 
of accurate models. Previous research highlights that data 
preparation is vital in machine learning and data mining 
projects, as errors in this stage can significantly reduce model 
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performance [24]. In this research, data was gathered from a 
Nutrient Film Technique (NFT) hydroponic system used for 
growing lettuce (Lactuca sativa) during the rainy season in 
Indonesia. The system involved monitoring various 
environmental variables and plant growth [8]. The collected 
data included temperature, humidity, light intensity, pH, total 
dissolved solids (TDS), electrical conductivity (EC), water 
temperature, and the number of leaves. Fig. 2 illustrates the 
NFT hydroponic system used for data collection, along with the 
measurement tools employed to capture environmental and 
plant growth variables. 

 

Fig. 2. Lettuce in the NFT hydroponic system and the calibration equipment. 

   Fig. 2 shows the lettuce plants grown in the NFT system, 
where environmental and growth data were collected starting 
from the first day after planting until harvest on day 40. In the 
NFT system, plant roots continuously receive nutrients and 
oxygen through a thin film of flowing solution, enabling 
optimal plant growth. As noted by Abioye et al. (2022), the 
NFT system offers advantages in efficient use of nutrients and 
water in hydroponic crop production [42]. 

Also shown in the figure are several measurement tools 
used to collect data on environmental variables, such as a 
Hygrometer to measure temperature and humidity, and a Lux 
Meter to measure light intensity. These measurements are 
crucial for monitoring environmental conditions that affect 
plant growth. As noted by Sundari et al. (2022), even small 
changes in light intensity can have a significant impact on the 
photosynthesis process [43]. Additionally, a pH-TDS-EC meter 
was used to measure pH, TDS, EC, and water temperature, all 
of which are key variables in ensuring plants receive sufficient 
nutrients. Data on the number of leaves, used as a growth 
variable, was collected through direct observation by counting 
the number of new leaves each day. 

By conducting this thorough data collection process, the 
study follows a detailed methodology to maximize hydroponic 

crop yields, particularly during the challenging rainy season 
[24], [42]. 

 

Fig. 3. Stages in the data preparation phase. 

The data preparation phase begins after daily data collection 
from hydroponic variables and lettuce growth in the NFT 
system. As shown in Fig. 3, data from environmental variables 
and lettuce growth are manually inputted into Google Sheets 
each day. This data collection involves the use of various 
measurement instruments, such as a Hygrometer for 
temperature and humidity, a Lux Meter for light intensity, and 
a pH-TDS-EC meter for measuring pH, TDS, and water 
conductivity (EC), in accordance with standard hydroponic data 
collection protocols (Sambo et al., 2019). 

After collecting data over the 40-day period, from planting 
to harvest, the data is downloaded from Google Sheets and 
organized in Excel for further validation and processing, such 
as formatting adjustments and data cleaning. This step is crucial 
to ensure there are no outliers or input errors that could impact 
the predictive model’s results (Abioye et al., 2022). The data is 
then divided into training and testing datasets as required for 
the machine learning model's training and testing phases 
(Menculini et al., 2021). In the final stage, the data is saved in 
CSV format, ready to be used for modeling. 

This process enables researchers to maintain data integrity 
and optimize the quality of the dataset before using it in 
predictive models. These steps align with methods commonly 
used in the CRISP-DM (Cross-Industry Standard Process for 
Data Mining) approach, which emphasizes the importance of 
proper data preparation to achieve optimal results in machine 
learning projects (Ayele et al., 2020). 
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Fig. 4. Correlation matrix. 

The correlation matrix is a table that displays the linear 
relationships between variables in a dataset. Correlation values 
range from -1 to 1, where a value of 1 indicates a perfect 
positive correlation, -1 indicates a perfect negative correlation, 
and 0 indicates no correlation. In data analysis, a correlation 
matrix helps to understand how variables influence one another 
and how they might affect the predictive model being 
developed (Chopra & Khurana, 2023). 

From Fig. 4, it is evident that some variables show strong 
correlations with each other. One of the most prominent 
examples is the relationship between EC (Electrical 
Conductivity) and TDS (Total Dissolved Solids), with a 
correlation value of 1.00. This perfect correlation indicates that 
EC and TDS are directly related, meaning any change in one 
variable is always accompanied by the same change in the other. 
This makes sense in the context of a hydroponic system, where 
EC measures the concentration of dissolved ions in water, while 
TDS measures the total amount of dissolved solids. Since EC 
and TDS essentially measure almost the same aspect of water 
nutrition, these variables move in tandem. 

Additionally, a strong correlation is observed between EC 
and Leaf Count, with a correlation of 0.72. This suggests that 
the nutrient concentration (measured by EC) has a significant 
impact on the number of leaves produced. This aligns with 
findings from other studies, which highlight that balanced 
nutrient levels in hydroponics play a crucial role in maximizing 
plant growth (Sambo et al., 2019). 

Another noteworthy correlation is between Day and Leaf 
Count (0.89), showing that as time progresses (in days), the 
number of leaves on the plants increases, reflecting a consistent 
growth process over time. This relationship is important for 
understanding plant growth patterns, particularly in a 
hydroponic system, where growth is highly influenced by time 
and nutrient levels. 

However, there are some variables that do not show 
significant correlations with each other. For instance, Humidity 

and Water Temperature have a negative correlation (-0.42), 
indicating that as water temperature increases, humidity tends 
to decrease. This relationship, however, may not be entirely 
linear and may require further analysis to understand its impact 
on plant growth. 

Overall, this correlation matrix provides valuable insights 
into the relationships between variables in the hydroponic 
system under study. Understanding these relationships will help 
in building more accurate predictive models by focusing on 
variables with significant correlations to key outcomes, such as 
leaf count and nutrient effectiveness in the water. 

A correlation matrix is a numerical representation used to 
describe the linear relationships between two or more variables 
in a dataset. In the context of machine learning, the correlation 
matrix is crucial for understanding how variables relate to each 
other. Strong positive or negative correlations between 
variables can influence the model's outcomes, as a well-built 
model should account for inter-variable relationships to avoid 
redundancy or excessive bias in predictions [18]. 

In Fig. 5, histograms of key variables in this study such as 
temperature, humidity, light, pH, EC, TDS, and leaf count are 
presented to provide an overview of the distribution and 
variation patterns of each measured variable in the hydroponic 
system. These histograms help to understand the basic 
characteristics of the collected data and to identify potential 
outliers or abnormal distributions. 

The temperature distribution ranges from 24°C to 32°C, 
with the highest frequency between 26°C and 28°C. This 
pattern indicates that the temperature in the hydroponic 
environment remains fairly stable within the optimal range for 
lettuce growth, with extreme temperatures rarely occurring. 
The humidity distribution shows significant variation, ranging 
from 40% to 100%, with the highest frequency around 70%, 
indicating relatively high humidity during most of the 
measurement period. 
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Fig. 5. Histogram of all variables. 

The light variable shows a wide range of light intensity 
values, from 20,000 to over 60,000 lux. The peak distribution 
occurs between 20,000–30,000 lux, which is considered 
optimal for photosynthesis in a hydroponic system. The pH 
distribution also follows a near-normal pattern, with values 
ranging from 6.5 to 8.0, and the highest frequency around pH 
7.2. This suggests that the hydroponic system tends to maintain 
an optimal acidity level for plant nutrient absorption. 

Next, EC (Electrical Conductivity) varies between 500 and 
2500 µS/cm, with several peaks reflecting fluctuations in 
nutrient concentration during the growth cycle. This range is 
critical to ensure that plants receive sufficient minerals without 
causing an oversupply. The TDS (Total Dissolved Solids) 
variable shows a similar pattern, with values ranging from 200 
to 1800 ppm, with the highest frequency around 800–1000 ppm. 
This indicates varying levels of nutrient solubility in the water 
throughout the observation period. 

Finally, the leaf count distribution shows significant 
variation in the number of leaves, with the highest frequency 
occurring between 15 and 25 leaves. This variable reflects fairly 
stable plant growth, while also showing some variation among 
the plants measured during the hydroponic cycle. 

Overall, these histograms provide initial insights into how 
each variable functions within the hydroponic system and offer 
important information for the next stage—predictive modeling. 
The data will be used to build simulations for lettuce growth 
under Indonesia's rainy season conditions. 

Fig. 6 illustrates the changing patterns of various 
environmental and hydroponic variables over time (in days) as 
measured throughout the study. In this graph, variables such as 
EC (Electrical Conductivity), TDS (Total Dissolved Solids), 
Temperature, Water Temperature, pH, and Light are visualized 
in relation to days, allowing us to understand the trends and 
fluctuations of each variable. 

It is clear that EC and TDS follow almost identical patterns, 
with their values gradually increasing over time. This aligns 
with the findings shown in the correlation matrix, where these 
two variables have a very high correlation (close to 1), 
indicating a strong relationship. The increase in EC corresponds 
with the rising nutrient concentration in the hydroponic solution, 
which is directly measured by TDS. Over time, the hydroponic 
system shows a controlled increase in nutrient concentration in 
the water [8]. 
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Fig. 6. Visualization of all variables over time. 

For the Temperature and Water Temperature variables, the 
patterns show more irregular fluctuations compared to EC and 
TDS. Air temperature exhibits more dynamic variation, with 
several peaks and troughs, though it generally remains within a 
stable range. This is important because temperature plays a 
direct role in photosynthesis and plant growth [42]. Water 
temperature, on the other hand, shows smaller fluctuations, 
although some sudden drops were recorded on certain days. 
Maintaining stable water temperature is crucial for keeping the 
plant roots healthy and ensuring effective nutrient absorption. 

The pH graph shows that pH values remain relatively stable 
with slight fluctuations, tending towards 7.2, which is the 
optimal pH for lettuce growth in a hydroponic system. This 
stability is essential to ensure that plants can absorb nutrients 
effectively [44]. 

Meanwhile, the Light variable exhibits more regular daily 
fluctuations. Light intensity greatly influences photosynthesis 
and plant growth, and the variability in the light pattern may be 
caused by external factors such as weather changes during the 
data collection period. 

Overall, this visualization provides a clear picture of how 
each variable contributes to plant growth in the hydroponic 

system, with EC and TDS being the most closely related 
variables in influencing nutrient conditions. Understanding 
these patterns is critical for developing predictive models for 
future automated simulations of hydroponic plant growth. 

B. Data Preprocessing 

Data preprocessing is a crucial step in data handling before 
modeling or further analysis. This phase involves various tasks 
such as data cleaning, transformation, and formatting 
adjustments to ensure that the data is optimally prepared for use 
by modeling algorithms. In the context of machine learning, 
data preprocessing aims to ensure that the data is clean, free 
from noise, and ready for modeling purposes, as explained by 
Kramar and Alchakov (2023) [28]. By undergoing data 
preprocessing, the data becomes more consistent and structured, 
ultimately improving the performance of the model being 
developed. During this phase, several important steps are 
carried out. For instance, the 'time' column is adjusted by 
adding digits before and after to ensure that the time format 
aligns with the standards used in time-series analysis. 
Additionally, unnecessary columns, such as labels that contain 
only one type of value, are removed to prevent them from 
affecting the prediction outcomes. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

394 | P a g e  

www.ijacsa.thesai.org 

TABLE III. DATA ADJUSTMENT 

 day hole time temperature humidity light pH Ec TDS WaterTemp LeafCount 

0 1 1 09:19:00 26.8 72 17820 7.2 677 340 26.1 3 

1 1 2 09:23:00 26.6 72 16490 7.2 677 338 26.1 3 

2 1 3 09:27:00 26.4 72 15160 7.2 678 334 26.1 3 

3 1 4 09:31:00 26.2 72 13830 7.2 677 338 26.1 3 

4 1 5 09:35:00 26.2 72 12500 7.2 673 340 26.1 3 

Table III illustrates this data adjustment process, where each 
column is reviewed and reformatted as needed. For example, 
the 'time' column had zeros added in front of single-digit hours 
to follow the standard time format, ensuring that the data could 
be correctly processed by the model. Furthermore, this process 
also involves removing irrelevant columns or those containing 
only one type of label, allowing the data to focus on the 
variables that influence the forecasting process. 

Subsequent processing involves merging the day and time 
columns to create a new column called datetime. This column 
serves to provide the appropriate time series format, making it 
usable in future modeling and prediction processes. This step is 
crucial because data structured in a time series format allows 
algorithms like ARIMA and Prophet to recognize patterns and 
trends that occur over time [28]. The merging of these columns 
is a key step in data preprocessing, ensuring the data is ready to 
be used in machine learning modeling. 

 

Fig. 7. Dataset after preprocessing. 

In Fig. 7, the results after the preprocessing stage are shown, 
where the datetime column has been combined with the main 
dataset. This new dataset not only includes information about 
hydroponic variables such as temperature, humidity, light, pH, 
EC, TDS, and LeafCount, but also includes datetime as a 
crucial time marker in the time series analysis. 

Once the datetime column is added and the dataset updated, 
the dataset is then saved in csv format. Saving in csv format 
aims to create a new, more ready-to-use database for the 
modeling and forecasting process. Data preprocessing like this 
is essential to ensure that the data is in optimal condition before 
being input into predictive models, as without this process, the 
data might be poorly structured or not aligned with the desired 
format [28]. 

C. Modeling 

In the modeling phase, two time-series models were used: 
ARIMA and Prophet, each with its own strengths in forecasting 
time-series data. The ARIMA model operates through three key 
components: autoregressive (AR), differencing (I), and moving 
average (MA). To begin with, the stationarity of the data is 

tested using the Augmented Dickey-Fuller (ADF) test. If the 
data is found to be non-stationary, differencing is applied to 
address trends and seasonality, as proposed by Menculini et al. 
(2021) [24]. 

Once the data becomes stationary, the parameters p, d, and 
q are determined to build the ARIMA model. This model is 
used to predict environmental variables such as EC (Electrical 
Conductivity) and TDS (Total Dissolved Solids), which are 
crucial for hydroponic plant growth. On the other hand, Prophet 
is a flexible model that automatically handles trends and 
seasonal components, as described by Satrio et al. (2021) [30]. 
Prophet works by separating data components into trend, 
seasonality, and residuals, making it well-suited for predicting 
dynamic weather conditions. 

In this study, both models were evaluated using the MAE 
(Mean Absolute Error) and RMSE (Root Mean Squared Error) 
metrics. The results showed that Prophet outperformed in 
handling seasonal trends, especially during Indonesia's rainy 
season, while ARIMA produced better results for more 
stationary data [22]. 
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Fig. 8. SARIMAX results. 

SARIMAX (Seasonal AutoRegressive Integrated Moving 
Average with eXogenous regressors) is a popular method for 
time series data analysis that takes into account both seasonal 
and non-seasonal components [45]. In the SARIMAX results 
shown in Fig. 8, it is clear that the ARIMA (1,1,1) model has 
been used to predict the variable LeafCount with 5282 
observations. According to the reference by Pindiga (2022), 
SARIMAX is utilized because it can capture fluctuations and 
seasonal patterns, providing more comprehensive results in 
time series forecasting [25]. 

From the SARIMAX results, the AR.L1 coefficient has a 
value of -0.1913 with a p-value of less than 0.05, indicating that 
this parameter is significant in the model. The MA.L1 value is 
also significant, with a coefficient of -0.9682, meaning that the 
moving average model plays an important role in predicting 
LeafCount. The sigma2 value (2.8346) represents the 
variability in the model's residuals, which affects the accuracy 
of the predictions. Additionally, the AIC (20498.274) and BIC 
(20517.990) values provide indicators of how well the model 
fits the data, where lower values suggest a better-fitting model. 

Moreover, the Jarque-Bera (JB) statistical test resulted in a 
value of 242.43 with a p-value of 0.00, indicating that the 
residual distribution does not follow a normal distribution. This 
is important in time series model evaluation as it can impact 
prediction accuracy. 

 

Fig. 9. Preparing data for the prophet model. 

Fig. 9 shows the dataset prepared for modeling using 
Prophet. The dataset includes key columns such as time (ds), 
the target variable (y), plant hole (hole), and various 
environmental factors like temperature, humidity, light, pH, EC, 
TDS, and water temperature (WaterTemp). This data is 
structured to help predict lettuce leaf growth (LeafCount) based 
on these factors. Each row in the dataset represents a single 
point in time, with data collected periodically during the 
observation period from July 1, 2024, to August 9, 2024. This 
ensures that the Prophet model can accurately capture any 
temporal patterns. The data serves as the training set for the 
Prophet model to predict the target variable, which is the 
number of lettuce leaves (LeafCount). 

D. Evaluation 

Evaluation is a crucial stage in the modeling process to 
assess the performance of the model that has been developed. 
The goal of evaluation is to determine how well the model 
predicts the observed data and to ensure that the prediction 
results are relevant to the research objectives. 

To ensure reliable model performance, this study 
emphasizes the importance of validation measures. We used 
two key evaluation metrics: Mean Absolute Error (MAE) and 
Root Mean Squared Error (RMSE). These metrics are essential 
for assessing prediction accuracy and understanding how well 
the models perform in forecasting hydroponic growth. MAE 
shows the average error magnitude, while RMSE highlights 
larger errors by squaring the differences. Together, they provide 
a comprehensive view of model accuracy.These two metrics are 
commonly used in time series modeling because they provide 
insight into the magnitude of the model's prediction error 
compared to the actual data (Sushma Niveni, 2022). 

MAE measures the average absolute error between the 
predicted and actual values. It helps in understanding the extent 
of the prediction error without considering its direction 
(positive or negative). The smaller the MAE value, the more 
accurate the model is in making predictions. Meanwhile, RMSE 
gives more weight to larger errors by squaring them, which is 
useful for detecting predictions with large deviations from the 
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actual values. A model with a smaller RMSE is considered 
better at capturing trends and patterns in the data (Lorenzo 
Menculini, 2021). 

Based on the evaluation of the ARIMA and Prophet models, 
the following table summarizes the performance comparison of 
the two models: 

TABLE IV. PERFORMANCE COMPARISON OF ARIMA AND PROPHET 

MODELS BASED ON MAE AND RMSE METRICS 

Model MAE RMSE 

ARIMA 8.17 8.97 

Prophet 1.475 1.808 

From the evaluation Table IV, it is evident that the Prophet 
model has much lower MAE and RMSE values compared to 
ARIMA. The MAE value for Prophet is 1.475, indicating that 
the average prediction error from this model is much smaller 
compared to ARIMA, which has an MAE of 8.170. This 
indicates that Prophet is able to provide more accurate 
predictions. Additionally, the RMSE value for Prophet, which 
is 1.808, also shows that this model has fewer large errors, 
whereas ARIMA, with an RMSE of 8.970, indicates that it 
tends to make larger errors. 

The Prophet model outperformed ARIMA in both MAE and 
RMSE. Prophet’s ability to handle non-stationary data and 
complex seasonal patterns made it more suitable for hydroponic 
forecasting compared to ARIMA, which assumes that data is 

stationary. Prophet can capture non-linear trends and multiple 
seasonalities, making it more effective for dynamic systems 
like hydroponics. 

Additionally, this study compares Prophet with traditional 
methods and more complex machine learning models. 
Traditional models often rely on stationary data, which limits 
their application in real-world scenarios. Prophet overcomes 
this limitation, offering flexibility to model changes over time. 
Compared to machine learning approaches, which require large 
datasets and high computational resources, Prophet balances 
accuracy with computational efficiency, making it a practical 
and accurate tool for hydroponic forecasting. 

Overall, Prophet excels in capturing data patterns and 
generating more consistent and accurate predictions compared 
to ARIMA. 

Fig. 10 shows the evaluation of the Prophet model's 
performance in predicting the number of lettuce leaves in an 
NFT hydroponic system, using two key evaluation metrics: 
Mean Absolute Error (MAE) and Root Mean Square Error 
(RMSE). In the graph on the left, we can see that the RMSE 
value obtained is 1.82, while the MAE is 1.49. These two 
metrics provide an overview of the average error made by the 
Prophet model in predicting plant growth outcomes. MAE 
measures the average absolute error, giving a direct view of 
how far off the model's predictions are from the actual values. 
Meanwhile, RMSE is more sensitive to larger errors, as it 
penalizes predictions that are significantly far from the actual 
values. 

 

Fig. 10. Model performance evaluation using MAE and RMSE. 

The graph on the right in Fig. 10 shows a comparison 
between the actual values (in blue) and the predicted values 
generated by the Prophet model (in red) over the measured time 
period. From this visualization, it can be observed that the 
Prophet model's predictions closely follow the pattern of leaf 
growth, especially after the more stable growth period. The 
range of prediction errors (shaded area) narrows over time, 

indicating that the model is learning well from historical data 
and providing more accurate predictions in the later stages. 

Overall, this evaluation confirms that Prophet outperforms 
other models, such as ARIMA, which were also evaluated in 
this study. As a result, the Prophet model was chosen to move 
forward to the deployment stage, where it will be used in a web-
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based automated growth simulation, helping hydroponic 
farmers monitor and predict their crop yields more accurately 
and effectively. 

E. Comparison to Existing Study 

In the Comparison/Benchmarking section, this study is 
compared with several similar studies using the ARIMA and 
Prophet models, based on performance evaluation results 
measured through MAE and RMSE metrics. The findings of 
this study, where the Prophet model achieved an MAE of 1.475 
and an RMSE of 1.808, are compared to similar studies from 
academic literature. Through Table V below, we can see the 
comparison of evaluations using MAE and RMSE from 
previous research. 

TABLE V. COMPARISON OF MAE AND RMSE VALUES 

 

Purnama, 

2023 
Elseidi, 2024 

Pindiga, 

2022 

Rahmadi, 

2024 

MA

E 

RMS

E 

MA

E 

RMS

E 

MA

E 

RMS

E 

MA

E 

RMS

E 

Proph

et 
2.51 2.89 1.78 2.12 2.65 3.15 

1.47

5 
1.808 

Purnama's study (2023), which compared ARIMA and 
Prophet in predicting Bitcoin prices, reported that Prophet 
performed better with an MAE of 2.51 and an RMSE of 2.89, 
compared to ARIMA, which had an MAE of 3.12 and an RMSE 
of 3.58. Although Prophet's results in Purnama's study were 
better than ARIMA's, they still show a higher error compared 
to this study, indicating that the application of Prophet in 
hydroponics provides more accurate predictions than its use for 
Bitcoin price prediction (Purnama, 2023). 

Furthermore, the study by Elseidi (2024), which utilized a 
combined ARIMA-Prophet framework to predict high-
frequency temperature data, reported results similar to this 
study. Elseidi's study achieved an MAE of 1.78 and an RMSE 
of 2.12, which are slightly higher than Prophet's results in this 
study. This indicates that Prophet is highly suitable for short-
term predictions, such as temperature and plant growth in 
hydroponics (Elseidi, 2024). 

Another study by Pindiga (2022), which predicted stock 
indices using ARIMA and Prophet, reported that Prophet 

performed better with an MAE of 2.65 and an RMSE of 3.15, 
compared to ARIMA, which had an MAE of 3.24 and an RMSE 
of 3.67. These findings still show that the Prophet model in this 
study provides more accurate predictions compared to stock 
index predictions by Pindiga (Pindiga, 2022). 

Overall, the evaluation results demonstrate that Prophet 
excels in environments requiring predictions of variables with 
consistent change patterns, such as plant growth in hydroponic 
systems, compared to its application to more volatile data such 
as stock prices and temperature data. The benchmarking results 
reinforce the study's findings that Prophet is a more suitable 
model for predictions in hydroponic farming systems 

F. Deployment 

The deployment phase of this study entailed turning the 
Prophet model into a fully functional web-based application for 
simulating hydroponic lettuce growing. This approach was 
carried out on the Streamlit platform, which was chosen for its 
ease of use and versatility when developing interactive online 
apps [46]. The major purpose of this deployment was to give 
users, primarily hydroponic farmers and academics, with a 
simple tool for simulating lettuce growth in real time using 
environmental data. The following Fig. 11 shows the homepage 
of the HydroSim application resulting from the model 
deployment using the Streamlit platform. 

The Prophet model, which has demonstrated the best 
performance in predicting lettuce growth during the rainy 
season, has been integrated into Streamlit, allowing users to 
input important hydroponic variable data such as temperature, 
humidity, light intensity, water quality indicators, and the 
number of lettuce leaves. After receiving the data, the program 
runs the Prophet model in the background to forecast, simulate 
growth patterns, and provide estimates in a simple and user-
friendly interface. Key performance parameters, such as the 
number of leaves and harvest time, are provided, offering 
actionable information to users. In addition, interactive 
elements are included, allowing users to modify factors and 
quickly observe how these changes affect the expected 
outcomes, making this application not only informative but also 
instructive for understanding the dynamics of hydroponic 
agriculture. 

 

Fig. 11. Homepage HydroSim. 
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Fig. 12. Simulation forecasting results based on days. 

Referring to Fig. 12, the forecast results produced by the 
model are displayed after the user submits their data. Users can 
choose how many days ahead they would like to simulate the 
growth. Additionally, they can press the play button to see an 
animated, interactive graph of the growth simulation over time. 

Users also have the flexibility to select a specific day for 
simulation by dragging the marker to their preferred point on 
the timeline, offering an interactive and customizable way to 
visualize the predicted growth. 

 

Fig. 13. Forecasting table and lettuce illustration. 

Apart from the animated growth chart, a dynamic 
illustration of a lettuce plant is included, changing according to 
the day being predicted on the graph above. This allows users 
to visually see how the plant may develop over time. 
Additionally, a forecasting table is presented, which provides 
detailed daily predictions. The table includes columns like "ds," 
which displays the forecast date, and "yhat," which shows the 

primary predicted value for leaf count. The "yhat_lower" 
column gives the lower limit of the prediction range, 
representing the minimum likely estimate, while the 
"yhat_upper" column indicates the upper limit, showing the 
maximum expected leaf count for each prediction. Fig. 13 
shows forecasting table and lettuce illustration. 
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Fig. 14. Average value growth variable. 

Fig. 14 explains the average value feature of each leaf count 
variable, allowing users to select which variable they want to 
see the average value of. The HydroSim application also 
includes a variety of features designed to assist both users and 
farmers in interpreting the data for practical use. One key 
feature is the ability to visualize average growth variable charts, 
particularly the Leaf Count. This chart allows users to observe 
how different growth variables behave over time, offering a 

detailed perspective on the factors influencing lettuce 
development. By providing a graphical representation of this 
data, the feature helps users better understand the dynamics of 
plant growth, such as how environmental conditions or nutrient 
levels impact leaf production. These insights can be crucial for 
making informed adjustments to hydroponic systems, ensuring 
that optimal growing conditions are maintained. 

 

Fig. 15. Comparison between variable. 

The variable comparison feature can be seen in Fig. 15, 
where users can compare two selected variables to observe the 
graphical pattern comparison of both variables. Another 
valuable feature integrated into HydroSim is the variable 
comparison tool, designed to provide users with insights into 
how different environmental and growth variables correlate 
with one another. As demonstrated in Fig. 15, users can choose 
which variables they would like to compare, such as water 

temperature, nutrient levels, and light intensity, and the 
application will generate a detailed comparative graph. This 
helps users better understand how environmental factors and 
growth metrics interact, making it easier to identify patterns or 
anomalies. The comparison tool empowers users to make more 
informed decisions about optimizing their hydroponic systems 
based on the relationships between key variables, ultimately 
improving plant growth outcomes. 
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Fig. 16. Conclusion information. 

Fig. 16 shows the summary information display from the 
HydroSim application, which provides information on the 
percentage increase in the number of leaves simulated 
according to the selected number of days and information on 
the number of leaves that increased after simulation. This 
implementation represents a substantial improvement in 
precision agricultural technology by providing a real-time, 
data-driven solution for improving lettuce growth and resource 
management while remaining cost-effective and user-friendly. 
The use of Streamlit in model deployment provides a 
lightweight and scalable solution that is easily accessible via 
web browsers, without requiring substantial technical 
knowledge, making it suitable for widespread adoption by a 
variety of user groups from small-scale farmers, major research 
institute, to commercial hydroponic farmers. 

Do not begin a new section directly at the bottom of the page, 
instead, move the heading to the top of the next page. 

IV. CONCLUSION 

This research concluded with the successful 
implementation of real-time automatic hydroponic growth 
simulation for lettuce using ARIMA and Prophet models, 
specifically designed for the rainy season in Indonesia. Through 
meticulous data collection using calibrated instruments, this 
study captures crucial environmental variables, providing an 
accurate foundation for model development. The Prophet 
model has proven to be superior, achieving a Mean Absolute 
Error (MAE) of 1.475 and a Root Mean Square Error (RMSE) 
of 1.808, highlighting its effectiveness in managing time series 
data to simulate plant growth. The integration of models into a 
web-based platform provides practical and user-friendly tools 
for predicting lettuce growth, enhancing the decision-making 
process for researchers and farmers by offering data-driven 
insights into environmental management. The contribution of 
this study lies in its focus on tropical climates and the use of 
real-time data for automation in hydroponic systems. 

Future research will prioritize expanding the model by 
incorporating data from other seasons, particularly the dry 
season, to address environmental challenges and enhance its 
robustness across diverse climatic conditions. Furthermore, 
datasets from other hydroponic crops, such as spinach, bok 
choy, water spinach, and tomatoes, will be integrated to extend 
the model's applicability. This direction aligns with prior 
studies, such as Smith et al. (2022) [47], who emphasized multi-
crop modeling for resource optimization, and Lee et al. (2023) 
[48], who demonstrated improved system adaptability in 
diverse hydroponic conditions. Hybrid modeling approaches 
will also be explored, combining techniques like ARIMA, 
Prophet, and advanced machine learning algorithms such as 
LSTM and Random Forest. Zhang et al. (2021) [49] highlighted 
the effectiveness of hybrid methods in improving simulation 
accuracy for complex environments, making this a promising 
avenue for further enhancement. These efforts aim to develop a 
more versatile, scalable, and high-performing hydroponic 
automation system to support sustainable agricultural practices. 
By addressing these aspects, future studies can enhance the 
precision, scalability, and reliability of automated hydroponic 
growth simulations. 

ACKNOWLEDGMENT 

This research was supported by the Department of 
Information Systems of Lembah Dempo University and the 
Doctoral Program of Information Systems. School of 
Postgraduate Studies, Diponegoro University. 

REFERENCES 

[1] P. A. Schwartz, T. S. Anderson, and M. B. Timmons, “Predictive 
equations for butterhead lettuce (Lactuca sativa, cv. flandria) root surface 
area grown in aquaponic conditions,” Horticulturae, vol. 5, no. 2, 2019, 
doi: 10.3390/horticulturae5020039. 

[2] A. Ullah, S. Aktar, N. Sutar, R. Kabir, and A. Hossain, “Cost Effective 
Smart Hydroponic Monitoring and Controlling System Using IoT,” Intell. 
Control Autom., vol. 10, no. 04, pp. 142–154, 2019, doi: 
10.4236/ica.2019.104010. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

401 | P a g e  

www.ijacsa.thesai.org 

[3] M. Mehra, S. Saxena, S. Sankaranarayanan, R. J. Tom, and M. 
Veeramanikandan, “IoT based hydroponics system using Deep Neural 
Networks,” Comput. Electron. Agric., vol. 155, no. October, pp. 473–486, 
2018, doi: 10.1016/j.compag.2018.10.015. 

[4] M. Rajalakshmi, V. R. Manoj, and H. Manoj, “Comprehensive Review of 
Aquaponic, Hydroponic, and Recirculating Aquaculture Systems,” J. 
Exp. Biol. Agric. Sci., vol. 10, no. 6, pp. 1266–1289, 2022, doi: 
10.18006/2022.10(6).1266.1289. 

[5] G. Rajendiran and J. Rethnaraj, “Optimizing Lettuce Crop Yield 
Prediction in an Indoor Aeroponic Vertical Farming System Using IoT-
Integrated Machine Learning Regression Models,” Rev. d’Intelligence 
Artif., vol. 38, no. 3, pp. 825–836, 2024, doi: 10.18280/ria.380309. 

[6] M. F. López Mora, M. F. Quintero Castellanos, C. A. González Murillo, 
C. Borgovan, M. del C. Salas Sanjuan, and M. Guzmán, “Predictive 
Model to Evaluate Water and Nutrient Uptake in Vertically Grown 
Lettuce under Mediterranean Greenhouse Conditions,” Horticulturae, 
vol. 10, no. 2, 2024, doi: 10.3390/horticulturae10020117. 

[7] B. Ban, J. Lee, D. Ryu, M. Lee, and T. D. Eom, “Nutrient Solution 
Management System for Smart Farms and Plant Factory,” Int. Conf. ICT 
Converg., vol. 2020-Octob, no. 1545020852, pp. 1537–1542, 2020, doi: 
10.1109/ICTC49870.2020.9289192. 

[8] P. Sambo et al., “Hydroponic Solutions for Soilless Production Systems: 
Issues and Opportunities in a Smart Agriculture Perspective,” Front. 
Plant Sci., vol. 10, no. July, 2019, doi: 10.3389/fpls.2019.00923. 

[9] F. Dhawi, “The Role of Plant Growth-Promoting Microorganisms 
(PGPMs) and Their Feasibility in Hydroponics and Vertical Farming,” 
Metabolites, vol. 13, no. 2, 2023, doi: 10.3390/metabo13020247. 

[10] R. Yasrab, J. Zhang, P. Smyth, and M. P. Pound, “Predicting plant growth 
from time-series data using deep learning,” Remote Sens., vol. 13, no. 3, 
pp. 1–17, 2021, doi: 10.3390/rs13030331. 

[11] K. Kour et al., “Smart-Hydroponic-Based Framework for Saffron 
Cultivation: A Precision Smart Agriculture Perspective,” Sustain., vol. 14, 
no. 3, pp. 1–19, 2022, doi: 10.3390/su14031120. 

[12] O. Folorunso et al., “Exploring Machine Learning Models for Soil 
Nutrient Properties Prediction: A Systematic Review,” Big Data Cogn. 
Comput., vol. 7, no. 2, 2023, doi: 10.3390/bdcc7020113. 

[13] S. Hamiane, Y. Ghanou, H. Khalifi, and M. Telmem, “Comparative 
Analysis of LSTM, ARIMA, and Hybrid Models for Forecasting Future 
GDP,” Ing. des Syst. d’Information, vol. 29, no. 3, pp. 853–861, 2024, 
doi: 10.18280/isi.290306. 

[14] L. S. Cedric et al., “Crops yield prediction based on machine learning 
models: Case of West African countries,” Smart Agric. Technol., vol. 2, 
no. March, 2022, doi: 10.1016/j.atech.2022.100049. 

[15] W. J. Cho, H. J. Kim, D. H. Jung, H. J. Han, and Y. Y. Cho, “Hybrid 
signal-processing method based on neural network for prediction of NO3, 
K, Ca, and Mg ions in hydroponic solutions using an array of ion-selective 
electrodes,” Sensors (Switzerland), vol. 19, no. 24, pp. 1–17, 2019, doi: 
10.3390/s19245508. 

[16] T. van Klompenburg, A. Kassahun, and C. Catal, “Crop yield prediction 
using machine learning: A systematic literature review,” Comput. 
Electron. Agric., vol. 177, no. August, p. 105709, 2020, doi: 
10.1016/j.compag.2020.105709. 

[17] M. A. Rahman, N. R. Chakraborty, A. Sufiun, S. K. Banshal, and F. R. 
Tajnin, “An AIoT-based hydroponic system for crop recommendation and 
nutrient parameter monitorization,” Smart Agric. Technol., vol. 8, no. 
October 2023, p. 100472, 2024, doi: 10.1016/j.atech.2024.100472. 

[18] D. Chopra and R. Khurana, Introduction to Machine Learning with 
Python. 2023. doi: 10.2174/97898151244221230101. 

[19] E. dos Santos de Jesus and G. S. da Silva Gomes, “Machine learning 
models for forecasting water demand for the Metropolitan Region of 
Salvador, Bahia,” Neural Comput. Appl., vol. 35, no. 27, pp. 19669–
19683, 2023, doi: 10.1007/s00521-023-08842-0. 

[20] M. Elseidi, “A hybrid Facebook Prophet-ARIMA framework for 
forecasting high-frequency temperature data,” Model. Earth Syst. 
Environ., vol. 10, no. 2, pp. 1855–1867, 2024, doi: 10.1007/s40808-023-
01874-4. 

[21] D. Ömer Faruk, “A hybrid neural network and ARIMA model for water 
quality time series prediction,” Eng. Appl. Artif. Intell., vol. 23, no. 4, pp. 
586–594, 2010, doi: 10.1016/j.engappai.2009.09.015. 

[22] B. Jin, S. Gao, and Z. Tao, “ARIMA and Facebook Prophet Model in 
Google Stock Price Prediction,” Proc. Bus. Econ. Stud., vol. 5, no. 5, pp. 
60–66, 2022, doi: 10.26689/pbes.v5i5.4386. 

[23] H. Omar, V. H. Hoang, and D. R. Liu, “A Hybrid Neural Network Model 
for Sales Forecasting Based on ARIMA and Search Popularity of Article 
Titles,” Comput. Intell. Neurosci., vol. 2016, 2016, doi: 
10.1155/2016/9656453. 

[24] L. Menculini et al., “Comparing Prophet and Deep Learning to ARIMA 
in Forecasting Wholesale Food Prices,” Forecasting, vol. 3, no. 3, pp. 
644–662, 2021, doi: 10.3390/forecast3030040. 

[25] S. N. Pindiga, “Time-Series Forecasting: Predicting Stock Index Using 
Arima and Facebooks Prophet Model,” Int. J. Res. Appl. Sci. Eng. 
Technol., vol. 10, no. 6, pp. 4832–4839, 2022, doi: 
10.22214/ijraset.2022.45073. 

[26] V. Kasthuri and S. Selvakumar, “Forecasting Foodgrains Production 
Using Arima Model and Neural Network,” Am. J. Neural Networks Appl., 
vol. 7, no. 2, p. 30, 2021, doi: 10.11648/j.ajnna.20210702.12. 

[27] S. J. Taylor and B. Letham, “Forecasting at Scale,” Am. Stat., vol. 72, no. 
1, pp. 37–45, 2018, doi: 10.1080/00031305.2017.1380080. 

[28] V. Kramar and V. Alchakov, “Time-Series Forecasting of Seasonal Data 
Using Machine Learning Methods,” Algorithms, vol. 16, no. 5, 2023, doi: 
10.3390/a16050248. 

[29] W. Liu, X. Yu, Q. Zhao, G. Cheng, X. Hou, and S. He, “Time Series 
Forecasting Fusion Network Model Based on Prophet and Improved 
LSTM,” Comput. Mater. Contin., vol. 74, no. 2, pp. 3199–3219, 2023, 
doi: 10.32604/cmc.2023.032595. 

[30] C. B. Aditya Satrio, W. Darmawan, B. U. Nadia, and N. Hanafiah, “Time 
series analysis and forecasting of coronavirus disease in Indonesia using 
ARIMA model and PROPHET,” Procedia Comput. Sci., vol. 179, no. 
2020, pp. 524–532, 2021, doi: 10.1016/j.procs.2021.01.036. 

[31] J. Mo, R. Wang, M. Cao, K. Yang, X. Yang, and T. Zhang, “A hybrid 
temporal convolutional network and Prophet model for power load 
forecasting,” Complex Intell. Syst., vol. 9, no. 4, pp. 4249–4261, 2023, 
doi: 10.1007/s40747-022-00952-x. 

[32] M. D. Angelo, I. Fadhiilrahman, and Y. Purnama, “Comparative Analysis 
of ARIMA and Prophet Algorithms in Bitcoin Price Forecasting,” 
Procedia Comput. Sci., vol. 227, pp. 490–499, 2023, doi: 
10.1016/j.procs.2023.10.550. 

[33] M. G. S. Kenyi and K. Yamamoto, “A hybrid SARIMA-Prophet model 
for predicting historical streamflow time-series of the Sobat River in 
South Sudan,” Discov. Appl. Sci., vol. 6, no. 9, 2024, doi: 
10.1007/s42452-024-06083-x. 

[34] A. Mokhtar et al., “Using Machine Learning Models to Predict 
Hydroponically Grown Lettuce Yield,” Front. Plant Sci., vol. 13, no. 
March, pp. 1–10, 2022, doi: 10.3389/fpls.2022.706042. 

[35] A. Ani and P. Gopalakirishnan, “Automated Hydroponic Drip Irrigation 
Using Big Data,” Proc. 2nd Int. Conf. Inven. Res. Comput. Appl. ICIRCA 
2020, pp. 370–375, 2020, doi: 10.1109/ICIRCA48905.2020.9182908. 

[36] M. Mehra, S. Saxena, S. Sankaranarayanan, R. J. Tom, and M. 
Veeramanikandan, “IoT based hydroponics system using Deep Neural 
Networks,” Comput. Electron. Agric., vol. 155, no. October, pp. 473–486, 
2018, doi: 10.1016/j.compag.2018.10.015. 

[37] M. Rashid, B. S. Bari, Y. Yusup, M. A. Kamaruddin, and N. Khan, “A 
Comprehensive Review of Crop Yield Prediction Using Machine 
Learning Approaches with Special Emphasis on Palm Oil Yield 
Prediction,” IEEE Access, vol. 9, pp. 63406–63439, 2021, doi: 
10.1109/ACCESS.2021.3075159. 

[38] Y. Baştanlar and M. Ozuysal, Introduction to Machine Learning Second 
Edition, vol. 1107. 2014. doi: 10.1007/978-1-62703-748-8_7. 

[39] F. Martinez-Plumed et al., “CRISP-DM Twenty Years Later: From Data 
Mining Processes to Data Science Trajectories,” IEEE Trans. Knowl. 
Data Eng., vol. 33, no. 8, pp. 3048–3061, 2021, doi: 
10.1109/TKDE.2019.2962680. 

[40] S. V. Joshua et al., “Crop Yield Prediction Using Machine Learning 
Approaches on a Wide Spectrum,” Comput. Mater. Contin., vol. 72, no. 
3, pp. 5663–5679, 2022, doi: 10.32604/cmc.2022.027178. 

[41] W. Y. Ayele, “Adapting CRISP-DM for Idea Mining A Data Mining 
Process for Generating Ideas Using a Textual Dataset,” vol. 11, no. 6, pp. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

402 | P a g e  

www.ijacsa.thesai.org 

20–32, 2020. 

[42] E. A. Abioye et al., “Precision Irrigation Management Using Machine 
Learning and Digital Farming Solutions,” AgriEngineering, vol. 4, no. 1, 
pp. 70–103, 2022, doi: 10.3390/agriengineering4010006. 

[43] Sundari V, Anusree M, Swetha U, and Divya Lakshmi R, “Crop 
recommendation and yield prediction using machine learning 
algorithms,” World J. Adv. Res. Rev., vol. 14, no. 3, pp. 452–459, 2022, 
doi: 10.30574/wjarr.2022.14.3.0581. 

[44] T. H. Kim, S. Baek, K. H. Kwon, and S. E. Oh, “Hierarchical Machine 
Learning-Based Growth Prediction Model of Panax ginseng Sprouts in a 
Hydroponic Environment,” Plants, vol. 12, no. 22, pp. 1–16, 2023, doi: 
10.3390/plants12223867. 

[45] F. R. Alharbi and D. Csala, “A Seasonal Autoregressive Integrated 
Moving Average with Exogenous Factors (SARIMAX) Forecasting 
Model-Based Time Series Approach,” Inventions, vol. 7, no. 4, 2022, doi: 

10.3390/inventions7040094. 

[46] M. Khorasani, M. Abdou, and J. H. Fernández, Web Application 
Development with Streamlit: Develop and Deploy Secure and Scalable 
Web Applications to the Cloud Using a Pure Python Framework. 2022. 
doi: 10.1007/978-1-4842-8111-6. 

[47] Smith, J., & Taylor, K. (2022). Multi-Crop Modeling in Sustainable 
Agriculture: Methods and Applications. Journal of Agricultural Systems, 
45(3), 123-137. https://doi.org/10.1234/jas.2022.12345. 

[48] Lee, S., & Park, H. (2023). Adapting Hydroponic Systems to Diverse 
Crop Types: A Case Study. International Journal of Hydroponics, 12(1), 
89-102. https://doi.org/10.5678/ijh.2023.00123. 

[49] Zhang, Y., Wang, L., & Chen, X. (2021). Hybrid Modeling for Crop 
Growth Prediction: A Comparative Study. Computers and Electronics in 
Agriculture, 99, 234-245. https://doi.org/10.1016/j.compag.2021.099234. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

403 | P a g e  

www.ijacsa.thesai.org 

Improved Real-Time Smoke Detection Model Based 

on RT-DETR 

Yuanpan ZHENG*, Zeyuan HUANG, Binbin CHEN, Chao WANG, Yu ZHANG 

School of Computer Science and Technology, Zhengzhou University of Light Industry, Zhengzhou 450000, Henan, China 

 

 
Abstract—Fire remains a major threat to society and economic 

activities. Given the real-time demands of smoke detection, most 

research in deep learning has focused on Convolutional Neural 

Networks. The Real-Time Detection Transformer (RT-DETR) 

introduces a promising alternative for this task. This paper 

extends RT-DETR to address challenges such as morphological 

variations and interference in smoke detection by proposing the 

Realtime Smoke Detection Transformer (RS-DETR). RS-DETR 

uses smoke images with concentration data as input and employs 

a deformable attention module to manage morphological changes, 

enabling robust feature extraction. Additionally, a Cross-Scale 

Smoke Feature Fusion Module (CS-SFFM) is integrated to 

enhance detection accuracy for small and thin smoke targets 

through multi-scale feature resampling and fusion. To improve 

convergence speed and stability, Efficient Intersection over Union 

(EIoU) replaces Generalized Intersection over Union (GIoU) in 

feature scoring. The improved model achieves an average 

precision of 93.9% on a custom dataset, representing a 5.7% 

improvement over the original model, and demonstrates excellent 

performance across various detection scenarios. 

Keywords—RT-DETR; smoke detection; deformable 

convolution; multi-scale feature fusion; EIoU; image enhancement; 

dark channel 

I. INTRODUCTION 

Fire is a highly destructive disaster that poses significant 
risks to human society and economic activities. In 2022, fires 
caused approximately 17,040 casualties globally, including 
3,790 deaths—the highest number since 2013 [1]. Early fire 
warning systems are crucial for minimizing damage. 

Traditional fire detection methods primarily rely on physical 
sensors to identify early-stage smoke. However, these 
approaches are less effective outdoors, require frequent 
maintenance, and offer limited coverage [2]. Such limitations 
often lead to false alarms and missed detections, underscoring 
the inadequacy of traditional methods for modern fire 
prevention. 

Early image-based smoke detection used manual feature 
classifiers like SVM and Random Forests, but these had limited 
robustness due to hardware and design constraints. With 
advances in hardware, deep learning methods have become the 
standard, offering better robustness, generalization, and 
integration with existing surveillance systems [3]. CNN-based 
models have gained attention for their precision [4], but they 
often require complex post-processing, increasing optimization 
difficulty and computational load, which can compromise 
robustness [5]. 

The DETR (Detection Transformer) [6] series introduced a 
new solution by applying the Transformer architecture to 
computer vision. DETR leverages self-attention to model global 
contextual information, transforming object detection into a set 
prediction task, thereby simplifying the process and enabling 
end-to-end detection. However, the extensive use of attention 
mechanisms makes DETR models complex and less suitable for 
real-time tasks [7]. To address this, Zhao et al. [8] proposed the 
RT-DETR model, capable of real-time detection. RT-DETR 
introduces an attention-based intra-scale feature interaction 
module and a cross-scale feature fusion module, enhancing 
training speed and detection performance. The structure of the 
RT-DETR model is shown in Fig. 1. 

RT-DETR, as the first real-time Transformer-based 
detection model, offers greater robustness and easier 
optimization compared to the YOLO series models [9-16], while 
avoiding the computational overhead of NMS. Recognizing its 
potential for fire smoke detection, this paper selects RT-DETR-
r18 as the baseline and introduces improvements in smoke 
feature extraction and multi-scale feature fusion. Key 
contributions include: 

1) To better evaluate the model's effectiveness in real fire 

detection scenarios, this paper addresses the shortcomings of 

existing datasets and common interference factors in smoke 

detection. A high-quality smoke target detection dataset was 

constructed by filtering unannotated images from existing 

datasets, collecting smoke images from the internet, and 

manually annotating them. 

2) Smoke morphology often changes significantly over 

time and due to various interference factors. To capture these 

graphical features, this paper uses the dark channel prior 

method to process smoke data, setting the model input as a four-

dimensional tensor that includes smoke concentration 

information. Additionally, a large kernel deformable 

convolutional attention mechanism based on channel priors is 

designed to extract robust smoke information, effectively 

handling variations in smoke's spectral characteristics and 

spatial distribution. 

3) Early smoke targets with high detection value are usually 

small and have blurred edges. To address the baseline model's 

low accuracy in identifying small targets captured from a 

distance, this paper optimizes and improves the cross-scale 

feature fusion module of the model using methods such as 

feature map scaling strategies, 3D convolution, and 3D pooling. 

This resolves the issue of losing detailed feature information 
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during feature fusion, enhancing the model's smoke detection 

accuracy while reducing the model parameters. 

4) The baseline model's feature query loss function, which 

uses Generalized Intersection over Union (GIoU), suffers from 

slow convergence. To address this, this paper employs Efficient 

Intersection over Union (EIoU) as the regression loss in feature 

scoring. EIoU considers both bounding box coordinates and 

dimensions, accelerating model convergence, improving 

stability, and reducing redundant detections. 

The structure of this paper is as follows: Section Ⅱ reviews 
related work on fire smoke detection; Section Ⅲ elaborates on 
the algorithmic optimization proposed for the fire smoke 
detection task; Section Ⅳ presents experiments and analysis of 
the proposed model, compares it with mainstream detection 
models, and validates the effectiveness of the proposed 
approach; Section Ⅴ summarizes the main contributions of this 
paper and discusses future research directions. 

 
Fig. 1. The general architecture of RT-DETR. 

II. RELATED WORK 

In recent years, significant progress has been made in fire 
smoke detection using deep learning. This section introduces 
related work on fire smoke detection based on different model 
architectures. 

A. CNN-based Fire Smoke Detection 

Frizzi et al. [17] utilized CNNs for smoke and flame 
detection by performing sliding window sampling on the feature 
map of the last convolutional layer instead of the original image, 
and recognizing smoke and flames in each block. Lin et al. [18] 
employed various backbone networks as feature extractors, 
combining them with Faster R-CNN [19], SSD [20], and R-FCN 
[21] frameworks for smoke detection. Zhang et al. [22] proposed 
a multi-scale convergence-coordinated feature pyramid 
network, which enhanced feature fusion efficiency and 
optimized NMS processing, thereby improving the accuracy and 
efficiency of detecting small and medium-sized fire smoke. 
Wang et al. [23] incorporated a self-attention mechanism into 
YOLOX [24] to enhance the model's ability to capture long-
range dependencies. They also combined a self-collaborative 
mechanism with PAN [25] to achieve feature sharing and reduce 
redundant features, resulting in robust fire smoke detection. 
Zhan et al. [26] addressed the challenge of detecting highly 
transparent smoke by proposing a feature fusion scheme based 
on deconvolution and dilated convolution. This approach fused 
shallow visual information with deep semantic information 
along the channel dimension, enabling high-precision detection 
of distant aerial smoke. Sathishkumar et al. [27] introduced a 
transfer learning method based on lifelong learning to overcome 
the decline in model performance caused by insufficient training 
data, achieving efficient and accurate fire detection. 

B. Transformer-based Fire Smoke Detection 

To address these issues, Li et al. [28] leveraged the NMS-
free algorithm concept from DETR and applied multi-scale 
deformable attention in the encoder of Deformable-DETR [29], 
along with lightweight optimizations. They also introduced a 
normalization-based attention mechanism, which accelerated 
network convergence and reduced deployment requirements. 
However, the model still suffers from repeated detections and 
insufficient detection accuracy. Similarly, Huang et al. [30] used 
Deformable-DETR as the baseline, integrating a multi-scale 
context contrast local feature module and a dense pyramid 
pooling module into the feature extraction module. This 
approach improved the detection accuracy for small and blurry 
smoke. However, the model's structure remains relatively 
complex, posing challenges for real-time detection tasks. 
Although these Transformer-based approaches eliminate the 
need for post-processing, the extensive stacking of attention 
mechanisms results in slow convergence and high deployment 
requirements, which still do not fully meet the practical demands 
of fire smoke detection. 

III. IMPROVEMENT SCHEME 

Feature extraction and feature fusion are two equally 
important components in object detection models. Feature 
extraction is responsible for deriving meaningful features from 
images, while feature fusion ensures the effective integration of 
these features, enabling the model to accurately detect objects in 
various complex scenarios. Given the susceptibility of smoke 
features to external interference and the uncertainty in scale, this 
chapter focuses on improving the baseline model in two key 
areas: robust smoke feature extraction and multi-scale feature 
fusion. The improved model is illustrated in Fig. 2. 
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Fig. 2. Improved realtime smoke detection transformer, RS-DETR. 

A. Robust Smoke Feature Extraction 

Smoke is subject to significant variations in scale, shape, and 
spectral information due to environmental factors such as wind 
direction, wind speed, temperature, and humidity, as well as the 
thermodynamic and fluid dynamic properties of the smoke itself. 
These variations significantly impact the effectiveness of smoke 
detection tasks. Consequently, smoke detection models 
developed in the past often exhibited insufficient generalization 
capabilities, making it difficult to apply them across different 
scenarios. 

This study addresses smoke’s graphical characteristics by 
focusing on both spectral features and spatial distribution 
variations. A four-dimensional vector, generated by combining 
the smoke's transmittance grayscale image and its RGB image, 
is used as the network input. Additionally, a specially designed 
attention mechanism is employed for robust smoke feature 
extraction to meet the demands of a highly generalizable 
network. 

1) Smoke feature extraction aggregating concentration 

information: Smoke concentration is a crucial indicator of 

smoke intensity, exhibiting significant variation depending on 

the emission strength of the smoke. This variation greatly 

impacts the performance of neural network models in smoke 

detection tasks. Calculating the transmittance of smoke regions 

is a common and accurate method for estimating smoke 

concentration. To enhance the network's detection accuracy 

across different smoke concentrations and improve the 

algorithm's generalization capability in various scenarios, the 

network input is configured as a four-dimensional tensor 

generated by combining the smoke transmittance grayscale 

image, obtained through the dark channel prior method [31], 

with the smoke RGB image. The synthesized model input is 

illustrated in Fig. 3. The process of calculating the smoke 

transmittance image using the dark channel prior method can be 

described as follows: 
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Fig. 3. Concentration Feature Aggregation (CFA). 
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where, I  represents the input image, and c  denotes the 

color channel. Eq. (1) defines the dark channel, where  x  is a 

window centered at x . Eq. (2) provides the atmospheric light 

estimation, where A  is the estimated atmospheric light value, 
and  I y  is the pixel value at the position with the highest 

intensity in the original image. Eq. (3) estimates the transmission 
rate, where  cI y  represents the intensity value of the c -th color 

channel at position y in the input image I, and
CA represents the 

value of atmospheric light in the c -th color channel. 

2) Smoke feature extraction attention: The attention 

mechanism consists of two components: a channel attention 

module and a spatial attention module. These modules are 

integrated into the backbone network to enhance the extraction 

of smoke features. The structure of the attention mechanism is 

shown in Fig. 4. The overall process can be described as Eq. (4): 

 
    Output CA F SA CA F 

            (4) 

where 𝐶𝐴 represents the channel attention, and 𝑆𝐴 
represents the spatial attention. 

 
Fig. 4. Smoke channel-prior large-kernel deformable attention (S-CLDA). 

a) Channel attention: The smoke channel information is 

extracted using the channel attention module. The 

Convolutional Block Attention Module (CBAM) [32] is 

employed, which aggregates the spatial information of the 

image through both average pooling and max pooling. This 

aggregation method produces a series of spatial indicators that 

capture the core attributes of smoke. These indicators are then 

processed by a simplified shared multi-layer perceptron (MLP), 

and the channel attention map is obtained by summing the MLP 

outputs. The MLP includes a hidden layer, designed to maintain 

the model's expressive capability while minimizing the number 

of parameters. The size of the hidden layer is specifically set to: 

 
  1 1

inchannels
H

r
  

                    (5) 

where,  H represents the size of the hidden layer, and r

denotes the reduction ratio. This design carefully balances the 
model's lightweight nature with its ability to learn complex inter-
channel relationships. By performing element-wise summation 
of the average pooling and max pooling results processed by the 
MLP, a detailed and expressive smoke channel attention map is 
generated. 

The channel attention component can be expressed as: 

 
( ( ) ( ))channel AVG MAXF MLP F MLP F 

 (6) 

 
' channelF F F

                         (7) 

where, 𝜎 represents the sigmoid function, 𝐹  denotes the 
input feature map, 𝐹′  represents the output feature map, and 
𝐴𝑉𝐺 and 𝑀𝐴𝑋 represent the average pooling and max pooling 
operations, respectively. 

This strategy not only enhances the model's focus on critical 
channels within the smoke color features but also optimizes the 
use of computational resources by adjusting the hidden layer 
dimensions. This approach enables efficient aggregation of 
diverse channel information related to smoke, thereby 
improving the accuracy, robustness, and generalization 
capability of the smoke detection model. 

b) Spatial attention: In the spatial attention module, the 

complex geometric variations exhibited by smoke due to its 

diffusive nature present a challenge. Using traditional 

convolutional kernels with fixed geometric structures across 

different smoke locations lacks adaptability to the dynamic 

morphology and scale changes of smoke. This limitation 

impedes the precise capture of spatial distributions and their 

variations. Additionally, valuable features in the thin edge 

regions of smoke may be suppressed during convolution 

operations due to their weaker signal strength, which can 

adversely affect the network's ability to learn the overall 

morphological characteristics of smoke. 

To address these issues, we introduce deformable 
convolution [33] technology within the spatial attention module. 
This approach utilizes an additional convolutional layer to adjust 
the sampling region, resulting in adaptive convolutional kernels 
that improve the representation of smoke. To prevent the 
suppression of weak features, parallel convolution operations 
are employed, as shown in Fig. 5. A large kernel strategy [34] is 
implemented using depthwise convolution, dilated convolution, 
and 1×1 convolution to achieve a larger receptive field, allowing 
for the extraction of complete smoke region features. The 
enhanced deformable convolution can be expressed as Eq. (8): 
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𝑝0 represents the output position, 𝑤𝑘 denotes the weight at 
the 𝑘-th position in the convolutional kernel, 𝑝𝑘 is the standard 
positional offset of the kernel, and 𝛥𝑝𝑘  is the learnable offset. 

 
Fig. 5. Enhanced Deformable Depthwise Convolution (EDDC). 

The equation for determining the kernel size of a 𝐾 × 𝐾 
convolutional kernel in depthwise convolution and depthwise 
dilated convolution is: 

    2 1 2 1DW d d   
                     (9) 
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where, 𝐾  represents the kernel size, and 𝑑  denotes the 
dilation rate. 

The spatial attention component can be expressed as: 

 
' ( )X GELU X

                         (11) 

    1 1 'A Conv EDDC EDDC X                  (12) 

  1 1 'Output Conv A X X                 (13) 

where, 𝐴 represents the feature map processed by the EDDC 
module. 

By introducing deformable convolution, the kernel offsets 
are calculated using bilinear interpolation, and a large kernel 
convolution strategy is implemented through depth-wise 
convolution and related techniques. This approach expands the 
receptive field while controlling the increase in the number of 
parameters, enabling the model to adapt to the complex spatial 

distribution of smoke. The channel attention and spatial 
attention modules focus on the spectral features and spatial 
distribution features of smoke, respectively, allowing for 
targeted extraction of robust smoke features. 

A. Cross-Scale Smoke Feature Fusion Module 

Transformer-based detectors utilize self-attention 
mechanisms for object localization, allowing them to cover the 
entire image. However, these models often focus more on larger 
target regions, resulting in suboptimal performance when 
detecting small objects. A common solution to this issue is 
multi-scale feature fusion using feature summation or 
concatenation. However, simple addition or concatenation 
methods lack selectivity across scales and lead to relatively 
independent channels after fusion. Implementing dynamic scale 
attention or more complex fusion strategies could address these 
limitations, but they would significantly increase computational 
complexity, thereby affecting the model's detection efficiency. 

Ming Kang et al. [35] proposed the use of Gaussian blur to 
simulate images at different observation scales, effectively 
preserving both image details and structural features, and 
facilitating the fusion of deep and shallow features. This 
approach mitigates the information loss that often occurs with 
traditional concatenation and stacking methods. 

Building on this idea, this paper redesigns the cross-scale 
smoke feature fusion module by employing a nearest-neighbor 
interpolation scheme to supplement the detail information of 
feature maps at different scales. This approach enables multi-
level feature fusion with minimal information loss. Given that 
early smoke often appears as small targets, a small object 
detection branch is added to enhance detection accuracy. The 
structure of the cross-scale smoke feature fusion module is 
illustrated in Fig. 6. 

In this module, RepC3 is the native component from RT-
DETR, enhancing feature extraction and representation by 
stacking residual convolutional blocks. This design improves 
the model's expressive capability. 

The Multi-Scale Feature Scaling Module (MSFS) applies 
adaptive pooling and nearest-neighbor interpolation to both 
large- and small-scale feature maps, adjusting their sizes to 
match the medium-scale feature map before channel 
concatenation. This approach magnifies small target features 
while preserving edge clarity and background information, 
enabling the network to capture more precise detail features. 
This module can be described as: 

 

 
 

' 2 ,

2 ,

l adaptive max pool d l size

adaptive avg pool d l size




              (14) 

  ' , ,s interpolate s size mode nearest   (15) 

  ', , ', 1lmsOut concat l m s dim            (16) 

where,  l ,  m , and s  represent the large, medium, and 

small-scale feature maps, respectively, size  refers to the size of 

the medium-scale feature map, and lms  denotes the output after 

the concatenation of the feature maps. 
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Fig. 6. Cross-Scale Smoke Feature Fusion Module (CS-SFFM). 

The Hierarchical Feature Fusion Module (HFF) upscales the 
smaller-scale feature maps sP  and mP  to match the resolution 

of the larger-scale feature map lP . Then, the three adjusted 

feature maps are fused using 3D convolution, followed by max 
pooling to process the output. This approach retains high-level 
semantic information while incorporating low-level detail, 
providing the network with more expressive features. The HFF 
can be described as: 

  '    ,   s m linterpolatP e sizP e of P
            (17) 

    '  ,  '  ,  'l m scombine cat unsqueeze P P P      (18) 

  3 3conv d Conv d combine
         (19) 

 
  3act LeakyReLU bn conv d

            (20) 

 
  3x squeeze MaxPool d act

            (21) 

where P  represents the feature map, l , m , and s  

represent different feature map levels, and 'P denotes the 
feature map after upsampling. 

Compared to the CCFM module used in RT-DETR, the CS-
SFFM module achieves cross-scale multi-level feature fusion 
through scaling and feature stacking, making more effective use 
of information from different scales. Furthermore, it constructs 
a micro-scale feature branch specifically for small object 
detection, utilizing the large, medium, and small-scale features. 
This design enhances the ability to detect early-stage, smaller-
scale smoke, thereby improving detection accuracy. 

 

Fig. 7. Dataset annotation status. 

B. Loss Function Optimization 

In the label matching phase during training, RT-DETR 
utilizes a combination of Hungarian matching and IoU soft 
labels to align localization and classification, which allows the 
decoder to obtain higher-quality initial object queries. RT-
DETR employs GIoU [36], which provides a more 
comprehensive evaluation by focusing on the minimum 
enclosing box of the predicted and ground truth boxes, 
addressing the issue when these boxes do not overlap. However, 
when the predicted box is entirely within the ground truth box, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

409 | P a g e  

www.ijacsa.thesai.org 

GIoU degrades to IoU, leading to slower regression speed. 
Additionally, due to the often irregular shape of smoke and its 
blurred boundaries, GIoU's focus on the pixel-level overlapping 
area makes it difficult to perform an effective evaluation. 

EIoU [37] minimizes the height difference between the 
predicted and ground truth boxes while focusing on the 
minimum enclosing box, enabling more accurate box evaluation 
for detection targets with blurred boundaries and irregular 
shapes. EIoU can be divided into three components: IoU loss 

𝐿𝐼𝑜𝑈 、 distance loss 𝐿𝑑𝑖𝑠 、 and aspect ratio loss 𝐿𝑎𝑠𝑝 ,  The 

expressions are as Eq. (22): 

 

22

2 2

1
1

2
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ARd
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d AR



  

   （ ）

    (22) 

where,  centerd  is the Euclidean distance between the center 

points of the predicted box and the ground truth box. 
diagd  is the 

length of the diagonal of the enclosing box. diffAR   is the 

difference in aspect ratios between the predicted box and the 
ground truth box.  sumAR  is the sum of the aspect ratios of the 

predicted box and the ground truth box.   is a coefficient used 

to adjust the weight of the aspect ratio loss. 

Compared to GIoU, EIoU accounts for uncertainty by 
introducing a probability distribution to model the position of 
the bounding box. This approach more accurately reflects the 
relative position and size between bounding boxes, and through 
expectation calculations, it prevents the loss from being reduced 
to zero even when the predicted box is very close to the ground 
truth box, thus avoiding overfitting caused by perfect scores 
during training. Additionally, EIoU introduces a scaling factor 
that can dynamically adjust based on the target size. This ensures 
that even if the overlap between the predicted box and the 
ground truth box is small for small targets, the score will not be 
overly penalized, thereby improving the model's accuracy and 
robustness in detecting small objects. For these reasons, we 
chose EIoU to replace GIoU in the label matching phase. 

IV. EXPERIMENT AND ALGORITHM PERFORMANCE 

EVALUATION 

To validate the effectiveness of the model improvements, we 
conducted ablation experiments on the enhanced model using a 
self-constructed dataset. Additionally, we tested the 
performance of several representative real-time object detection 
models, the original RT-DETR-r18 model, and the improved 
model on the same dataset to assess their ability to detect fire 
smoke in the shortest possible time. The performance of the 
improved model was thoroughly evaluated. 

A. Dataset 

Currently, the number of publicly available real-world 
outdoor fire smoke datasets is limited. To develop a detection 
model with optimal performance, it is crucial to consider the 
most challenging detection scenarios. These include interference 
factors such as backlighting, long distances, strong winds, color 
variations, dense targets, and complex backgrounds. We 

collected 7,834 smoke images from unannotated public datasets 
and the internet, further filtering them based on these 
interference factors. After ensuring that all types of interference 
were represented and removing low-quality images, we selected 
1,868 images, each containing at least one smoke target. These 
images were manually annotated using the Labelimg tool to 
create a custom YOLO-format smoke dataset.  Fig. 7 shows 
dataset annotation status. The dataset was then randomly divided 
into training and test sets in an 8:2 ratio. All image sizes were 
adjusted to 640×640 to enhance detection speed. 

Data preprocessing involved color space conversion and 
random mosaic processing to further augment the dataset and 
improve the model's robustness across different detection 
scenarios. 

B. Implementation Details 

1) Hardware and software environment: The hardware 

environment for the experiments in this paper is shown in Table 

Ⅰ. 

TABLE I.  EXPERIMENTAL ENVIRONMENT 

CPU AMD EPYC 7773X @ 3.50GHz 

GPU GeForce RTX 4090 

RAM 80G 

Operating System Ubuntu 20.04 

Programming Language Python 3.8 

Deep Learning Framework Pytorch 2.0.0 

GPU Acceleration Library Cuda 11.8 

2) Training hyperparameter settings: The hyperparameters 

used in the experiments are listed in Table II. 

TABLE II.  TRAINING HYPERPARAMETER SETTINGS 

HYPERPARAMETER Value 

Optimizer AdamW 

Epochs 150 

Batch size 16 

Learning rate decay cosine 

Learning rate 0.0001 

Weight decay 0.0001 

3) Evaluation metrics: When evaluating the smoke 

detection performance of the model, we used five metrics: 

Recall, Average Precision (AP), model parameters (Params), 

Giga Floating Point Operations Per Second (GFLOPS), and 

Frames Per Second (FPS). 

Recall is a crucial metric for assessing the detection 
capability of the model. It represents the proportion of correctly 
detected smoke instances out of all actual smoke samples. The 
calculation formula is as follows: 

 

TP
Recall

TP FN


                              (23) 

where, TP refers to the number of smoke instances correctly 
detected by the model, while FN refers to the number of smoke 
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instances that the model failed to detect. A high recall indicates 
that the model can more comprehensively detect smoke. 

AP represents the model's average detection accuracy across 
different confidence thresholds. The calculation formula is as 
follows: 

 

TP
Precision

TP FP


                  (24) 

 
 

1

0
AP P R dR 

                            (25) 

where, AP  represents the Average Precision,  P R  denotes 

the precision value at a given recall R , N  is the total number 

of classes. 

Model parameters refer to the total number of trainable 
parameters in the model, which is an indicator of the model's 
complexity and storage requirements. A larger number of 
parameters typically implies a higher model complexity, 
potentially requiring more computational resources and storage 
space. The calculation formula is as follows: 

 1

L

l
l

Params Params



                (26) 

where,  L is the total number of layers in the model, and 

lParams  represents the number of parameters in the l -th layer. 

Model computational cost refers to the total number of 
computational operations required during inference or training. 
It is an important metric for assessing the complexity and 
operational efficiency of a model. A higher computational cost 
typically indicates that the model requires more computational 
resources and time to complete inference or training. 

 1

L

ii
Total GFLOPs GFLOPs




           (27) 

where L  represents the total number of layers in the model, 

and SiGFLOP  denotes the computational cost of the i -th layer. 

FPS indicates the number of image frames a model can 
process per second during operation, serving as a key metric for 
evaluating the model's real-time performance. A higher FPS 
value signifies faster processing speed, making the model more 
suitable for real-time detection scenarios, such as video 
surveillance systems. The calculation of FPS typically considers 
the model's inference time and processing capability. 

 

N
FPS

T


                                   (28) 

where N represents the number of processed image frames, 

and T is the total time taken to process these N frames. 

Considering the concept of transfer learning, the 
experiments utilized pre-trained weights obtained from training 
on the VOC 2007 dataset. These pre-trained weights were used 
as initialization for training on the dataset in this study. 

C. Ablation Experiments 

1) Network input ablation experiment: To validate the 
effectiveness of the input aggregation strategy for concentration 
features and evaluate the efficacy of using CFA as network input, 
we conducted ablation experiments on both RT-DETR and 
YOLOV8m, focusing on their impact on model detection 
accuracy. The experimental results are shown in Table Ⅲ. Using 
CFA as model input improves the detection accuracy for smoke. 
In RT-DETR, using CFA as input resulted in AP50 and AP95 
scores of 0.882 and 0.585, respectively, representing an 
improvement of 1.2% and 0.9% compared to using RGB input, 
which achieved scores of 0.870 and 0.574. In YOLOV8m, using 
CFA as input yielded AP50 and AP95 scores of 0.856 and 0.602, 
respectively, reflecting increases of 1.1% and 2.1% over RGB 
input. These results indicate that replacing RGB images with 
CFA images as network input can effectively enhance the 
model's performance in smoke detection tasks. 

TABLE III.  ABLATION STUDY ON INPUT TYPES 

Model Input Type 50AP  95AP  

RT-DETR 
RGB 0.870 0.574 

CFA 0.882 0.585 

YOLOV8m 
RGB 0.845 0.581 

CFA 0.856 0.602 

2) Effectiveness of improvements: To evaluate the benefits 
of each improvement in the enhanced network model for smoke 
detection tasks, we conducted six ablation experiments focusing 
on the three main improvements. To ensure that the experiments 
accurately reflect the impact of the network structure 
improvements and eliminate additional interference, all 
experiments used CFA images as the network input and were 
trained for 150 epochs on the custom dataset. Table Ⅳ presents 
the experimental results of the models under different 
configurations. First, we tested the baseline model, and then we 
sequentially added different improvement schemes. The specific 
experiments are as follows: 

TABLE IV.  ABLATION STUDY ON IMPROVED MODULES 

Experiment 

Number 

Improvement Scenarios Evaluation Indicators 

EIoU S-CLDA CSFFM (%)Recall  50 (%)AP  95(%)AP  ( )Params M  GFLOPs  ( )FPS Hz  

1 × × × 0.860 0.882 0.585 20.18 57.3 65 

2 √ × × 0.873 0.887 0.592 20.18 57.3 65 

3 √ √ × 0.884 0.920 0.616 20.48 67.3 48 

4 √ × √ 0.878 0.915 0.627 15.07 59.7 52 

5 × √ √ 0.889 0.933 0.641 15.47 68.3 46 

6 √ √ √ 0.895 0.939 0.648 15.47 68.3 45 
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a) In Experiment 1, the baseline model was used without 

any improvement schemes. The results were: recall of 0.867, 

AP50 of 0.882, AP95 of 0.585, with a parameter count of 20.18 

million and a computational requirement of 57.3 GFLOPS. 

b) In Experiment 2, EIoU was incorporated, increasing 

recall to 0.873, AP50 to 0.887, and AP95 to 0.592, while the 

parameter count and computational load remained nearly 

unchanged. 

c) In Experiment 3, building on the addition of EIoU, the 

S-CLDA was further introduced. The inclusion of attention 

mechanisms significantly improved the model’s responsiveness 

and accuracy in detecting smoke targets, with recall rising to 

0.902, AP50 reaching 0.920, and AP95 increasing to 0.616. The 

parameter count slightly increased to 20.48 million, and due to 

the integration of deformable convolutions and depth-wise 

separable convolutions, the computational cost modestly rose to 

67.3 GFLOPS. 

d) In Experiment 4, the CCFM was replaced with CS-

SFFM, in addition to EIoU. This new strategy provided more 

refined cross-scale feature fusion with minimal information loss, 

significantly enhancing the model’s ability to accurately localize 

targets. Recall increased to 0.897, AP50 reached 0.915, and 

AP95 rose to 0.627. Since CS-SFFM uses 3D convolutions and 

3D pooling for feature fusion instead of multiple stacked 

convolutional layers, the computational cost slightly increased 

to 59.7 GFLOPS, while the parameter count significantly 

decreased to 15.07 million. 

e) In Experiment 5, both S-CLDA and CS-SFFM were 

applied, while EIoU was omitted from the loss function. Despite 

the absence of EIoU optimization, the introduction of the 

remaining improvement modules still considerably enhanced 

the model’s smoke detection performance. Recall rose to 0.911, 

AP50 reached 0.933, and AP95 increased to 0.641. 

f) In Experiment 6, all improvement schemes were 

implemented simultaneously. This configuration yielded the 

best model performance, with recall increasing to 0.923, AP50 

reaching 0.939, and AP95 rising to 0.648. The parameter count 

and computational cost were maintained at 15.47 million and 

68.3 GFLOPS, respectively. 

The experimental results demonstrate that replacing GIoU 
with EIoU enhances model accuracy without increasing 
additional parameters or computational load. The application of 
S-CLDA and CS-SFFM positively impacts both recall rate and 
detection accuracy in smoke detection tasks. 

These improvements enhance detection performance while 
effectively controlling the growth in computational cost and 
significantly reducing the number of model parameters. In 
summary, the proposed improvements effectively enhance the 
model's performance in executing smoke detection tasks. 

D. Performance Comparison Experiments 

To validate the effectiveness of the proposed algorithm, four 
mainstream real-time object detection algorithms—YOLOv5m, 
YOLOv6m, YOLOv7, and YOLOv8m—were selected for 
comparison, along with the baseline model RT-DETR-r18. 

1) Comparison of evaluation metrics: In the fire smoke 

detection task, we compared the training curves of the 

mainstream YOLO series algorithms with the baseline 

algorithm and our proposed model. The corresponding curves 

were plotted to provide a more intuitive observation of their 

training progress and differences, as shown in Fig. 8. 

 
Fig. 8. Different algorithms' AP50 variations during training. 

All models achieved convergence within 150 epochs. Our 
model demonstrated excellent performance in terms of accuracy 
and maintained high stability throughout the entire training 
process. Although the baseline model's accuracy was only 
slightly lower than that of our model, it exhibited significant 
fluctuations during training and had a slower convergence rate, 
falling behind the other algorithms. Overall, the improved model 
outperformed the baseline model in both detection accuracy and 
training stability. 

The test results of each model on the self-built dataset are 
shown in Table Ⅴ. Our algorithm achieved the best accuracy 
with 15.47 million parameters, an AP50 of 0.939, and an AP95 
of 0.648. This success can be attributed to the more targeted and 
accurate smoke feature extraction enabled by the S-CLDA 
attention mechanism, as well as the refined multi-level feature 
fusion facilitated by CS-SFFM, which preserves more low-level 
features through adaptive pooling and interpolation. 

TABLE V.  COMPARATIVE EXPERIMENTS ON SELF-BUILT DATASET 

Compare 

Models 

Evaluation Indicators 

Recall  50AP  95AP  Param  sGFLOP  

YOLOv5m 0.839 0.863 0.564 21.2 64.6 

YOLOv6m 0.802 0.834 0.544 24.85 161.7 

YOLOv7 0.782 0.805 0.537 36.9 104.7 

YOLOv8m 0.825 0.856 0.602 25.85 79.3 

RT-DETR-r18 0.860 0.882 0.585 20.18 57.3 

RS-
DETR(ours) 

0.895 0.939 0.638 15.47 68.3 

2) Multi-scale smoke detection comparison experiments: 

Fire smoke undergoes significant scale variations at different 

stages, with early-stage smoke, which is often of high detection 

value, typically being smaller in size. To assess the model's 
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detection performance across different stages of smoke, we 

designed a multi-scale smoke detection experiment. To visually 

represent the model's effectiveness in detecting smoke targets 

of varying scales, we applied the K-means [38] algorithm to 

cluster the test set and then divided the test set based on the 

clustering results. The clustering outcomes are shown in Fig. 9, 

where the centroids of the large, medium, and small target 

clusters correspond to [0.107, 0.131], [0.246, 0.325], and 

[0.333, 0.587], respectively. 

 
Fig. 9. Analysis of smoke scale distribution. 

As shown in Table Ⅵ, after filtering and dividing the dataset, 
the test set of 374 images includes 145 images with small smoke 
targets, 152 images with medium smoke targets, and 77 images 
with large smoke targets. 

TABLE VI.  TEST SET TARGET SEGMENTATION RESULTS 

Target Scale 
Small 

Objects 

Medium 

Objects 
Large Objects 

Target Quantity 145 152 77 

Fig. 10 presents the statistical results of each algorithm's 
performance in detecting smoke targets of different scales. The 
results indicate that in the multi-scale smoke detection 
comparison, RS-DETR outperformed other mainstream real-
time detection algorithms across all smoke scales. Compared to 
the YOLO series detection models, the improved model 
demonstrated particularly outstanding performance in detecting 
small-scale smoke. This improvement can be attributed to the 
CS-SFFM module in RS-DETR, which employs bilinear 
interpolation for scaling, effectively mitigating the loss of fine-
grained feature details. Consequently, the model demonstrates 
enhanced sensitivity in capturing the distinctive characteristics 
of small-scale smoke targets, thereby reducing the likelihood of 
misclassification as background. 

3) Comparison of detection results under interference 

factors: To validate the model's detection performance under 

various interference factors, we selected smoke images with 

strong wind, backlighting, long distances, color differences, 

and dense targets for comparison. The detection results are 

shown in Fig. 11. The results indicate that YOLOv5m 

performed poorly in detecting smoke targets with color 

differences and exhibited repeated detections when faced with 

distant, backlit targets. YOLOv6m and YOLOv7 both 

experienced missed or false detections in scenarios involving 

background interference, dense small targets, and backlighting. 

YOLOv8m also showed missed detections when detecting 

smoke targets with color differences. The baseline model 

encountered missed detections and false detections when 

dealing with dense small targets and backlit targets, likely due 

to the NMS-free strategy's inability to accurately determine 

whether to retain detection boxes for adjacent targets. The 

improved algorithm presented in this paper was able to 

correctly detect smoke targets in all these challenging 

scenarios, demonstrating higher detection accuracy and 

robustness, thereby meeting the practical application 

requirements for fire smoke detection. 

4) Heatmap comparison: Heatmaps are a visualization 

technique used to display the intensity distribution of objects 

detected by a model within an input image. They typically 

indicate the location and confidence of the detected targets, 

with brighter areas representing higher confidence levels. We 

compared the heatmaps generated by the baseline model and 

the improved model, as shown in Fig. 12. The heatmap on the 

left corresponds to the baseline model, RT-DETR-r18, showing 

that the model primarily focuses on the central region of the 

smoke, with lower attention to the edges. In contrast, the second 

heatmap corresponds to our improved model, where the 

highlighted areas cover both the main body and the diffuse 

portions of the smoke, nearly encompassing the entire smoke 

region. Additionally, the heatmap of our model demonstrates 

higher attention to the overall structure of the smoke and 

effectively responds to thin smoke, indicating greater 

confidence in detecting smoke targets. These observations 

confirm that the improved model outperforms RT-DETR-r18 in 

smoke detection tasks. 

 
Fig. 10. Multi-scale object detection performance comparison. 
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Fig. 11. Detection results under interference. 

 
Fig. 12. The comparison results of the heatmap: (a) Original Image (b) RT-DETR-r18 (c) RS-DETR 

V. CONCLUSION 

This paper introduces an enhanced fire smoke detection 
algorithm based on RT-DETR, focusing on improving accuracy, 
real-time performance, and robustness against various 
interference factors. Key improvements include using the dark 
channel prior method for smoke concentration input, integrating 
the S-CLDA attention mechanism for robust feature extraction, 
and optimizing multi-scale feature fusion through the CSFFM 
module with 3D convolution and interpolation. The EIoU loss 
function further enhances detection accuracy for small targets 
and reduces redundant detections. Experiments on a self-made 
smoke detection dataset show that the improved model 

outperforms mainstream YOLO models and the RT-DETR-r18 
baseline in AP50 and AP95 metrics while maintaining high 
detection speed. Specifically, the model achieved a 5.9% 
increase in AP50 and a 5.7% increase in AP95 with a 23.3% 
reduction in parameters, balancing accuracy and efficiency. This 
study confirms the potential of RT-DETR in fire smoke 
detection and demonstrates the effectiveness of the proposed 
improvements. Future work will focus on further optimizing the 
model, exploring advanced feature extraction and fusion 
strategies, and validating the model's robustness across diverse 
datasets and real-world scenarios to provide more reliable and 
efficient fire detection technology. 
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Abstract—Financial bubbles have long been a focus of 

researchers, particularly due to the severe negative impacts 

following the bursting of financial bubbles. Therefore, the ability 

to effectively predict financial bubbles is of paramount 

importance. The aim of this study is to measure and predict the 

stock market price bubble in China from January 2015 to 

December 2023. To achieve this, we utilized the GSADF test, 

currently the most effective, to identify and measure the situation 

of the stock market price bubble in China. Subsequently, we 

selected inflation rate, consumer confidence index, stock yield, 

and price-earnings ratio as explanatory/predictive variables. 

Finally, four machine learning methods were employed to 

forecast the stock market price bubble in China. The results 

indicate that a price bubble occurred in the Chinese stock market 

during the first half of 2015, before the outbreak of the COVID-

19 pandemic in China in January 2020. Furthermore, the 

comparison reveals that among the machine learning methods, 

logistic regression is the most suitable and effective for China, 

while other methods such as deep learning and decision trees also 

hold certain value. 

Keywords—Stock price bubbles; machine learning; Chinese 

stock market 

I. INTRODUCTION 

Asset price bubbles refer to asset prices that exceed their 
fundamental values, and their occurrence has consistently had 
significant impacts on the economies of nations and the lives of 
their citizens [1]. Whether considering global instances, such as 
the Japanese real estate and stock market bubbles during 1986 
to 1991, the late 1990s dot-com bubble in the United States, or 
from the perspective of China, such as the 2009s Chinese stock 
market bubble that occurred following the U.S. subprime 
mortgage crisis, it is evident that financial bubbles exert 
considerable influence on economies, particularly with regard 
to adverse effects. When a financial bubble bursts, they can 
precipitate the collapse of financial institutions and push 
nations to the brink of bankruptcy. Moreover, they not only 
impact the development of a single country but sometimes also 
trigger global financial crises or induce worldwide economic 
downturns [2]. Generally, following the occurrence of these 
crises, governments are compelled to allocate substantial 
resources and implement a variety of measures to attempt to 
stabilize and salvage the national economy. 

Furthermore, for investors and the public, the negative 
consequences of financial bubbles make it difficult for 
confidence to be restored in the market. Most of the public 

lacks experience and risk management abilities, and they are 
most heavily affected by the bursting of financial bubbles. 
When they go bankrupt, it causes societal upheaval [3]. 
Therefore, studying and forecasting financial bubbles are of 
paramount importance for governments and regulatory 
authorities. Such endeavors enable governments to implement 
appropriate economic policies at the right juncture to mitigate 
the adverse effects of financial bubbles. Moreover, in the 
current context of economic globalization, where nations and 
various types of markets are interconnected, the detrimental 
impacts of financial bubbles can have broader repercussions. 
China that is the world's second-largest economy possesses 
unique characteristics and complexities in its stock market. The 
emergence of a stock market bubble in China not only affects 
its domestic economy but also has ramifications for the global 
economy. Consequently, accurate prediction of stock market 
bubbles in China holds positive implications for both the 
Chinese and global economies. Such predictions can offer 
valuable guidance for investors, provide early warnings for 
financial institutions, and prompt regulatory authorities to take 
necessary actions to deal with the existence of bubbles. 

The Chinese stock market was established in 1990 with the 
founding of the Shanghai Stock Exchange. From the 
establishment of the Chinese stock market in 1990 to 1996, 
there were four price bubbles in the early stage of the Chinese 
stock market, and each price fluctuation was extremely violent. 
In 1999, China promulgated the Securities Law, which created 
a favorable environment for the further development of the 
Chinese stock market, attracting more investors to participate 
in the stock market. However, it also led to the re-emergence of 
stock market price bubbles. Subsequently, in 2001, China's 
accession to the World Trade Organization (WTO) resulted in 
a surge of foreign capital inflows, providing significant 
impetus for the rapid growth of the Chinese economy. This 
also led to the rapid development of the Chinese stock market, 
with an expansion in market size and increased trading activity, 
attracting more investors. Concurrently, the Chinese 
government implemented a series of reform and opening-up 
policies, including financial market reform and state-owned 
enterprise reform, promoting further development and healthy 
growth of the Chinese stock market. During this period, the 
Chinese stock market reached a historical high of 2245 points, 
representing a cumulative increase of 66.7%. Subsequently, it 
experienced a slow bear market, with the stock index falling to 
a low of 998 points. From 2007 to 2008, amidst favorable 
global economic development and China's hosting of the 2008 
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Olympic Games, the stock index reached a new high of 6124 
points in 2007, soaring more than fivefold. However, with the 
outbreak of the global financial tsunami triggered by the U.S. 
subprime mortgage crisis, the stock market plummeted to 1664 
points in October 2008. This time, the stock market bubble 
burst rapidly.In the early 2010s, driven by economic growth 
and increased participation of domestic and foreign investors, 
the Chinese stock market experienced rapid expansion. 
However, this period also witnessed market turbulence, 
especially the stock market crash in 2015, prompting 
government intervention to stabilize the market. Subsequently, 
the Chinese stock market underwent further reforms aimed at 
improving market efficiency and sustainability. Measures such 
as the introduction of the Science and Technology Innovation 
Board (STAR Market) and the implementation of IPO 
registration system aimed to promote innovation and enhance 
the quality of listed companies. As of the end of 2023, the 
market capitalization of the Chinese stock market was 
approximately 85.54 trillion Yuan, while China's GDP in 2023 
reached 126.06 trillion Yuan, accounting for approximately 
67.86% of China's GDP [4]. There are a total of 5,346 listed 
companies in the Chinese domestic stock market, with the 
industries of manufacturing, information transmission, 
software and information technology services, and wholesale 
and retail trade ranking among the top three in terms of the 
number of listed companies [4]. Since its establishment in 
1990, the Chinese stock market has experienced rapid 
development over the past 30 years. However, along with this 
rapid growth, the Chinese stock market has also encountered a 
series of issues, particularly manifested in the frequent 
occurrence of stock market bubbles. The Chinese market is 
typically sensitive to various rumors, leading to price 
manipulation of many stocks by rumor mongers. The main 
reasons for these issues lie in the lack of transparency in the 
market information and fluctuations in investor sentiment. 
Therefore, the government and regulatory authorities should 
remain vigilant at all times to detect financial bubbles promptly 
and formulate corresponding policies to protect stock market 
investors, especially retail investors, and stabilize the economic 
market. 

Research on stock price bubbles typically addresses several 
key questions and objectives, which can be categorized into 
three main areas. First, it evaluates the factors that contribute to 
the formation of stock price bubbles. Second, it identifies the 
early stages of stock price bubbles using the GSADF method. 
Finally, it develops and validates effective machine learning 
models and techniques for early detection of stock price 
bubbles, aimed at improving the accuracy of bubble 
identification. By addressing these research questions and 
objectives, this study seeks to provide a comprehensive 
understanding of stock price bubbles, with a particular focus on 
the Chinese market, and to offer practical recommendations for 
enhancing market stability and investor decision-making. 

II. THEORETICAL LITERATURE REVIEW 

A. Theoretical Literature Review about Measuring Stock 

Market Bubble 

In research conducted throughout history, there has been a 
wealth of studies devoted to measuring financial market 

bubbles. These studies encompass various types of markets, 
such as stock markets, real estate markets, cryptocurrency 
markets, and others. Given that this paper focuses on the 
domain of stock markets and specifically examines price 
bubbles within this context, it provides a concise overview of 
measuring bubbles in the stock market domain, with particular 
emphasis placed on studies employing statistical models 
applied to time-series data. 

Dickey (1979) proposed the Augmented Dickey-Fuller 
(ADF) test in 1979 to examine whether time series data exhibit 
unit roots, indicating non-stationarity [5]. In the realm of 
finance, the ADF test is also utilized to investigate the presence 
of asset price bubbles. This method, grounded in unit root 
testing, entails regression analysis of time series data to assess 
the presence of unit roots within the sequence. The existence of 
a unit root suggests non-stationarity and the potential existence 
of a price bubble; conversely, the absence of a unit root 
indicates stationarity and a lower likelihood of a price bubble. 
The significance of the test results is typically determined by 
setting thresholds, thereby ascertaining the presence or absence 
of a price bubble. Wang (2020) employed the ADF test to 
evaluate the existence of bubbles in the Chinese stock market 
[6]. 

Cheung (1995) introduced the Supremum Augmented 
Dickey-Fuller (SADF) test as an enhancement to the 
Augmented Dickey-Fuller (ADF) test [7]. Similar to the ADF 
test, the SADF test is employed to examine whether time series 
data possess unit roots, thereby determining the presence of 
non-stationarity. However, the SADF test introduces the 
concept of "supremum," allowing for testing across multiple 
lag lengths and identifying the optimal lag length. By doing so, 
the SADF test can more accurately ascertain the non-
stationarity of time series data and provide more precise unit 
root test results. Consequently, the SADF test is considered a 
more reliable method than the ADF test in some cases, 
particularly when dealing with long or unstable time series 
data. Homm and Breitung (2012) utilized this test to detect 
stock market bubbles and, through a process of simulation and 
comparison of evaluation criteria, determined the SADF test to 
be the most optimal among the methods employed [8]. While 
effective in identifying single bubble events, the SADF test 
may encounter challenges in practical applications where 
multiple bubbles occur in sufficiently large samples. Although 
successful in identifying notable historical bubbles, the SADF 

test failed to detect the bubble associated with the 2007–2008 

debt crisis. 

Phillips et al. (2011) proposed the Generalized Supremum 
Augmented Dickey-Fuller (GSADF) test as an advancement 
and refinement of the Supremum Augmented Dickey-Fuller 
(SADF) test [9]. Similar to the SADF test, the GSADF test is 
utilized to examine whether time series data exhibit unit roots, 
thereby determining non-stationarity. However, the GSADF 
test introduces the Maximized Average Power (MAP) statistic, 
which allows for the testing of unit root presence and location 
at each stage, rendering it more flexible in determining the 
existence and location of unit roots. By considering the 
possibilities across multiple lag lengths, the MAP statistic 
enhances the flexibility of the test, leading to a more accurate 
determination of non-stationarity in time series data. This 
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enables the GSADF test to be applicable to a wider range of 
hypotheses and more flexible in determining the existence and 
location of unit roots. Through the utilization of the GSADF 
test, researchers can more accurately identify non-stationarity 
in time series data. Phillips et al. (2015b) employed both the 
SADF and GSADF tests to empirically apply them to Standard 
& Poor's 500 stock market data spanning from January 1871 to 
December 2010[10]. The new GSADF method successfully 
identified historical events of prosperity and collapse during 
this period, such as the Panic of 1873 (October 1879 to April 
1880) and the Dot-com bubble (July 1997 to August 2001). 

Based on the comprehensive review of methods for 
measuring the stock market domain, we have found that the 
Generalized Supremum Augmented Dickey-Fuller (GSADF) 
measurement is currently the most effective among the 
detection methods. Therefore, in our study of measuring price 
bubbles in the Chinese stock market, we will utilize the 
GSADF method. 

B. Theoretical Literature Review about Machine Learning in 

Financial Field 

In recent years, machine learning methods have garnered 
increasing attention from scholars, whether in forecasting 
financial crises [11], predicting financial bubbles [12][13], or 
anticipating stock price trends [14] [15]. They all have 
provided researchers with a novel set of tools and solutions for 
investigation. 

Ouyang and Lai (2021) utilized machine learning 
algorithms to assess systemic risk warnings in China [11],. 
Their study revealed that the Attention-Long Short-Term 
Memory (Attention-LSTM) neural network model within the 
machine learning algorithms demonstrated higher accuracy 
compared to other models. This suggests that in the context of 
China, the Attention-LSTM neural network model holds 
significant value for systemic risk assessment and early 
warning. 

Başoğlu Kabran and Ünlü (2021) employed machine 
learning techniques to forecast financial bubbles [12]. They 
utilized the Support Vector Machine (SVM) algorithm within 
the domain of machine learning for predicting financial 
bubbles and compared this approach against alternative 
methods, concluding that the Support Vector Machine 
exhibited superior effectiveness in forecasting financial 
bubbles. The study focused on predicting bubbles within the 
Standard & Poor's 500 Index. 

Tran et al. (2023) employed machine learning methods to 
predict financial bubbles in the Vietnamese stock market from 
2001 to 2021 [13]. They utilized six different algorithms within 
machine learning to forecast these financial bubbles and 
compared these algorithm results. Their findings concluded 
that the Random Forest and Artificial Neural Network 
algorithms outperformed traditional statistical methods in 
predicting financial bubbles in the Vietnamese stock market. 

Gu et al. (2020) applied machine learning methods to 
empirical asset pricing [14]. They found that decision trees and 
neural networks exhibited the best predictive performance 
among machine learning algorithms. The outstanding 
predictive capability of these two algorithms primarily stems 

from their ability to capture complex nonlinear interactions 
among predictive variables, a task often challenging for other 
algorithms. Using these two machine learning algorithms 
yielded performance twice as high as traditional statistical 
methods. Furthermore, this study identified return reversal and 
momentum, stock liquidity, stock volatility, and valuation 
ratios as the most influential factors in asset pricing among the 
predictive variables. 

Zhou et al. (2023) utilized a Deep Neural Network (DNN) 
model within the domain of machine learning to forecast stock 
premiums [15] .The research spanned from December 1950 to 
December 2016, employing monthly data. Stock premiums 
were computed as the difference between the logarithmic 
returns of the Standard & Poor's 500 Index (including 
dividends) and those of risk-free assets. The investigation 
compared the DNN model from machine learning against the 
Ordinary Least Squares (OLS) model and Historical Average 
(HA) model from traditional statistical analysis, ultimately 
revealing the superior predictive efficacy of the DNN model. 
Researchers enhanced the predictive capability of the DNN 
model by incorporating 14 predictive variables. They attributed 
the DNN model's superior predictive performance primarily to 
its ability to automatically extract high-dimensional features 
from data and identify various predictive patterns within the 
dataset. 

Based on the literature discussed above, it is evident that 
machine learning algorithms exhibit superior performance in 
classification and time series regression problems. However, it 
is important to note that the predicted results may vary 
significantly among different models depending on the dataset 
utilized, and there is no universally applicable method to 
ensure consistently superior performance. 

Drawing upon the synthesized literature, it becomes 
apparent that the utilization of machine learning for predicting 
financial bubbles in the stock market is a relatively novel 
approach, with limited research attention received thus far. So 
far, only Başoğlu Kabran and Ünlü (2021) employed machine 
learning methods to predict bubbles in the S&P 500 index, as 
well as Tran et al. (2023) in forecasting bubbles in the 
Vietnamese stock market from 2001 to 2021, as mentioned 
earlier in the text. Research in the financial domain primarily 
focuses on predicting financial crises and stock price trends 
[12] [13]. There is a dearth of corresponding studies in China 
regarding the prediction of stock market price bubbles, 
particularly concerning the utilization of machine learning 
algorithms. To the best of our knowledge, there have been no 
studies utilizing machine learning methods to forecast stock 
market price bubbles in China. Therefore, the purpose of this 
study is to measure and predict the price bubble in the Chinese 
stock market, and compare the performance of the machine 
learning algorithms used to select the most suitable model for 
the price bubble in the Chinese stock market. 

III. RESEARCH DESIGN 

The primary objective of our study is to measure the stock 
market price bubbles in China from January 2015 to December 
2023, with January 2020 serving as the demarcation point [16], 
dividing the time period into pre-China COVID-19 and post-
China COVID-19 phases, and using carefully selected four 
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explanatory variables — namely, the inflation rate in 

macroeconomic factors, the consumer confidence index in 
sentiment factors, and stock yield and price-to-earnings ratio in 
market factors to predict the occurrence of stock market price 
bubbles in China. In this research, we employ the Generalized 
Supremum Augmented Dickey-Fuller (GSADF) test to identify 
and measure the presence of stock market price bubbles in 
China and select four machine learning algorithms for 
prediction. Ultimately, by comparing the performance results 
of the four machine learning algorithms, we find the best 
model for predicting stock market price bubbles in China. This 
study theoretically contributes empirical evidence to the 
application of machine learning in forecasting financial 
bubbles and practically offers early warnings to investors and 
decision-makers, enabling them to make appropriate financial 
decisions. 

IV. DATA AND METHODOLOGY 

A. Data 

We utilized the stock market index data of China (Shanghai 
Composite Index) from January 2015 to December 2023 and 

employed the Generalized Supremum Augmented Dickey–
Fuller (GSADF) method to identify price bubbles in the 
Chinese stock market during this period. The Chinese stock 
market index or the Shanghai Composite Index refers to the 
capitalization-weighted index of all companies listed on the 
Shanghai Stock Exchange. The monthly dataset of the Chinese 
stock market comprises 108 data points, while the weekly 
dataset comprises 470 data points. Among these, it was 
observed that price bubbles occurred in the Chinese market for 
6 months and 25 weeks respectively. The measurement method 
for price bubbles in the Chinese stock market is the 

Generalized Supremum Augmented Dickey–Fuller method, 

which is elaborately described in Section II.A. 

In employing machine learning methods, for the 
convenience of training and testing, we opted for four machine 
learning algorithm models. We divided the data into two 
datasets: one for training and the other for testing. Specifically, 
the training dataset comprises weekly data from January 2015 
to December 2023, while the testing dataset comprises monthly 
data from the same period. The training dataset comprises 
stock market bubble conditions derived from weekly data 
publicly disclosed on the official website of the Shanghai Stock 
Exchange. In contrast, the testing dataset consists of stock 
market bubble conditions derived from monthly weighted 
average data disclosed on the same website. Due to the 
disparate sources of weekly and monthly data, the datasets for 
training and testing during the same time periods are not 
identical. However, both datasets all cover the period from 
January 2015 to December 2023. For instance, the training 
dataset for January 2015 consists of four weekly data points 
from that month, whereas the testing dataset consists of the 
monthly data for January 2015. 

The daily and intraday data are unsuitable for this research 
due to the insufficient labeling of bubbles in the Chinese stock 
market. Using daily data results in significant classification 
issues with the labels. To mitigate this problem, the study shifts 
to analyzing weekly and monthly observations [17]. The 

selection of evaluation metrics must align with the nature of the 
classification problem. For such tasks, pertinent metrics 
include AUC, F-measure, accuracy, precision, and sensitivity 
[18]. 

This essentially ensures that the condition of stock price 
bubbles in the training dataset is four times that in the testing 
dataset. The purpose of this arrangement is to ensure that both 
the training and testing datasets contain sufficient data for 
model development and application in machine learning. 

In employing machine learning methods, we incorporated 
four explanatory variables into the algorithmic model. These 
four explanatory variables consist of the inflation rate from 
macroeconomic factors, the consumer confidence index from 
sentiment factors, and the stock yield and price-earnings ratio 
from market factors. Within the time frame selected from 
January 2015 to December 2023, they were also segregated 
into a testing dataset comprising solely monthly data and a 
training testing dataset comprising solely weekly data. 

The measurement of price bubbles in the Chinese stock 
market (Shanghai Composite Index) was obtained through the 

Generalized Supremum Augmented Dickey–Fuller (GSADF) 

program in the EViews software. For data analysis, we utilized 

corresponding algorithms in machine learning tools —
specifically, logistic regression, deep learning, decision tree, 

and support vector machine—via the RapidMiner software. 

B. Methodology 

This study is divided into two parts. The first part involves 
the detection of price bubbles in the Chinese stock market, 
while the second part involves the use of four machine learning 
algorithms to predict the occurrence of price bubbles in the 
Chinese stock market. 

In the first part, we utilized monthly and weekly stock 
market price data from China spanning from 2015 to 2023 to 
identify financial bubble occurrences. During this timeframe, 
with January 2020 marking the dividing line, we segmented the 
data into pre-COVID-19 pandemic and post-COVID-19 
pandemic periods. In January 2020, the Chinese government 
officially declared the emergence of the COVID-19 pandemic 
in China and implemented nationwide controls [16]. The 
purpose of this section of the study using detection methods is 
to identify the occurrence of price bubbles in the Chinese stock 
market on a monthly and weekly basis during this period. The 
monthly and weekly data of the Chinese stock indices 
(Shanghai Composite Index) were obtained through web 
scraping from the official website of the Shanghai Stock 
Exchange. 

In the second part, we utilized four machine learning 
algorithms to forecast price bubbles in the Chinese stock 
market and employed four explanatory variables to predict the 
occurrence of price bubbles in the Chinese stock market. The 
dependent variable is the occurrence of monthly/weekly price 
bubbles in the Chinese stock market, with the outcomes being 
the results obtained from the first part of the study. When price 
bubbles occurred in the Chinese stock market, we assigned a 
value of 1 to the corresponding month/week, and when price 
bubbles did not occur, we assigned a value of 0 to the 
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corresponding month/week. The explanatory variables we 
employed include the inflation rate from macroeconomic 
factors, the consumer confidence index from sentiment factors, 
and the stock yield and price-earnings ratio from market 
factors. The monthly data for these explanatory variables were 
sourced from the official website of the National Bureau of 
Statistics of China and the Wind financial database website. 
Overall, we selected inflation rate, consumer confidence index, 
stock yield, and price-earnings ratio, these four significant 
economic indicators, to forecast price bubbles in the Chinese 
stock market using their data. Since most of these data are 
monthly, we utilized the EViews tool to convert monthly data 
into weekly data. 

1) The Generalized Supremum Augmented Dickey–Fuller 

(GSADF) method for measuring price bubbles in the Chinese 

stock market: In the first part, the method utilized for 

measuring price bubbles in the Chinese stock market involved 

employing the currently most effective time series 

measurement technique, specifically tailored for detecting 

asset price bubbles—the Generalized Supremum Augmented 

Dickey–Fuller (GSADF) test [19]. This method was initially 

proposed by Philialps et al. (2015b) in 2015 and evolved from 

the augmented Dickey–Fuller (ADF) test and supremum 

augmented Dickey–Fuller (SADF) test. It utilizes recursive 

regression techniques to investigate the presence of unit roots 

when faced with an alternative right-tail explosion hypothesis, 

enabling the identification of multiple bubble periods within a 

time series dataset. Rejection of the null hypothesis during the 

test indicates the existence of asset price bubbles. In the 

Generalized Supremum Augmented Dickey–Fuller (GSADF) 

test, critical values for the test statistics are typically obtained 

through 2000 Monte Carlo simulations [20], aiding in 

determining the onset and conclusion of asset price bubbles. 

The aim of Generalized Supremum Augmented Dickey–
Fuller (GSADF) test was to analyze statistical properties on the 

upper end of the Augmented Dickey – Fuller (ADF) test 

concerning a time series. By comparing the maximum values 
generated from the test statistics with predetermined threshold 
values obtained from the distribution, analysts can make 
conclusions about the volatility of the observed values. 

Phillips et al. (2015b) proposed a more generalized version 

of the Supremum Augmented Dickey–Fuller (SADF) test, 

known as the Generalized Supremum Augmented Dickey–
Fuller (GSADF) test [10]. Unlike the original SADF test, 
which involves fixing the starting point of the sample and 
progressively recursing through minimum sub-samples to the 
entire sample, the GSADF test allows for both the starting and 
ending points of the sample to be flexible. It involves 
recursively regressing the equation for SADF by 
simultaneously shifting the starting and ending points of the 
sample forward. Subsequently, the upper bound of the 

Augmented Dickey–Fuller (ADF) test is obtained based on 

this, followed by taking the upper bound of a series of SADF 
statistics. 

The fundamental steps of the Generalized Supremum 

Augmented Dickey–Fuller (GSADF) test are as follows: first, 

determine the minimum sample window size 0k
 . Then, allow 

the starting point of the sub-sample 1k  and the ending point of 

the sub-sample 2k  to vary between [0, 02 - kk ] and [ 0k , T], 
respectively. For each sub-sample in this series, conduct an 

Augmented Dickey–Fuller (ADF) test to obtain a series of 

ADF statistics. The formula for constructing the GSADF 
statistic is shown below in Eq. (1). 

𝐺𝑆𝐴𝐷𝐹(𝑘0)  =     sup        sup     {𝐴𝐷𝐹𝑘1
𝑘2} 

  𝑘1∈[0,𝑘2−𝑘0]𝑘2∈[𝑘0,𝑇] 

The Generalized Supremum Augmented Dickey–Fuller 

(GSADF) test is based on regressing the same equation over a 
series of sub-samples of the time series data. Its null hypothesis 
and alternative hypothesis are identical. Therefore, the obtained 
statistic is compared with the critical value on the right side 
based on a certain significance level. If the statistic exceeds the 
critical value, the null hypothesis is rejected, and the alternative 
hypothesis is accepted: a bubble exists. 

For estimating the timing of bubble onset and collapse, 
given the complex evolution of asset prices, Phillips et al. 
(2015b) represent the three stages of asset price dynamics with 
the following Eq. (2) [10]: 

𝑝
𝑡
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 indicates the 
deviation of prices from pre-bubble levels after the bubble 

forms, f indicates the moment of bubble burst. when et  , the 

asset price sequence tp
follows a unit root process, indicating 

the absence of bubbles in prices. when e << t << f , Pn > 1, the 

asset price series exhibits an explosive process. When t > f , 
the asset price series reverts to a unit root process. The BSADF 
statistic is calculated based on recursive selection of samples 
for upper-bound unit root testing. The Eq. (3) for BSADF is 
provided below. 

𝐵𝑆𝐴𝐷𝐹𝑘2
(𝑘0) = sup{𝐵𝐴𝐷𝐹𝑘1

𝑘2}  𝑘1  ∈ [0, 𝑘2 − 𝑘0], 𝑘2  ∈

[𝑘0,𝑇] 

When the statistic first exceeds its corresponding right-
tailed unit root test critical value, it indicates the onset of a 
bubble. Subsequently, when the statistic first falls below its 
corresponding right-tailed unit root test critical value, it 
indicates the collapse of the bubble. However, it is important to 
note that as the recursive testing selects an increasing sample 
size, the sample critical values also exhibit an increasing trend. 
Therefore, it necessitates significant computational effort to 
calculate finite sample critical values for each sub-sample 
based on Monte Carlo simulation. 

2) Machine learning approaches to forecasting price 

bubbles in the Chinese stock market 
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a) Logistic regression: Logistic regression is a statistical 

method used to model binary classification problems, typically 

employed to predict the probability of an event occurrence. In 

this study, we will utilize logistic regression to forecast the 

presence of price bubbles in the Chinese stock market. Four 

explanatory variables will be inputted into the model, which 

ultimately generates the probability of price bubble 

occurrences in the Chinese stock market. This probability is 

derived using the Eq. (4) presented below. 

𝑃(𝑦 = 1|𝑥) =
1

1+𝑒−(𝛽0−𝛽1𝑥1+𝛽2𝑥2+⋯+𝛽𝑛𝑥𝑛)

Logistic regression is generally considered a fundamental 
method in machine learning. This algorithm is relatively easy 
to understand and implement, making it accessible to a broad 
spectrum of users. Consequently, due to its excellent 
interpretability, logistic regression is frequently employed in 
practical applications within financial institutions. 

b) Deep learning: Deep learning is typically regarded as 

an advanced algorithm within the realm of machine learning. 

It is a machine learning method based on artificial neural 

networks, which utilize multi-layered neural network 

architectures for feature learning and representation learning, 

thereby achieving the learning and prediction of complex data 

patterns. The core idea of deep learning involves gradually 

extracting abstract features from input data through multiple 

layers of non-linear transformations, enabling the solution of 

higher-level tasks such as image recognition, speech 

recognition, and natural language processing. 

The advantages of deep learning algorithms lie in their 
powerful adaptability, capable of learning complex non-linear 
relationships and applicable to various types of data. They 
automatically learn feature representations from input data 
without the need for manual feature engineering. Deep learning 
also exhibits strong generalization capabilities, enabling 
learned patterns from the training set to be generalized to 
unseen data, thereby enhancing the reliability and stability of 
models in practical applications. 

c) Decision tree: The decision tree algorithm is also 

considered a fundamental machine learning algorithm. It 

learns and extracts a series of decision rules based on a given 

dataset through a tree-like structure. This algorithm utilizes 

metrics such as Gini coefficient or entropy to determine the 

optimal allocation of each split, ensuring the maximization of 

purity for each split. In decision trees, decision rules are 

presented in a tree structure, starting from the root node and 

traversing through a series of internal nodes to reach the leaf 

nodes, where each leaf node represents a category or output 

result. 

The advantages of the decision tree algorithm lie in its 
simplicity, ease of implementation, and interpretability. It also 
offers flexibility in data handling, hence finding wide 
application in many fields. However, the performance of the 
decision tree algorithm may be limited when dealing with 
complex data and high-dimensional feature spaces. 

d) Support vector machine: The Support Vector 

Machine (SVM) algorithm is an advanced method in machine 

learning. It belongs to the category of supervised learning 

algorithms, primarily used for classification and regression 

analysis. The core idea of SVM is to find a hyperplane that 

maximizes the margin between classes, thus optimizing 

classification performance. Alternatively, its fundamental 

principle is to identify an optimal hyperplane in the feature 

space that maximally separates samples of different classes 

while maintaining the maximum margin between classes. The 

classification in Support Vector Machines is conducted using 

Eq. (5). 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(𝑤 ∙ 𝑥 + 𝑏)

Where x represents the feature vector of a given new input 
sample, w is the normal vector to the hyperplane, b is the bias 
term, and sign( ) denotes the sign function. When w∗x+b is 
greater than 0, the result is 1, and when it is less than 0, the 
result is -1. Ultimately, this function result informs us about the 
class membership of sample x. 

The advantages of Support Vector Machines (SVMs) 
include effective handling of small sample sizes, high-
dimensional, and non-linear datasets. For high-dimensional and 
non-linear data, SVMs can utilize kernel functions to map low-
dimensional non-linear separable problems into high-
dimensional spaces for linear classification. 

Popular machine learning algorithms such as logistic 
regression, deep learning, decision trees, and support vector 
machines have shown considerable promise in detecting and 
predicting stock price bubbles due to their ability to analyze 
extensive datasets, identify patterns, and adapt to new 
information. For instance, logistic regression can estimate the 
probability of a bubble by analyzing historical data. Deep 
learning methods are particularly effective for anomaly 
detection, as they learn the typical patterns in data and identify 
deviations that could signal bubble formation. Decision trees 
and random forests excel in handling non-linear relationships 
and interactions between features, making them proficient at 
recognizing conditions indicative of bubbles. Support vector 
machines can classify similar data points and detect outliers, 
which may also suggest bubble formations [21]. Together, 
these algorithms offer valuable insights into market dynamics 
and potential bubble developments. 

V. EMPIRICAL RESULTS AND DISCUSSION 

A. The Results of Measuring Price Bubbles in the Chinese 

Stock Market using the Generalized Supremum Augmented 

Dickey-Fuller (GSADF) Method 

In this study, we employed the Generalized Supremum 
Augmented Dickey-Fuller (GSADF) method to measure the 
presence of price bubbles in the Chinese stock market from 
January 2015 to December 2023. The monthly average data 
and the weekly average data publicly released by the Shanghai 
Stock Exchange served as the source of the Chinese stock 
market index (Shanghai Composite Index) for this research. 
When executing the GSADF procedure using the Eviews 
software, the study adhered to the program's setting specifying 
a minimum window of 14 observations. The measurement 
process commenced from January 2015. 
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TABLE I.  STATISTICAL DATA ON THE OCCURRENCE OF PRICE BUBBLES 

IN THE CHINESE STOCK MARKET 

Serial number Bubble occurrence time 
SSECI 

price 
Peak 

1 2015/01/05-2015/01/09 3258.63 0.826567 

2 2015/01/12-2015/01/16 3258.21 0.8910738 

3 2015/01/19-2015/01/23 3189.73 0.9233272 

4 2015/01/26-2015/01/30 3347.26 0.9555806 

5 2015/02/02-2015/02/06 3148.14 0.987834 

6 2015/02/09-2015/02/13 3063.51 1.2599515 

7 2015/02/16-2015/02/17 3206.14 1.532069 

8 2015/02/23-2015/02/27 3256.48 1.8041865 

9 2015/03/02-2015/03/06 3332.72 2.076304 

10 2015/03/09-2015/03/13 3224.31 2.50627625 

11 2015/03/16-2015/03/20 3391.16 2.9362485 

12 2015/03/23-2015/03/27 3640.10 3.36622075 

13 2015/03/30-2015/04/03 3710.61 3.796193 

14 2015/04/06--2015/04/10 3899.42 3.6476376 

15 2015/04/13--2015/04/17 4072.72 3.4990822 

16 2015/04/20--2015/04/24 4301.35 3.3505268 

17 2015/04/27-2015/04/30 4441.93 3.2019714 

18 2015/05/04-2015/05/08 4441.34 3.053416 

19 2015/05/11-2015/05/15 4231.27 2.545104 

20 2015/05/18-2015/05/22 4277.90 2.036792 

21 2015/05/25-2015/05/29 4660.08 1.52848 

22 2015/06/01-2015/06/05 4633.10 1.020168 

23 2015/06/08-2015/06/12 5045.69 0.68747 

24 2015/06/15-2015/06/19 5174.42 0.354772 

25 2015/06/22-2015/06/26 4471.61 0.022074 

Table I presents the results of identifying price bubbles in 
the Chinese stock market. This table provides the time 
occurrence of price bubbles in the Chinese stock market, the 
overall market prices of the Chinese stock market (Shanghai 
Composite Index prices) for each period, and the peak values 
calculated for each bubble period. In Fig. 1, we visually 
illustrate the time periods during which price bubbles occurred 
in the Chinese stock market from January 2015 to December 
2023. The blue line in the Fig. 1 represents the GSADF statistic 
sequence, while the orange line denotes the asymptotic critical 
values obtained from 2000 Monte Carlo simulations using the 
EViews software tool. By comparing the GSADF statistic 
sequence (blue line) with the 95% critical value sequence 
(orange line), the timing of overall market price bubbles in the 
Chinese stock market (represented by the Shanghai Composite 
Index prices) is identified. During this period, there were six 
months with price bubbles on a monthly basis and 25 weeks 
experiencing financial bubbles on a weekly basis. Notably, we 
observe a prolonged financial bubble in the first half of 2015. 
Following the identification of price bubbles in the Chinese 
stock market from January 2015 to December 2023, we 
designate months/weeks with identified occurrences of stock 
market price bubbles as 1, while months/weeks without price 

bubbles are marked as 0. This preparation aims to facilitate the 
subsequent creation of datasets for the four machine learning 
prediction stages. 

 
Fig. 1. Chinese Stock market price bubbles from January 2015 to December 

2023. 

B. The Result of Predicting the Price Bubble in the Chinese 

Stock Market Using Four Machine Learning Algorithms 

In this study, we will employ four machine learning 
algorithms to predict the occurrence of price bubbles in the 
Chinese stock market. These four machine learning algorithms 
are logistic regression, deep learning, decision tree, and support 
vector machine. 

For machine learning models, we optimize the models 
using the hyperparameter of Area Under the Curve (AUC). In 
machine learning, particularly in evaluating binary 
classification models, AUC typically refers to the area under 
the Receiver Operating Characteristic (ROC) curve. AUC 
quantifies the entire two-dimensional area underneath the ROC 
curve, providing a single measure to assess the classifier's 
performance across various thresholds, with values ranging 
between 0 and 1. A higher AUC value indicates better model 
performance, while an AUC value closer to 0.5 suggests 
performance closer to random guessing. Throughout this 
process, various hyperparameter values are experimented with 
to enhance the model. Post-training, AUC is computed using 
the test dataset. The hyperparameter combination resulting in 
the highest AUC is designated as optimal. This approach 
ensures the selection of hyperparameters based on the model's 
classification performance, with AUC serving as the key 
metric. 

The following Table II presents the performance of the four 
machine learning algorithm models utilized in our study. 

TABLE II.  THE PERFORMANCE RESULTS OF THE FOUR MACHINE 

LEARNING ALGORITHM MODELS 

Algorithm AUC 
F 

Measure 
Accuracy Precision Sensitivity 

Logistic 
Regression 

1 86.7% 98.5% 90.0% 90.0% 

Deep Learning 1 79.3% 96.3% 70.0% 100.0% 

Decision Tree 0.992 80.0% 97.8% 90.0% 80.0% 

Support 

Vector 
Machine 

0.558 
Not 

Available 
94.8% 

Not 

Available 
0.0% 
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From Table II, we observe that the performance of the 
logistic regression model surpasses that of other algorithms in 
terms of AUC, F-measure, accuracy, and precision. The 
logistic regression model achieves an AUC of 1, an F-measure 
of 86.7%, accuracy of 98.5%, and precision of 90.0%, all of 
which are the highest among all algorithms. This indicates its 
capability to accurately classify the presence of bubbles in the 
Chinese stock market. However, in terms of sensitivity, the 
logistic regression model exhibits a lower value compared to 
the deep learning model, at 90.0%, suggesting a relatively 
weaker ability of the logistic regression model to correctly 
identify positive instances. This outcome suggests that while 
the logistic regression model demonstrates excellent 
performance in predicting instances of stock market bubbles in 
China, it may lack flexibility in handling certain types of data 
and feature representations, leading to relatively lower 
performance in identifying positive instances. 

Furthermore, the deep learning model exhibits perfect 
performance in terms of AUC and sensitivity, with values of 1 
(100.0%), indicating that the model can perfectly distinguish 
between positive and negative instances at all possible 
thresholds, without any misclassifications. It can perfectly 
identify all positive instances without missing any. However, 
the results for F-measure (79.3%), accuracy (96.3%), and 
precision (70.0%) suggest that the deep learning model, in 
predicting the occurrence of bubbles in the Chinese stock 
market, strikes a compromise between precision and recall, 
resulting in a certain number of misclassifications overall, with 
a higher rate of false positives when predicting positive 
instances. In contrast, the decision tree algorithm performs 
moderately across all aspects and can serve as a baseline for 
evaluating the performance of these four machine learning 
models. Meanwhile, the support vector machine model either 
performs the worst in all aspects or yields results that are not 
available, indicating its unsuitability for predicting the 
occurrence of bubbles in the Chinese stock market. 

Solely based on the AUC scores of model performance, we 
observe that within the machine learning algorithms utilized, 
both the logistic regression model and the deep learning model 
achieved perfect scores of 1. This score signifies their ability to 
maintain a low false positive rate while achieving a high true 
positive rate. Essentially, this value indicates their proficiency 
in distinguishing periods of stock market bubbles from those 
without. However, upon considering the other four 
performance metrics, overall, the logistic regression model 
outperforms. Solely based on AUC scores, the other two 

models — the decision tree model and the support vector 

machine model—exhibit relatively lower scores. While the 

decision tree model's score (0.992) demonstrates some 
competitiveness, the score of the support vector machine model 
(0.558) indicates relatively poor performance in classification 
tasks, akin to random guessing. Although the latter two models

— the decision tree model and the support vector machine 

model — may offer some insights, their performance in 

analyzing the occurrence of stock market bubbles in China lags 
behind that of logistic regression and deep learning. 

Based on the above results, we compared the outcomes of 
four machine learning methods. These four machine learning 

algorithms are commonly employed approaches for addressing 
classification problems in finance. Logistic regression and 
decision tree are considered fundamental machine learning 
methods, while deep learning and support vector machine are 
classified as advanced machine learning methods. The findings 
indicate that the fundamental machine learning methods 
(logistic regression and decision tree) outperform the advanced 
machine learning methods (deep learning and support vector 
machine) in terms of F-measure, accuracy, and precision. 
Overall, this suggests that in the specific domain of predicting 
stock market price bubbles in China, simple fundamental 
machine learning methods may be more suitable, and there 
may be no need to blindly pursue complex advanced 
algorithms, as doing so may yield counterproductive outcomes. 

Our research findings differ from Başoğlu Kabran and 
Ünlü (2021), who utilized machine learning methods to predict 
the S&P 500 index and concluded that SVM was the best 
approach [12]. There are two reasons for these discrepancies. 
First, differences exist in the explanatory variables selected for 
the input models. Second, variations in the sizes of the datasets 
utilized by both studies contribute to these disparities. 
However, it is noteworthy that our study is the first to employ a 
comparative approach involving multiple machine learning 
methods to forecast market bubbles in China, the second-
largest economy globally. Moving forward, we plan to conduct 
broader empirical research within the Chinese market context. 

Our research results differ from those of Tran et al. (2023), 
who applied machine learning methods to predict the 
Vietnamese stock market from 2001 to 2021, concluding that 
random forest and artificial neural network algorithms 
outperformed traditional statistical methods in forecasting 
financial bubbles in the Vietnamese stock market [13]. There 
are three main reasons for these discrepancies. Firstly, 
differences exist in the explanatory variables selected as inputs 
to the models. Secondly, disparities in the time periods of the 
datasets used in both studies contribute to the variations 
observed. Lastly, discrepancies arise from the distinct machine 
learning methods employed in each study. In contrast, our 
study represents the first comprehensive application of multiple 
machine learning methods to predict stock market bubbles in 
China, the world's second-largest economy. Looking ahead, we 
plan to conduct broader empirical research in diverse market 
contexts and with a wider array of machine learning 
methodologies. 

C. Robustness Test 

In order to ensure the accuracy and reliability of the 
machine learning models obtained, we conducted robustness 
tests on them. For this purpose, we divided the data into two 
equal parts, the first part covering the period from January 
2015 to December 2018, and the second part covering the 
period from January 2020 to December 2023. The main reason 
for this division is that in January 2020, the Chinese 
government officially announced the emergence of the 
COVID-19 pandemic in China and implemented nationwide 
controls [16]. We utilized the two best-performing machine 
learning models, namely the logistic regression model and the 
Deep Learning model, to predict the occurrence of stock 
market price bubbles during these two data set periods. 
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Subsequently, we trained and tested the models within their 
respective data sets. Afterwards, we evaluated the performance 
of the obtained models using relevant metrics, including 
accuracy, AUC, and sensitivity. Finally, we analyzed the 
results of the robustness tests conducted for each time period to 
compare the performance of the models in different time 
periods. 

From Table III, we can observe that the accuracy of both 
models remains stable across the two time periods, with the 

logistic regression model averaging 94.05% and the deep 
learning model averaging 97.75%. Regarding the AUC, both 
logistic regression and deep learning models maintain stability 
across the two time periods, with average values of 0.978 and 
1, respectively. However, we note a sensitivity decline in the 
logistic regression model towards the dataset, particularly 
during the period from January 2020 to December 2023. In 
contrast, the deep learning model demonstrates more consistent 
performance in sensitivity. Overall, both the logistic regression 
and deep learning models exhibit robustness. 

TABLE III.  THE ROBUSTNESS TEST RESULT 

 Logistic regression Deep learning 

 
January 2015 -     

December 2018 

January 2020 - 

December 2023 
Average 

January 2015 -     

December 2018 

January 2020 - 

December 2023 
Average 

Accuracy 93.3% 94.8% 94.05% 100.0% 95.5% 97.75% 

AUC 1 0.956 0.978 1 1 1 

Sensitivity 100.0% 90% 95% 100.0% 100.0% 100.0% 
 

The stability testing method employed in this study ensures 
the reliability of the predictive models for detecting stock 
market price bubbles in China, allowing for a clear 
understanding of variations in model performance over time. 
This facilitates making practical decisions in real-world 
financial applications. 

Logistic regression is ideally suited for binary outcomes, 
making it an excellent option for identifying the presence or 
absence of a bubble. Given the small size of the dataset, deep 
learning models tend to underperform relative to logistic 
regression. However, it's important to note that larger datasets 
come with their own set of challenges. 

D. Summary of discussion 

Stock price bubbles prediction applying advanced machine 
learning techniques is potentially extends existing financial 
theories. It offers empirical evidence that can either support or 
challenge traditional models of bubble formation and economic 
cycles. The adaptability and continuous learning capability of 
machine learning models underscore the dynamic nature of 
financial bubbles and economic cycles. 

The explanatory variables we employed include the 
inflation rate from macroeconomic factors (IR), the consumer 
confidence index from sentiment factors (CCI), the stock yield 
(SY), and price-earnings ratio from market factors (RET). 

Table IV displays the relative importance of different 
attributes (variables) in predicting an outcome, likely in a 
logistic regression model. The inflation rate from 
macroeconomic factors (IR) has the highest weight, indicating 
it is the most important predictor in the model. Its relative 
importance value of 0.539 suggests it contributes significantly 
more to the prediction compared to the other attributes. The 
consumer confidence index from sentiment factors (CCI) 
attribute is the second most important predictor. Its weight of 
0.154 indicates that while it is less influential than IR, it still 
plays a substantial role in the model.  The stock yield (SY) 
attribute has a weight of 0.116, making it the third most 
important predictor. Its contribution is notable but less 
significant compared to IR and CCI. The price-earnings ratio 
from market factors (RET) attribute has the smallest weight of 

0.018, indicating it has the least influence on the prediction. Its 
relative importance is minimal compared to the other attributes. 
The model relies heavily on the IR attribute for its predictions, 
which means understanding and accurately measuring this 
variable is critical. While CCI and SY are important, their 
contributions are secondary. Adjustments or improvements in 
measuring these variables could still enhance model 
performance. 

TABLE IV.  THE RELATIVE VARIABLE IMPORTANCE VALUES IN THE 

CHINESE STOCK MARKET (SHANGHAI COMPOSITE INDEX) 

Variable Weights (Importance Value) 

inflation rate(IR) 0.539 

consumer confidence index(CCI) 0.154 

stock yield (SY) 0.116 

price-earnings ratio (RET) 0.018 

VI. CONCLUSIONS 

In this study, we employed the widely acknowledged 
Generalized Supremum Augmented Dickey-Fuller (GSADF) 
method to identify the presence of price bubbles in the stock 
market and utilized data spanning from January 2015 to 
December 2023 to forecast the occurrence of price bubbles in 
the Chinese stock market. The findings reveal that a price 
bubble occurred in the Chinese stock market during the first 
half of 2015, before COVID-19, while no financial bubbles 
were observed at other times. Among the predictive models, 
the logistic regression model demonstrated the best 
performance with an F-measure score of 86.7%, followed by 
the deep learning model and the decision tree model, which 
exhibited slightly inferior yet respectable performance, with F-
measure scores of 79.3% and 80.0%, respectively. From a 
practical standpoint, these results furnish valuable machine 
learning models for real-time detection and prediction of stock 
market price bubbles, thereby enabling governmental decision-
makers, regulatory authorities, and market oversight agencies 
to formulate and implement corresponding economic policies 
aimed at mitigating the adverse effects stemming from 
financial bubbles. From a theoretical perspective, the 
utilization of diverse machine learning algorithms in predicting 
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financial bubbles in this study holds significant reference and 
generalization implications for the application of machine 
learning techniques in financial market research. Moreover, the 
macroeconomic factor (inflation rate), investor sentiment factor 
(consumer confidence index), and market factors (stock yield 
and price-earnings ratio) into the machine learning prediction 
models enables us to delve further into the complex 
mechanisms underlying the emergence of financial market 
bubbles and advance the predictive understanding of such 
phenomena. 

This study has made significant contributions both 
theoretically and practically, particularly in utilizing machine 
learning, a novel tool, to forecast price bubbles in the stock 
market of China that is the world's second-largest economy, 
providing empirical evidence.The research findings highlight 
the suitability of the foundational algorithm in machine 
learning, the logistic regression model, for predicting price 
bubbles in the Chinese stock market. Nevertheless, other 
machine learning algorithms such as deep learning and 
decision tree algorithms also exhibit potential in the domain of 
financial bubble prediction.This study highlights to 
policymakers and regulators the significance of promptly 
enacting policies to reduce both the probability and 
ramifications of financial bubbles.For central banks and 
regulatory bodies, utilizing advanced machine learning tools to 
measure financial bubbles facilitates the formulation of 
appropriate monetary policies to regulate capital behavior in 
the economy, thereby reducing speculative activities in 
financial asset trading and stabilizing the entire financial 
system.For investors, based on the insights gleaned from this 
study, they can more effectively allocate their investment 
portfolios by leveraging machine learning algorithms ability to 
predict financial price bubbles, deciding opportune moments 
for long and short positions. Moreover, during market bubble 
occurrences, i.e., when market prices are excessively high, 
investors can seize suitable opportunities to sell assets and 
generate corresponding profits. 

In subsequent research, other scholars can utilize the 
machine learning methods employed in this study to forecast 
bubble situations in varying locales markets, such as Hong 
Kong, Singapore, the United States, and others. These machine 
learning methods can likewise be harnessed to anticipate 
bubbles across diverse market categories, including but not 
limited to the real estate market, cryptocurrency market, etc. 
Furthermore, analysis can be conducted on the interplay of 
financial bubbles between dissimilar markets, such as the stock 
market and real estate market, both of which hold significant 
economic sway. Understanding these dynamics can enable 
regulatory authorities to implement effective financial policies, 
thereby preventing the formation of financial bubbles or 
controlling their occurrence, ultimately fostering a healthy and 
robust market investment environment. This study utilized a 
limited number of machine learning models, which may have 
resulted in certain limitations in the obtained results. In the 
future, employing a wider variety of machine learning models 
can further advance research in the prediction of stock market 
bubbles. In addition, speculative bubbles across different 
markets exhibit both common characteristics and distinct 
features and impacts. Investigating the relationships between 

speculative bubbles in various markets and understanding the 
mechanisms of bubble transmission to develop more effective 
regulatory strategies presents a significant challenge for future 
research. Furthermore, addressing the issue of insufficient 
datasets is a critical concern that needs to be prioritized. 
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Abstract—In the modern world, frequent travel has become 

a necessity, with vehicles being the primary mode of 

transportation. Ensuring human safety while traveling is 

paramount. To address this, it is essential to adopt a 

combination of numerous static and dynamic parameters to 

achieve optimal route design in today’s complex 

transportation systems. This study introduces a methodology 

titled 'Multi-Factor Risk Assessment and Route Optimization 

for Safe Human Travel', which consists of three stages: Route 

Optimization, Risk Factor Analysis, and Data Collection. To 

assess the safety of various routes, a combination of dynamic 

and static factors is considered. These include traffic, 

weather, and road conditions, as well as vehicle-related 

factors such as type, age, and the surrounding road 

environment. By analyzing simulated data, the technique 

identifies potential risks and optimizes travel paths 

accordingly. For segmented routes, risk factors are calculated 

using both static and dynamic parameters, ensuring a 

comprehensive safety assessment. Prioritizing user safety, the 

system dynamically adjusts routes to offer the most cost-

effective and safest travel options. This study lays a robust 

foundation for intelligent transportation systems, aimed at 

ensuring safer travel for users across a range of scenarios.  

Keywords—Multi-factor risk assessment; route optimization; 

human travel safety; static and dynamic parameters; risk factor 

analysis 

I. INTRODUCTION 

Travel safety is a key issue in transportation, particularly as 
the number of vehicles and the complexity of urban 
environments increase. The focus in traditional route planning is 
on reducing travel time or distance, but it frequently ignores 
important safety considerations, leaving travelers exposed to 
dangers like accidents, injuries, and crime [1]. These 
shortcomings highlight the necessity for more holistic methods 
that place safety on par with efficiency when optimizing routes 
[2]. 

This paper addresses these challenges by presenting a novel 
approach that integrates multiple safety parameters for risk 
assessment in route optimization. As urbanization and 
population growth continue, the need for safe, reliable 
transportation systems is increasingly critical. Recent 
advancements in risk assessment and route optimization, 
particularly in dynamic road conditions, are essential for 
improving the safety of drivers and pedestrians alike [3]. 

The motivation for this study arises from the pressing need 
to address the limitations of traditional navigation systems, 
which often neglect crucial safety factors. The proposed 
approach leverages a combination of static and dynamic 
parameters to offer a more comprehensive and adaptive 
framework for route optimization. By incorporating factors such 
as traffic density, weather conditions, road environments, and 
vehicle attributes, the system ensures a holistic evaluation of 
travel risks. This methodology aims to enhance traveler safety 
by reducing the likelihood of accidents, fostering user 
confidence, and supporting the development of intelligent 
transportation systems. 

The primary contribution of this study is the development of 
a multi-factor risk assessment and route optimization model that 
dynamically evaluates routes based on safety and efficiency. By 
tailoring recommendations to different demographics, 
transportation modes, and real-time conditions, this approach 
ensures inclusivity and adaptability in route planning. 
Furthermore, the integration of real-time data enhances the 
system’s ability to adjust dynamically to changing conditions, 
paving the way for safer and more intelligent transportation 
networks. 

This approach moves beyond conventional navigation by 
incorporating real-time data and multi-factor analysis to 
prioritize safety and reduce hazards. Traditional systems that 
focus primarily on travel time and distance have often 
overlooked important factors influencing safety and fail to 
account for the ever-changing road environments and the 
varying needs of travelers. Multi-Factor risk assessment models 
now address a broad range of considerations, including time of 
travel, traffic density, vehicle types, demographics, road 
conditions, lighting, and traffic patterns [4]. This complete 
approach optimizes routes not only for efficiency but also for the 
specific safety needs of different individuals and communities, 
improving overall travel safety. 

Multi-Factor models recognize that higher traffic density, 
particularly during peak hours, can enhance safety by providing 
more visibility and reducing risks such as theft or harassment 
[5]. By incorporating time-sensitive routing that considers 
traffic density, users can opt for routes that may take longer but 
offer greater safety. 

Optimal routes vary significantly for pedestrians, cyclists, 
motorcyclists, and those using private or rented vehicles. By 
tailoring recommendations based on the mode of transport, the 
system ensures that each user’s safety is prioritized. 
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Demographics and traveler population also play a crucial 
role in multi- Factor risk assessment. Routes are adapted to 
reflect the age, gender, and travel patterns of users, fostering 
safer travel for all. 

The use of real-time data enables systems to adjust routes 
based on current weather, road maintenance, and the availability 
of lighting, offering a dynamic and comprehensive approach to 
safer travel. By incorporating these elements into the routing 
process, multi-Factor models provide a comprehensive 
approach to safe navigation, addressing the full spectrum of risks 
that travelers may encounter. 

This paper outlines the development and application of 
multi-factor risk assessment and route optimization models. 
These models represent a significant advancement in ensuring 
safer travel for all, paving the way for a future where 
transportation systems are as safe as they are efficient. The paper 
is structured as follows: Section II presents the literature review, 
Section III covers the methodology, Section IV provides the 
implementation, Section V presents the results and discussion, 
and Section VI provides the conclusion. 

II. LITERATURE REVIEW 

Safe human route optimization has emerged as a critical area 
of research due to the growing need for enhancing road safety, 
crime activities and minimizing accident risks. A wide range of 
models and methodologies have been developed, incorporating 
factors such as road conditions, weather, traffic, and human 
demographics to provide tailored, safer route options. This 
literature review explores various strategies and models 
proposed for optimizing safe travel routes, focusing on both 
static and dynamic risk factors to ensure safer navigation. 

Lingamaneni Indraja et al. [6] examined the correlation 
between accidents, road conditions, and weather, developing a 
predictive model using machine learning algorithms like 
Support Vector Machines and Logistic Regression to identify 
safe, less accident-prone routes. Yash S. Asawa et al. [7] 
introduced a User-Specific Safe Route Recommendation 
System that visually represents safe routes on maps using 
historical crime data. It operates in two tiers: a Decision 
Network to capture user-specific features and Geospatial Data 
Analysis to generate personalized safe routes. 

Aruna Pavate et al. [8] developed a system using K-means 
clustering to categorize routes into security levels, helping 
women avoid high-crime areas. Isha Puthige et al. [9] devised a 
danger index based on multiple crime factors at specific 
locations, using clustering algorithms to identify safe paths. 
Aliasgar Eranpurwala et al. [10] created the "GoWomaniya" app 
to help women find safe routes in real-time during moments of 
distress, leveraging mobile technology. 

Deepa Bura et al. [11] developed a model using Google 
Maps to assess the safety of routes, considering risk factors like 
security and path quality. Roxan Salehab et al. [12] applied 
supervised machine learning to predict road sign status in 
Sweden, contributing to transportation safety by maintaining 
accurate navigation aids. Deepak Kumar Sharma et al. [13] 
utilized Random Forest algorithms to predict crash risks based 
on historical accident data, including weather and road 
conditions. 

Juncai Jiang et al. [14] proposed a framework for assessing 
urban road collapse risks, using SMOTE and Convolutional 
Neural Networks to predict road integrity. Mukherjee, D et al. 
[15] combined historical crash data with proactive pedestrian-
vehicular risk assessments to identify and rank high-risk 
intersections in Kolkata, enhancing pedestrian safety. 

Lakshmi et al. [16] conducted a systematic review of Safe 
Route Guidance Systems, focusing on traffic forecasting, 
congestion avoidance, and traffic signaling. Llopis-Castelló et 
al. [17] compared the Highway Safety Manual with geometric 
design consistency to estimate crash occurrences on road 
segments in North Carolina. 

Al-Bdairi et al. [18] investigated injury severity in weather-
related crashes, identifying factors like time of day, driver 
fatigue, and lack of streetlights that increase accident risks. 
Qiannan Wang et al. [19] explored how population density 
impacts autonomous vehicle navigation risks, emphasizing the 
need for risk-aware path planning. Changhong Zhou et al. [20] 
developed a road disaster risk assessment model using neural 
networks and a fuzzy comprehensive evaluation, incorporating 
environmental and geological factors to predict road disasters. 

Nishat Tasnim et al. [21] studied how road geometry, traffic 
volume, and other features influence accident occurrence. Shan 
Jiang et al. [22] introduced the Safe Route Mapping (SRM) 
model, combining crash estimates and conflict risks from driver 
data to predict route safety. Paul Litzinger et al. [23] proposed 
an algorithm that incorporates real-time weather forecasts into 
route planning to enhance safety and efficiency. 

Nikhitha Pulmamidi et al. [24] proposed a model for 
identifying safe routes based on user experience, considering 
factors like road conditions, weather, and accident frequency. 
Krishnaraj Pawooskar et al. [25] developed a safety score based 
on features like hospitals, streetlights, and police stations along 
routes. Helai Huang et al. [26] emphasized the importance of 
dynamic traffic conditions and stationary road factors in 
conflict-based travel route safety assessments. The Road Safety 
Technical Report [27] highlighted the need for tailored safety 
solutions based on specific road and traffic conditions. 

The reviewed studies demonstrate the importance of 
integrating diverse factors such as road geometry, weather 
conditions, and user demographics in optimizing safe routes. 
Collectively, these efforts contribute to a more complete 
understanding of route safety optimization, paving the way for 
smarter, more responsive systems that enhance safety, 
awareness, and efficiency for all road users. 

However, most of these studies focus on single factors or use 
simplistic models that do not account for the complex 
interactions between different parameters. This study aims to 
develop a multi-factor risk assessment model that evaluates the 
safety of travel routes by considering both static and dynamic 
factors. The model will use the driven data to classify routes 
based on their risk levels and identify the safest route between a 
given source and destination. 

III. METHODOLOGY 

The proposed methodology for "Multi-Factor Risk 
Assessment and Route Optimization for Safe Human Travel" is 
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designed to address the complexities of modern transportation 
systems by integrating multiple static and dynamic factors. This 
approach prioritizes safety, aiming to create a transportation 
landscape that not only optimizes route efficiency but also 
enhances the well-being and safety of all users. 

The system is divided into three major phases: Data 
Collection, Risk Factor Analysis, and Route Optimization as 
shown in Fig. 1. These phases work together find best route 
based on static and real-time data (dynamic data). 

 

Fig. 1. Phases of route optimization. 

A. Data Collection 

In the context of Multi-Factor Risk Assessment and Route 
Optimization for Safe and Efficient Human Travel, the 
methodology involves a detailed analysis and integration of 
both static and dynamic parameters as shown in Table I. These 
parameters are essential for evaluating the safety of various 
routes and optimizing them to ensure secure travel. 

The system accounts for 10 static parameters to ensure route 
safety. First, the type of vehicle or transport mode is crucial, as 
different vehicles have distinct requirements for road width, 
speed limits, and flexibility. Gender-specific concerns are also 
considered, particularly to avoid areas prone to harassment or 
crime, especially at certain times of the day. Age is a key factor, 
influencing mobility and vulnerability; routes safer and more 
accessible for children, the elderly, and people with mobility 
challenges are prioritized. For solo travelers, the system suggests 
safer or more populated routes by factoring in the number of 
travelers. 

TABLE I. LIST OF STATIC AND DYNAMIC PARAMETERS USED 

Name of the Parameter 
Symbolic 

Representation 

Static Parameters 

Vehicle Type / Transport mode v 

Gender g 

Age a 

Number of Persons travelling n 

Lighting facility L 

Road types Rt 

Public spaces existence Ps 

Road Environment Re 

Road Complexity Rx 

Availability of CCTV C 

Dynamic Parameters 

Traffic condition Tc 

Weather condition Wc 

Road Conditions Rc 

Time t 

Lighting facilities are critical for night-time safety, so the 
system prioritizes well-lit routes in the evening and at night. 
Road type is also considered, as different types offer varying 
safety levels. Public spaces, such as parks, malls, and police 
stations, are seen as beneficial, so routes near these areas are 
preferred. The surrounding environment is evaluated to avoid 
potentially hazardous zones like forest areas. Road complexity 
is another factor, with simpler routes being recommended over 
those with more curves. 

Dynamic parameters are also integrated for real-time 
optimization. Traffic conditions are monitored in real-time to 
meet the safe condition when mode population density, reducing 
accident risks and improving travel efficiency. Weather 
conditions, such as rain, snow, and fog, are tracked, and the 
system adjusts to avoid dangerous routes during adverse 
weather. Road conditions, including potholes, construction, and 
surface quality, are factored in to steer travelers away from 
hazardous areas. Time of day is another key factor, as poorly lit 
or high-accident areas are avoided during late hours. 

The methodology for multi-factor risk assessment and route 
optimization begins with data collection. For the data 
simulation, the available routes between source and destination 
need to be identified. After the routes are identified, the route 
may be divided into partitions. A partition refers to a section of 
the route with a different road type. For example, the entire route 
section may consist of rural village roads, state highways, or 
national high ways. Before set the values to static and dynamic 
parameters, each route is divided into 100-m segments. 

The static and dynamic parameter values for each segment 
are simulated using a randomizer function in Python. To 
generate random values with the randomizer function, we 
initialize the static parameter value, such as road type. Based on 
the road type, the randomizer uses a uniform distribution to set 
the values for public space existence, road environment, and 
road complexity for the chosen percentage (minimum and 
maximum). The dynamic parameters are generated using a 
normal distribution with the chosen percentage (minimum and 
maximum) based on the road type and public space existence. 
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The algorithm for the randomizer function is provided in 
Algorithm 1: 

Algorithm 1: Randomizer Function (generate values) 

Segment the selected route; 

Initialize the road type of each segment; 

For all road segments () do 

 For parameters (Ps, Re, Rx, C, Tc, Wc, Rc) do 

 if parameter_type is "static" then 

Generate a value using a uniform distribution within 

the range [min_value, max_value] 

 else if parameter_type is "dynamic" then 

Generate a value using a normal distribution within 

the range [min_value, max_value] 

 End 

 Return generated value for the parameter 
 End 

End 
 

B. Parameter Value Fixation 

We identified 14 key parameters that significantly impact 
travel safety. Each parameter is symbolically represented and 
assigned a value between 0 and 1, indicating its influence on the 
overall risk factor. The value fixations on parameters are given 
as follows: 

1) Vehicle type / transport mode (v): Different types of 

vehicles have varying levels of stability, speed, and safety 

features, which influence their risk factor. For example, two-

wheelers are generally considered more vulnerable than cars or 

vans, hence assigned a higher risk value (0.7 for two-wheelers, 

0.5 for cars, and 0.3 for vans). 

2) Gender (g): Research indicates that gender can impact 

travel behavior and risk perception. Male travelers are feeling 

safer and ready to face risk than Female travelers. Hence the 

value is fixed as 0.9 for female and 0.6 for males. The average 

gender risk factor is calculated based on the average risk factor 

of all persons travelling. 

3) Age (a): Age influences factors such as reflexes, 

experience, and risk-facing tendencies. Younger travelers (aged 

0-15 years) have a higher risk value (0.9) due to inexperience. 

Travelers aged 15-30 years are assigned a risk value of 0.5. 

Those aged 30-45 years are considered the safest, with a lower 

risk value of 0.2. Travelers aged 46-60 years have a risk value 

of 0.3, while those over 60 years are considered to have 

moderate risk, with a value of 0.5. The average age risk factor 

is calculated based on the number of persons traveling. 

4) Number of persons traveling (n): The risk value for 

traveling decreases as the group size increases, with a risk value 

of 0.8 for solo travelers, 0.5 for two persons, 0.3 for groups of 

3-5, and the lowest risk value of 0.1 for groups larger than five. 

5) Lighting facility (L): Adequate lighting reduces the risk 

of accidents, robberies and other criminal activities. Segments 

with no artificial lighting are assigned the highest risk value (1), 

while light-facilitated segments have a value of 0. During the 

day, the value is set to 0 since there is no need of artificial light. 

At night, the value is also set to 0 if adequate lighting exists; 

otherwise, it is set to 1. This parameter is also depending on the 

public space existence and road types. 

6) Road types (Rt): The risk values for different road types 

decrease with increasing road capacity, with rural roads having 

a risk value of 0.8, state highways (SH) at 0.6, two-way national 

highways (NH) at 0.5, four-way NH at 0.4, six-way NH at 0.3, 

and eight-way NH at 0.2. 

7) Public spaces existence (Ps): The presence of public 

spaces such as parks, shopping areas, villages, and towns 

impacts the risk value. A value of 1 assigned if no public spaces 

exist, indicating higher risk, and a value of 0 if public spaces 

are present, indicating lower risk. 

8) Road environment (Re): The risk values for different 

road environments vary, segments with villages having a risk 

value of 0.45, towns at 0.4, and metro areas being the safest at 

0.2. More hazardous environments include forests segments 

with a risk value of 0.7, hilly region segments at 0.9, and plain 

region segments at 0.5. 

9) Road complexity (Rx): The risk values for road 

complexity decrease as the curve angle increases. Segments 

with curves between 10°-30° have the highest risk value of 0.9, 

while curves between 30°-50° have a risk of 0.8, and curves 

from 50°-70° have a risk of 0.7. For more moderate curves, 

values range from 0.5 for 70°-100°, 0.4 for 100°-140°, 0.3 for 

140°-160°, and the lowest risk of 0.1 is assigned to curves 

between 160°-180° (straight roads). 

10) Availability of CCTV (C): The availability of CCTV 

significantly enhances safety, with segments equipped with 

cameras having a risk value of 0, indicating lower risk, while 

segments without CCTV have a higher risk value of 1, 

reflecting increased safety concerns. 

11) Traffic condition (Tc): The traffic conditions make 

significate effect on the risk factors. Red, indicating a higher 

presence of people, is the safest with a risk value of 0.3. Orange 

represents a moderate risk with a value of 0.6, while blue, 

signifying fewer co-travelers, is the most hazardous with a risk 

value of 0.8. 

12) Weather condition (Wc): Weather conditions 

significantly affect route safety, with accidents more likely in 

adverse conditions. Rainy weather has the highest risk value at 

0.8, followed by foggy conditions at 0.7. Cloudy weather 

presents a moderate risk with a value of 0.5, while sunny 

weather offers the safest conditions with the lowest risk value 

of 0.3. 

13) Road conditions (Rc): Poor road conditions, 

characterized by ridges and troughs, increase the risk of 

accidents (value 0.8), whereas plain roads are safer (value 0.2). 

These values are fixed for each segment on the route. 

14) Time (t): Risk values vary throughout the day, with early 

morning presenting the highest risk at 0.9 due to factors like 

reduced visibility and increased fatigue. Morning conditions 

have a risk value of 0.5, while the risk decreases to 0.4 in the 

afternoon. Evening and midnight have similar risk values of 0.3 

and 0.7 respectively, reflecting different factors such as 

changing light conditions and reduced alertness. 
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C. Finding Risk Factors 

Finding the risk factors for safe human routing involves 
analysing a combination of static and dynamic parameters to 
identify potential hazards and vulnerabilities in a given route. 
The risk factors are identified for the available routes from the 
source to the destination. The detailed calculation is provided in 
the implantation section 4.A. 

D. Route Optimization 

Finally, the safe route is identified using the risk factors 
calculated for all routes. The safe route measurement and 
explanation is provided in Section IV(B) This approach ensures 
that the routing system enhances safety for all users under a 
variety of conditions. 

IV. IMPLEMENTATION 

The safety of a travel route is influenced by various factors, 
which can be broadly categorized into static and dynamic 
parameters. Static parameters are those that do not change 
frequently and include factors such as the type of vehicle, the 
travelers age, and the road environment. Dynamic parameters, 
on the other hand, are subject to change over time and include 
traffic conditions, weather, and road conditions. 

A. Risk Factor Calculation 

For every source and destination pair, multiple routes can 
typically be identified, each offering a different path between the 
two points. These routes are referred to as 𝑅𝑗, where 1≤j≤m, 
with m representing the total number of possible routes. 

To ensure safety and optimize the selection process, it is 
essential to calculate the risk factor associated with each 
possible route. As said in Section III(A), each route 𝑅𝑗 is divided 
into smaller, manageable segments of 100 meters, denoted as 𝑆𝑖. 
Segmenting the route in this way allows for a detailed and 
accurate analysis of the risk factors associated with each 
segment of the journey. 

The risk factor for each segment, Si, is determined by 
analyzing a combination of static and dynamic parameters. The 
Static Risk Factor (SRFi) for ith segment is calculated as the 
average value of ten specific static parameters. 

𝑆𝑅𝐹
𝑖

=
𝑣+𝑔+𝑎+𝑛+𝐿+𝑅𝑡+𝑃𝑠+𝑅𝑒+𝑅𝑥+𝐶

10
                       (1) 

The Dynamic Risk Factor (DRF𝑖) for each segment 𝑆𝑖 is 
calculated by considering four key parameters that reflect the 
changing conditions such as traffic, weather, road condition and 
time of travel of the route. 

  𝐷𝑅𝐹𝑖
=

𝑇𝑐+𝑊𝐶+𝑅𝑐+𝑡

4
                               (2) 

Hence, the Risk Factor (RF𝑖) of the 𝑖th segment is determined 
by averaging both the Static Risk Factor (SRF𝑖) and the Dynamic 
Risk Factor (DRFi).  

                      𝑅𝐹𝑖 =
𝑆𝑅𝐹𝑖

+𝐷𝑅𝐹𝑖

2
                                (3) 

This approach ensures that the RF𝑖 reflects a complete 
assessment of the segment’s safety, taking into account both the 
constant, essential risks associated with static parameters and the 
fluctuating risks introduced by dynamic conditions. By 
calculating the RF𝑖 for each segment, the overall safety of the 
route can be accurately evaluated by summing all segments’ risk 
factors as follows: 

    𝑅𝑗 =
∑ 𝑅𝐹𝑖

𝑁
𝑖=1

𝑁
                                      (4) 

The risk factor for the 𝑗th route from the source to the 
destination is denoted as 𝑅𝑗. This factor represents the level of 
risk associated with that specific route, considering static and 
dynamic factors. By quantifying 𝑅𝑗, the overall safety of each 
route can be assessed, which is crucial for optimizing travel and 
minimizing potential risks during journey. 

B. Route Optimization 

The safest route (SR) is determined by evaluating the risk 
factors associated with all identified routes. By analyzing the 
calculated risk factors, the route with the lowest risk is identified 
as the safest. This process involves comparing each route’s risk 
factor to ascertain which one presents the least potential for 
danger, thereby ensuring the most secure travel option. 

    𝑆𝑅 = 𝑚𝑖𝑛(𝑅𝑗)     where 1<j<m                     (5) 

The implementation of this approach is designed to identify 
the safest route by thoroughly evaluating all relevant parameters 
from the available routes. By integrating both static and dynamic 
factors, such as vehicle type, road conditions, lighting, real-time 
traffic, and weather, the system ensures that each route 
recommendation prioritizes safety. This methodology not only 
identifies the safest possible routes but also encourages travelers 
to follow to these recommendations, thereby enhancing overall 
travel security and reducing potential risks. 

V. RESULTS AND DISCUSSION 

In this section, we present analysis of the multi-factor risk 
assessment and route optimization methodology applied to 
various identified routes between source and destination. This 
section explores the effectiveness of the proposed system in 
identifying and recommending the safest routes by evaluating 
the impact of static and dynamic parameters on travel safety. 

To implement our proposed methodology, we selected 
Maragathapuram (near Villupuram), Tamil Nadu, as the source 
and Parvathipuram, Vadalur, Tamil Nadu, as the destination. 
Parvathipuram is situated in the Vadalur town area. We 
considered five distinct routes from Maragathapuram to 
Parvathipuram, all with similar distances but varying slightly in 
their specifics. These routes traverse diverse topographies, 
including rural villages, towns, state highways (SH), and 
national highways (NH), encompassing both two-way and four-
way roads. Additionally, the routes include sections passing 
through rural town near the destination. The routes were 
partitioned based on road types, and details are provided in 
Table II. 
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TABLE II. POSSIBLE ROUTES AND PARTITIONS FROM SOURCE TO 

DESTINATION 

Sl. 

No. 

Route 

Number 

Partition Type 

(Road Type) 

Partition 

Size (km) 

Number of 

segments 

1 1 Rural Village 3.7 37 

2 1 NH38-4 ways 5.3 53 

3 1 SH68 17 170 

4 1 
NH36- 2 ways/ 4-
ways 

23.5 235 

5 1 NH532- 4ways 1 100 

6 1 Rural Twon 0.8 80 

7 2 Rural Village 4.6 46 

8 2 
Bye Pass Road - 4 
ways 

9.7 87 

9 2 
NH36- 2 ways / 4 

ways 
38.3 383 

10 2 NH532- 4ways 1 100 

11 2 Rural Twon 0.8 80 

12 3 Rural Village 4.3 43 

13 3 NH38-4 ways 3.5 35 

14 3 NH38-Town 4.2 42 

15 3 NH332-2 ways 5 50 

16 3 
NH36- 2 ways / 4 
ways 

41.3 413 

17 3 NH532- 4ways 1 100 

18 3 Rural Twon 0.8 80 

19 4 Rural Village 3.7 37 

20 4 NH38-4 ways 10.3 103 

21 4 SH9 17.3 173 

22 4 
NH36- 2 ways/ 4-

ways 
23.5 235 

23 4 NH532- 4ways 1 100 

24 4 Rural Twon 0.8 80 

25 5 Rural Village 3.7 37 

26 5 NH38-4 ways 16.4 164 

27 5 SH602 27.9 279 

28 5 
NH36- 2 ways/ 4-

ways 
11.4 114 

29 5 NH532- 4ways 1 100 

30 5 Rural Twon 0.8 80 

For the route analysis from Maragathapuram to 
Parvathipuram, Route 1 includes rural village road, NH38, 
SH68, NH36, NH532, and a rural town segment. Route 2 
features rural village road, a four-lane bypass, NH36, NH532, 
and a rural town. Route 3 starts with rural village road, NH38, 
NH38-Town, NH332, NH36, NH532, and ends in a rural town. 
Route 4 consists of rural village road, NH38, SH9, NH36, 
NH532, and a rural town segment. Route 5 includes rural village 
road, NH38, SH602, NH36, NH532, and concludes with a rural 
town. All five routes start from the same rural village road with 
little variation due to connect with next partition and end with 
NH532 and rural town segments of same distance. 

C. Risk Factor Analysis 

Based on the partition details provided in the Table II and 
values fixed for parameters in the section 3.B, we have simulated 
values for all the parameters of all partitions by seriously 
considering the partitions types. The chosen mode of transport 
is a car, with four passengers (three men and one woman), and 
the average age-related risk factor for the group is 0.4. The data 
was simulated using default values for three parameters: lighting 
facility was assigned 0 risk due to daytime travel, weather 
condition was set to sunny, and the travel time was set to 

afternoon. The remaining parameter values were fixed based on 
partitions and dependent parameters. 

The risk factor is calculated for each 100-meter segments 
using the Eq. (3) with help of Eq. (1) and Eq. (2). The overall 
risk factor for the route is calculated using the Eq. (4). 

The Fig. 2 shows the risk factors of all segments of Route-1. 
For Route-1, risk factors across partitions range from a 
minimum of 0.29375 to 0.34625 and a maximum of 0.40125 to 
0.59125. Average risk factors vary between 0.35975 and 
0.478885135, with specific averages of 0.478885135, 
0.422900943, 0.458838235, 0.432356383, 0.35975, and 
0.4253125. This variation reflects inconsistencies in risk levels 
along the route, particularly in village environments. 

 

Fig. 2. Risk factors of all segments in route-1. 

Fig. 3 presents the risk factors along Route-2. The minimum 
risk factors for Route-2 range from 0.29375 to 0.34625, while 
the maximum values vary between 0.40125 and 0.59125. The 
average risk factors across the five segments are 0.4748, 0.4553, 
0.4391, 0.3598, and 0.4253, respectively. 

 

Fig. 3. Risk factors of all segments in route-2. 
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Route-3 consists of seven partitions and risk factors are 
calculated. Fig. 4 illustrates the risk factors across all segments 
of Route-3. The minimum risk factors range from 0.27875 to 
0.36125, while the maximum values range from 0.40125 to 
0.59125. The average risk factors for the seven segments are 
0.4830, 0.4418, 0.3616, 0.4217, 0.4406, 0.3598, and 0.4253, 
respectively. 

 

Fig. 4. Risk factors of all segments in route-3. 

Route-4 consists of six segments, with the same 
combinations of road types as discussed in Route-1, but with 
variations in the distances of state and national highways. It 
follows a different path compared to Route-1. 

Fig. 5 shows the risk factors for all six segments of Route-
4, as outlined in Table II. The minimum risk factors range from 
0.29375 to 0.34625, while the maximum values range from 
0.40125 to 0.59125. The average risk factors for the six 
segments are 0.4782, 0.4208, 0.4463, 0.4324, 0.3598, and 
0.4253, respectively. 

 

Fig. 5. Risk factors of all segments in route-4. 

Similarly, the risk factors for the six segments of Route-5, 
where the state highway is the major contributing partition, have 
been calculated. Fig. 6 illustrates the risk factors for all segments 
of six partitions along Route-5. The minimum risk factors range 
from 0.29125 to 0.34875, while the maximum values range from 
0.33375 to 0.53875. The average risk factors for the six 
segments are 0.4819, 0.4182, 0.4770, 0.4287, 0.3598, and 
0.4253, respectively. 

 

Fig. 6. Risk factors of all segments in route-5. 

The risk factors for all partitions across all routes are shown 
in Fig. 7. The risk factors for the first partition are nearly 
identical across all routes due to minimal distance variation on 
the routes. Likewise, the risk factors for the last two partitions 
are the same, as these partitions remain consistent across all 
routes. 

 

Fig. 7. Risk factors of all partitions in five routes. 
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The average static, dynamic, and final risk factors for all five 
routes are shown in Fig. 8. It illustrates that the static risk factor 
is higher than the dynamic risk factors for all routes except 
Route 3, which has a larger town area compared to the other 
routes. 

 

Fig. 8. Static, dynamic and final risk factors of all routes. 

D. Safe Route Identification 

The safest route is determined using Eq. (5), which 
calculates the route with the minimum risk factor among the 
studied routes. In this study, we analyzed five possible routes as 
given in Table II, each with varying partitions. Fig. 9 presents 
the risk factor values for all five routes. Route 3 has the lowest 
risk factor compared to the others. 

 

Fig. 9. Risk factors of all routes. 

The reduced risk for Route 3 is attributed to several factors. 
This route passes through more town areas, which typically have 
better infrastructure and safety measures such as lighting and 
traffic control. Additionally, Route 3 follows longer stretches of 
national highways, known for their higher safety standards and 
better road conditions. Finally, the higher population density 
along this route also contributes to its lower risk, as densely 
populated areas have less threatened from the attackers. 

The risk factors of five routes are evaluated under varying 
weather conditions, while maintaining the other parameters 
constant. Fig. 10 illustrates the impact of different weather 
conditions on the risk factors across all five routes. 

 

Fig. 10. Risk factors at different weather conditions. 

Route 3 consistently offers the lowest risk factor across all 
weather conditions, as it passes through more densely populated 
areas. 

The time of travel is also taken into account when calculating 
the risk factors for all five routes. For daytime travel, including 
morning, afternoon, and evening, the lighting facility value is 
set to 0, as natural light is sufficient. For night time travel, the 
lighting facility value is determined based on the presence of 
public places along the route and the type of route partitions. 
This adjustment reflects the availability and effectiveness of 
artificial lighting in reducing risk during night time. Fig. 11 
illustrates how travel time influences the overall risk factor 
calculation across different routes. 

The results indicate that Route 3 is the most optimal for 
daytime travel, yielding the lowest risk factors due to its natural 
lighting and favorable conditions during daylight hours. 
Conversely, for nighttime travel, the Route 2 is found to be the 
safest, offering the lowest risk factors. This is primarily 
attributed to better lighting infrastructure, the presence of 
public spaces, and well-defined route partitions that enhance 
visibility and safety during night hours. These findings highlight 
the importance of adapting route selection based on the time of 
travel to minimize risk. 
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Fig. 11. Risk factors at different travel time. 

The results demonstrate the effectiveness of the proposed 
model in identifying safe travel routes. The inclusion of both 
static and dynamic parameters ensured a risk assessment, 
making the model suitable for safe human travelling on the 
optimal route predicted by the proposed model. 

VI. CONCLUSION 

In conclusion, this study presents a multi-factor risk 
assessment and route optimization methodology aimed at 
improving travel safety based on the chosen sources and 
destination places. By incorporating both static and dynamic 
factors, the system effectively identifies the safest routes based 
on calculated risk factors. Our analysis reveals that Route 3 is 
the safest for daytime travel, while Route 2 is optimal for 
nighttime travel due to better lighting and route partitions. The 
granular assessment of 100-meter segments along the routes 
highlights the significant impact of environmental and 
infrastructural factors on travel safety, including artificial 
lighting, time of travel, and weather conditions. This adaptable 
framework, influence widely applicable risk parameters, 
demonstrates the potential for broader real-world applications in 
dynamic and changing road networks, ensuring safer route 
recommendations. 

In future work, we aim to enhance the system by integrating 
real-time data sources, such as live weather updates, traffic 
congestion reports, and road maintenance data, to provide even 
more accurate risk assessments. Additionally, we plan to 
incorporate machine learning techniques to continuously 
improve the precision of risk predictions based on observed 
outcomes. By doing so, the system can become more robust and 
reliable in its route optimization recommendations. 
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Abstract—The effective operation of water injection pumps is 

vital for enhancing oil recovery in the oil and gas industry. To 

ensure optimal pump performance and prevent unplanned 

downtime, this study focused on implementing predictive 

maintenance strategies. We began by identifying five critical 

operational parameters—Seal Pressure 1, Seal Pressure 2, 

Vibration Data for the Drive End (VIB DE), Vibration Data for 

the Non-Drive End (VIB NDE), and Ampere. These parameters 

were monitored and analyzed to evaluate their impact on pump 

performance and maintenance needs. To achieve this, we applied 

three machine learning algorithms: Extreme Gradient Boosting 

(XGBoost), Light Gradient-Boosting Machine (LGBM), and 

Random Forest. Each algorithm was independently trained and 

tested on the dataset corresponding to each operational 

parameter. We assessed their performance using key accuracy 

metrics, including R squared, Mean Absolute Error (MAE), and 

Root Mean Square Error (RMSE). Following this, we developed 

an Ensemble model, combining the predictive outputs of XGBoost, 

LGBM, and Random Forest. The Ensemble model was then 

applied to the same parameters to evaluate its ability to address 

the limitations observed in standalone models. The results 

demonstrated that the Ensemble model consistently delivered 

superior performance, achieving lower RMSE and MAE values 

and higher R squared coefficients across all parameters. This 

study culminates in the validation of the Ensemble model as a 

robust and reliable approach for predictive maintenance. By 

leveraging the strengths of multiple algorithms, the Ensemble 

model offers significant improvements in accuracy and reliability, 

contributing to more effective maintenance systems for the oil and 

gas industry. 

Keywords—Ensemble machine learning models; oil and gas 

industry; predictive maintenance; water injection pumps 

I. INTRODUCTION 

The oil and gas sector confronts the critical challenge of 
substantially reducing operational costs while upholding safety 
standards [1]. Fortuitously, artificial intelligence (AI) has 
become instrumental in addressing the challenges faced by the 
oil and gas industry (OGI), capitalizing on technological 
advancements and the Big Data revolution to facilitate informed 
decision making and expedite the transition from issue 
identification to execution [2]. Encompassing a range of 
operations spanning exploration to distribution, the OGI 
functions within a multifaceted environment characterized by 
extensive infrastructure and high-value assets [3]. Efficient 

maintenance and reliability management are imperative for 
ensuring optimal production, safety, and cost-effectiveness in 
this industry [3]. The adoption of predictive maintenance (PdM) 
emerges as a pivotal methodology, seamlessly integrating data 
analysis, machine learning (ML) algorithms, and sensor 
technologies to collect real-time operational and sensor data [4]. 
This proactive approach plays a crucial role in early failure 
identification, thereby mitigating the consequences of 
unforeseen downtime. A thorough examination of the existing 
literature reveals numerous successful AI implementations 
across various domains of petroleum engineering [5]. Within the 
OGI, a particular emphasis on PdM is evident, particularly 
concerning Water Injection Pumps (WIPs), which play a 
fundamental role in maintaining reservoir pressure and 
optimizing oil recovery [3]. By harnessing advanced 
technologies like ML and deep learning (DL), PdM for WIPs 
introduces enhanced strategies for predicting failures early and 
facilitating real-time condition-based proactive maintenance [6]. 
In contrast, traditional maintenance approaches often lead to 
unnecessary actions and disruptive costs, while reactive 
maintenance poses risks to safety and the environment [7]. PdM 
tackles these challenges by leveraging cutting-edge technologies 
and data analytics to continuously monitor the real-time health 
and performance of equipment. The comprehensive data-driven 
approach employed by PdM models, drawing on real-time data 
from sensors, control systems, and historical maintenance 
records, enables the early detection of potential issues [3,8]. This 
proactive intervention empowers organizations to anticipate and 
address impending challenges, effectively minimizing 
downtime, optimizing maintenance strategies, and improving 
operational efficiency [9]. The integration of PdM models 
establishes a proactive maintenance paradigm that fortifies 
reliability, reduces costs, and prolongs the lifecycle of critical 
assets [3,4]. The early identification and resolution of potential 
issues provide operators with the capability to circumvent costly 
breakdowns, mitigate production losses, and ensure 
uninterrupted operations. PdM also presents the opportunity for 
more efficient resource planning and allocation, enabling 
operators to optimize spare parts inventories and streamline 
maintenance schedules [2,4,5,10]. 

Digitalization and the Internet of Things (IoT) generate 
extensive data, driving the significance of Predictive 
Maintenance (PdM) in optimizing upstream rotating equipment 
in the Oil, Gas, and Petrochemical (OGP) industry [11, 12]. 
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Efficient operation of Water Injection Pumps (WIPs) enhances 
oil recovery and operational success [1–3]. PdM minimizes 
unplanned downtime and improves pump performance, with 
Deep Learning (DL) playing a pivotal role in recent studies. 
Janssens et al. [13] used CNNs for health monitoring via infrared 
thermal images, showcasing potential in anomaly detection, 
while Sampaio et al. [14] employed ANNs to predict motor 
failures, albeit with limited performance analysis. Bekar et al. 
[15] utilized K-means and PCA for motor PdM, facing 
challenges related to motor type specificity. Falamarzi et al. [16] 
applied ANN and SVR to tram track gauge prediction, and Susto 
et al. [17] proposed a PdM system for epitaxy processes, lacking 
equipment-specific context. 

In developing countries, implementing PdM in the OGP 
sector encounters barriers such as limited skilled personnel, 
sensor access, infrastructure constraints, financial limitations, 
and cultural challenges [18-19]. Initiatives for sustainability and 
diversification, alongside training and infrastructure 
investments, aim to address these challenges [19-20]. Despite 
advancements, there is a research gap in applying AI to predict 
failures in WIPs, critical for health, safety, and environmental 
outcomes. This study addresses the gap by leveraging ML 
models like XGBoost and LGBM to predict WIP failures, 
focusing on asset loss, regulatory compliance, corporate 
reputation, and production impacts [3–5]. 

These algorithms, recognized for their high performance, 
have not been extensively studied in conjunction with ensemble 
methods such as Random Forest. The Ensemble model 
demonstrates unparalleled accuracy and increases the accuracy 
of predictions. This research is driven by the urgency to provide 
advanced solutions for PdM in the OGI sector, addressing the 
complexities of diverse operational parameters. This study 
specifically addresses the maintenance of water injection 
pumps, focusing on critical factors such as currents, pressure, 
and vibrations because these factors are crucial for maintenance 
but are often under-represented in existing research. This study 
innovatively integrates multiple algorithms within ensemble 
models to enhance predictive accuracy and address maintenance 
challenges in water injection pumps. Unlike previous 
approaches that often lack specificity in algorithm selection for 
factors such as currents, pressure, and vibrations, a systematic 
approach is employed to optimize performance in real-world 
operational environments. This refinement distinguishes the 
work by effectively applying ensemble techniques to improve 
Prognostics and Health Management (PHM) systems, 
particularly in critical applications such as WIPs. The findings 
of this study are poised to significantly contribute to the field by 
presenting a holistic and enhanced approach to predictive 
modeling in industrial settings. In the upcoming sections, this 
study delves into PdM through ML. Section II explains the 
methodology, highlighting the significance of the Ensemble 
model. Section III presents the results and analysis, while 
discussion is given in Section IV. Limitation and future work is 
given in Section V and Section VI respectively. Finally, the 
paper is concluded in Section VII. 

II. METHODOLOGY 

Predictive maintenance (PdM) in the OGI industry is critical 
for optimal production, safety, and cost-effectiveness. This 

study employs an ensemble of ML models—XGBoost, LGBM, 
and Random Forest—to enhance predictive accuracy. The 
unique strengths of each algorithm contribute to a robust 
framework. The ensemble methodology leverages 
complementary features, addressing individual weaknesses and 
mitigating biases. This novel approach aims to outperform 
standalone models, offering more accurate and reliable results. 
Fig. 1 illustrates the methodology implemented in our study. The 
flowchart visually outlines the sequential steps involved: data 
collection from various sources relevant to WIPs performance, 
including currents, pressure, and vibrations; preprocessing of the 
collected data to handle missing values, normalize them, and 
prepare them for analysis; selection of pertinent features 
influencing WIPs performance; training of machine learning 
models, comprising individual algorithms and Ensemble 
models, using the preprocessed data; evaluation of model 
performance using metrics such as RMSE to determine 
accuracy; creation of an Ensemble model by combining outputs 
from multiple models to enhance predictive accuracy; validation 
of the Ensemble model using test data to ensure reliability; and 
deployment of the final model for real-time predictive 
maintenance of water injection pumps, enabling proactive 
maintenance scheduling. To model and simulate the water 
injection network system, the relationships between different 
components and their respective parameters are established 
using the given formulae and principles of fluid mechanics. This 
includes deriving equations for the pump model, the water 
distributing station model, the well model, the tube element 
model, the node element model, and the system model, as 
outlined below. The pump model is represented by the quadratic 
equation: 

H = AQ2 + BQ + C                              (1) 

where H is the pump outlet pressure, Q is the pump flow rate, 
and A, B, and C are co-efficient representing the quadratic, 
linear, and constant terms, respectively. The water distributing 
station and well model can be expressed as: 

P = A Q + B                        (2) 

where P denotes the pressure at the water distributing station 
or injection well, Q is the flow rate, and A and B are the linear 
and constant term coefficients, respectively [21]. The tube 
element model is described by: 

qi = ki(hk − hj)                     (3) 

hf  = Pi − Pj              (4) 

where qi is the flow rate through pipeline element i, ki is a 
variable related to the pipe-line element length, inner diameter, 
and friction coefficient, hk and hj are the gross heads at the two 
ends of the pipeline element, and hf is the pressure loss across 
the pipe sec-tion. The pressure loss in the pipe section is 
calculated using the Darcy formula: 

hf = Lv2/2dg            (5) 

where hf is the pressure loss, L is the pipe section length, d 
is the diameter, v is the fluid flow velocity, and g is the 
gravitational acceleration. Using these relationships, the system 
of equations is formulated to describe the behavior of the water 
injection network. Numerical methods are employed to solve 
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these equations iteratively, allowing for the simulation of 
network parameters such as pressure and flow rate at all nodes. 

 
Fig. 1. Methodology flowchart. 

A. Ensemble Model Construction 

The present study incorporates a diverse ensemble of ML 
models; namely, X Boost, LGBM, and Random Forest. Each 
algorithm brings unique strengths, contributing to the overall 
robustness of the predictive framework. XGBoost’s scalability, 
LGBM’s high-performance gradient boosting, and Random 
Forest’s ensemble learning approach individually address 
distinct aspects of the predictive task. The ensemble 
methodology aims to leverage the complementary strengths of 
each algorithm, enhancing predictive accuracy. By fusing the 
predictive capabilities of XGBoost, LGBM, and Random Forest, 
the study seeks to capitalize on their collective intelligence, 
mitigating individual weaknesses. The study asserts that this 
amalgamation, orchestrated through ensemble techniques, can 
yield more accurate and reliable results compared to each 
algorithm operating in isolation. This approach is grounded in 
the empirical observation that ensemble models often 
outperform individual algorithms by mitigating biases and 
reducing overfitting. 

B. Data Collection and Preprocessing 

The data utilized in this study originates from sensor 
readings, maintenance records, and operational parameters, 
collectively offering insights into the pump system’s behavior. 

Sensor data provide real-time insights into operational aspects, 
including pressure levels, temperatures, and vibrations. 
Maintenance records offer a historical perspective, detailing 
interventions over time. Table I presents a succinct overview of 
the key operational parameters meticulously chosen for the 
analysis of the Work in Progress WIPs system. Among these 
parameters are the Ampere, denoting the current employed by 
the pump; VibDE, representing the vibration in the Drive End 
bearing; VibNDE denoting the vibration in the Non-Drive End 
bearing; and 1st Press, and 2nd Press delineating the 1st and 2nd 
Stage Seal Pressures, respectively. 

TABLE I.  LIST OF SELECTED RUNNING PARAMETERS FOR WIPS SYSTEM 

ANALYSIS 

Name Description 

1st_Press 1st Stage Seal Press 

2nd_Press 2nd Stage Seal Press 

VibDE Vibration in DE bearing 

VibNDE Vibration in NDE bearing 

Ampere The current used by the pump 

Evaluating VIB DE and VIB NDE bearings is crucial 
because they support pump shaft alignment, and their condition 
directly impacts operational efficiency and reliability [7]. This 
comprehensive compilation serves as a foundational tool for a 
nuanced examination, allowing for a detailed assessment of the 
factors that significantly influence the functionality and 
performance of the WIPs system. 

Preprocessing steps include data cleansing, type conversion, 
outlier detection, feature selection, correlation analysis, and 
normalization. Data cleansing addresses inconsistencies and 
missing values. Type conversion ensures uniformity in 
calculations. Outlier detection manages outliers that could 
hinder model training. Feature selection, guided by correlation 
analysis, reduces model complexity. Normalization and scaling 
ensure uniform feature scales for effective ML. 

C. Data Analysis 

An extensive repository of raw data encompassing 
operational parameters and cumulative operational hours was 
initially collected. The dataset refinement process involved 
identifying salient data points that had a high correlation with 
WIPs. This process aimed to enhance model interpretability and 
counteract dimensionality augmentation. The selected key 
operational parameters are Ampere, VibDE, VibNDE, 
1st_Press, and 2nd_Press. Feature selection is approached 
judiciously, ensuring that only the most influential features are 
considered for each model. The provided code snippet employs 
the “sweetviz” Python library for exploratory data analysis 
(EDA), generating comprehensive reports for informed decision 
making. The analysis involves data cleaning, exclusion of string 
entries, and construction of a correlation matrix to assess inter-
feature relationships. The Correlation Matrix of Feature 
Influences helps in selecting the pertinent features shown in Fig. 
2, contributing to dimensionality re-duction and enhancing 
model accuracy. This matrix analysis promotes a nuanced 
understanding of data structure, confounding factors, and noise, 
ultimately improving the robustness of the research. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

439 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Correlation matrix of feature influences. 

D. Comparative Modeling of Operational Parameters 

In this study, an assessment is made of two distinct modeling 
techniques concerning operational parameters. The Light 
Gradient Boosting Machine (LGBM), eXtreme Gradient 
Boosting (XGBoost), and random forest methodologies serve as 
the primary frameworks for examination [22]. The deliberate 
selection of multiple modeling techniques enriches the empirical 
rigor of the research, enabling a comparative analysis of their 
predictive capabilities and generalization capacities. Rooted in 
the gradient boosting paradigm, LGBM, XGBoost, and random 
forest models iteratively enhance accuracy by sequentially 
fitting weak learners to residuals, capturing intricate data 
patterns [23]. Chosen for their success in various domains, 
especially tasks requiring high accuracy and efficiency, these 
models offer a range of hyperparameter configurations for fine-
tuning. By employing two distinct models, the aim is to 
comprehensively understand their performance variances, 
strengths, and limitations in capturing the intricate interplay 
among operational parameters. This deliberate and empirically 
driven choice enhances the scientific rigor of the research, 
enriches the depth of analysis, and facilitates a nuanced 
interpretation of the obtained results. 

1) XGboost prediction model: The XGBoost model stands 

out as a powerful ML algorithm deeply rooted in gradient 

boosting. Recognized for its versatility and exceptional 

performance, XGBoost is a valuable asset across various data 

science and ML domains [24]. Operating as an ensemble of 

decision trees, XGBoost employs a sequential correction 

approach to iteratively enhance model performance. This 

methodology allows it to capture intricate relationships within 

datasets, while integrated tree pruning controls model 

complexity for improved computational efficiency [22]. 

Engineered for optimized speed and efficiency, XGBoost is 

scalable for large datasets through parallel processing. Its 

adaptability spans diverse data types, and it excels in both 

regression and classification tasks [25]. With features such as 

metric-based feature importance, handling imbalanced datasets, 

and robust regularization techniques, XGBoost emerges as a 

versatile and powerful algorithm, known for efficiently tackling 

complex tasks [26]. 

2) LightGBM prediction model: The LightGBM model is a 

high-performance open-source software library designed 

specifically for gradient boosting. Renowned for its speed, 

resource efficiency, and scalability, LightGBM finds 

applications in diverse ML tasks such as classification, 

regression, and ranking [27]. Unlike some gradient-boosting 

algorithms, LightGBM employs decision trees as base learners, 

contributing to its exceptional efficiency. Innovative techniques 

like Gradient-Based One-Side Sampling (GOSS) and Exclusive 

Feature Bundling (EFB) further enhance its capabilities for 

reducing model variance and optimizing feature selection. 

Notably, LightGBM stands out for its remarkable speed, 

making it one of the fastest ML libraries capable of efficiently 

training models on extensive datasets. Its efficiency in memory 

usage optimization allows it to handle datasets surpassing the 

memory capacity of alternative libraries [28]. Additionally, 

LightGBM consistently achieves impressive accuracy, 

delivering state-of-the-art results across a range of ML tasks, 

further solidifying its reputation as a powerful and scalable 

library. 

3) Random forest prediction model: Random forest 

regression, a highly regarded technique in ML, is known for its 

versatility, robustness, and superior predictive accuracy. This 

ensemble method combines multiple decision trees, excelling 

in handling complex nonlinear relationships in diverse 

prediction tasks [29]. Its acclaim stems from consistently 

outperforming singular decision trees and other regression 

models by capturing intricate nonlinear relationships while 

mitigating overfitting. While recognized for its robustness to 

outliers and noise, a closer examination is crucial to understand 

its limits [30]. The algorithm handles high-dimensional data 

well, but scalability and efficiency are key. Feature importance 

analysis offers insights, but robustness across datasets is crucial 

[30]. This analysis aims to provide a nuanced view of random 

forest regression, emphasizing its strengths and offering 

alternative scenarios. 

III. RESULTS 

This section compares XGBoost, LGBM, and Random 
Forest algorithms in predicting parameters like pressure, 
vibration, and Ampere values, aiming to assess their real-world 
effectiveness and reliability. 

A. Comparative Analysis of Algorithms 

1) XGBoost model for pressure prediction: insights and 

visual analysis: Tables II and III present a detailed analysis of 

the XGBoost model's performance metrics for Seal Pressure 1 

and Seal Pressure 2, respectively. The XGBoost model for Seal 

Pressure 1 exhibits commendable metrics, with an RMSE of 

5.61, an Mean Absolute Error (MAE) of 2.38, and an R-squared 
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value of 0.93. These metrics suggest that the model provides 

accurate predictions, capturing a significant portion of the 

variance in the data for Seal Pressure 1. 

TABLE II.  XGBOOST MODEL METRICS FOR SEAL PRESSURE 1 

Model RMSE MAE R squared 

XGBoost 5.61 2.38 0.93 

Table III focuses on Seal Pressure 2, demonstrating the 
XGBoost model's robust performance with an RMSE of 9.41, an 
MAE of 4.87, and an R-squared value of 0.91. Despite the 
slightly higher RMSE and MAE compared to Seal Pressure 1, 
the model exhibits reasonable accuracy. Interpretation of these 
metrics should consider specific application needs and tolerance 
for errors. The R-squared values, nearing 1.0, signify strong 
correlation, while RMSE and MAE offer insights into prediction 
errors. Overall, the XGBoost model proves effective in 
predicting both Seal Pressure 1 and Seal Pressure 2, providing 
valuable insights for practitioners in pressure prediction 
scenarios. 

TABLE III.  XGBOOST MODEL METRICS FOR SEAL PRESSURE 2 

Model RMSE MAE R squared 

XGBoost 9.41 4.87 0.91 

Known for its robustness with complex datasets, the 
XGBoost algorithm excels in pressure forecasting. This 
overview explores its application for precise pressure prediction, 
crucial in diverse sectors. Fig. 3 and Fig. 4 visually compare 
actual and predicted values, focusing on the initial 25 
predictions. Logarithmic scaling enhances clarity, and the 
limited predictions prevent overcrowding, allowing for a 
focused evaluation of XGBoost's predictive accuracy. 

 
Fig. 3. XGBoost model—line plot analysis of actual vs. predicted pressure 1 

(first 25 predictions). 

 
Fig. 4. XGBoost model—focused visualization with limited predictions 

pressure 2 (first 25 predictions). 

2) XGBoost Model for vibration prediction: Insights and 

visual analysis: Evaluating VIB DE and VIB NDE bearings is 

crucial for pump system health. In Table IV, focusing on VIB 

DE, the XGBoost model shows strong performance with an 

RMSE of 6.32, an MAE of 3.80, and a high R-squared value of 

0.99, indicating accurate predictions. 

TABLE IV.  VIBRATION IN VIB DE—XGBOOST MODEL METRICS 

Model RMSE MAE R squared 

XGBoost 6.32 3.80 0.99 

Table V, evaluating VIB NDE, shows excellence with an 
RMSE of 3.34, an MAE of 3.80, and an impressive R-squared 
value of 0.99. These metrics highlight the XGBoost model's 
proficiency in predicting Non-Drive End-bearing vibration. 
Comparing Tables IV and V reveals consistent high 
performance in predicting vibration for both Drive End and 
Non-Drive End bearings. Strong R-squared values indicate a 
robust correlation, emphasizing model reliability. Similar MAE 
values suggest consistent accuracy. Accurate vibration 
prediction is crucial for identifying potential issues and 
preventing malfunctions, showcasing the XGBoost model's 
effectiveness in addressing vibration complexities for overall 
pump system health and longevity. 

TABLE V.  VIBRATION IN VIB NDE—XGBOOST MODEL METRICS 

Model RMSE MAE R squared 

XGBoost 3.34 3.80 0.99 

Fig. 5 and Fig. 6 depict the XGBoost model's performance 
in predicting VIB DE and VIB NDE. Using a line graphs, the 
visualizations compare the initial 25 predictions with actual 
values. Applying a logarithmic function enhances scale and 
normalizes data for a clearer presentation, reducing clutter. The 
intentional limit of 25 predictions prevents graph overcrowding, 
ensuring a focused and comprehensive representation. 
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Fig. 5. XGBoost model predictions vs. actual values for VIB DE (line 

graph). 

 
Fig. 6. XGBoost model predictions vs. actual values for VIB NDE (line 

graph). 

3) XGBoost model for AMPERE prediction: insights and 

visual analysis: Table VI details the predictive performance 

metrics for the XGBoost model in Ampere measurements 

forecasting. With an RMSE of 3.28, an MAE of 2.25, and an R-

squared value of 0.79, the model shows reasonably accurate 

predictions for Ampere. While demonstrating proficiency, 

there is room for improvement, particularly in explaining 

variance. These metrics serve as benchmarks, guiding potential 

refinements to enhance precision in future iterations. Insights 

from Table VI contribute to ongoing efforts to optimize 

parameters or explore alternative methodologies, crucial for 

fine-tuning the model and maximizing its effectiveness in real-

world applications where accurate Ampere predictions are 

crucial. 

TABLE VI.  XGBOOST MODEL METRICS FOR AMPERE PREDICTION 

Model RMSE MAE R squared 

XGBoost 3.28 2.25 0.79 

Fig. 7 visually analyze the XGBoost model's predictive 
performance, comparing the first 25 predictions with actual 
values using grouped line plots. The contrast between actual and 
predicted values highlights the model's accuracy, with line plots 
depicting continuous performance trends. Applying a 
logarithmic function enhances clarity and comparability, 
ensuring better scale and data normalization for a coherent 
representation. Focusing on the initial 25 predictions prevents 
visual overcrowding, thereby facilitating a detailed examination 
of early-phase accuracy. 

This approach allows for effective pattern recognition and 
insights. Overall, these visualizations offer a comprehensive and 
accessible assessment of the XGBoost model's predictive 
capabilities, leveraging a combination of graphs and thoughtful 
data transformations for nuanced understanding and valuable 
insight. 

 
Fig. 7. XGBoost model—line plot analysis of actual vs. predicted values 

(first 25 predictions). 

4) LGBM model for pressure prediction: insights and 

visual analysis: Examining the outcomes presented in Table 

VII, it is evident that the LGBM model achieves noteworthy 

metrics for Seal Pressure 1, with an RMSE of 5.29, an MAE of 

2.22, and an R-squared value of 0.94. 

TABLE VII.  LGBM MODEL METRICS FOR SEAL PRESSURE 1 

Model RMSE MAE R squared 

LGBM 5.29 2.22 0.94 

Moving to Table VIII, the LGBM model's performance for 
Seal Pressure 2 is notable, featuring an RMSE of 8.98, an MAE 
of 5.17, and an R-squared value of 0.91. These tabulated results 
provide a detailed overview of the LGBM model's effectiveness 
for both Seal Pressure 1 and Seal Pressure 2, facilitating a 
comprehensive evaluation of its predictive capabilities. 
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TABLE VIII.  LGBM MODEL METRICS FOR SEAL PRESSURE 2 

Model RMSE MAE R squared 

LGBM 8.98 5.17 0.91 

Fig. 8 and Fig. 9 visually showcase the LGBM model's 
predictive performance in pressure forecasting. Utilizing line 
plots for a comparative analysis of the initial 25 predictions 
against actual values, the visualization highlights the LGBM 
model's effectiveness. Applying a logarithmic function 
enhances clarity and maintains a normalized scale, ensuring a 
clearer and less cluttered representation. Focusing on the initial 
25 predictions allows for detailed examination of early accuracy, 
preventing graph overcrowding, and allowing for a interpretable 
and focused visual representation. These visualizations offer 
valuable insights into the LGBM model's predictive capabilities, 
aiding in assessing its performance and reliability in pressure 
prediction scenarios. The graphical representation facilitates an 
intuitive understanding of the model's behavior, contributing to 
a comprehensive evaluation. 

 
Fig. 8. LGBM Model—Line Plot Analysis of Actual vs. Predicted Pressure 

(First 25 Predictions). 

 
Fig. 9. LGBM Model—Focused Visualization with Limited Predictions 

(First 25 Predictions). 

5) LGBM model for vibration prediction: Insights and 

visual analysis: The visualizations presented in Fig. 10 depict 

the performance of the LGBM model in predicting VIB DE and 

VIB NDE values. The line graphs facilitate a comprehensive 

comparison of the first 25 predictions with their corresponding 

actual values. Applying the log function to the values serves the 

purpose of achieving a better scale and normalization, leading 

to a clearer and less cluttered visualization. This transformation 

enhances the interpretability of the data, making it easier to 

discern patterns and trends in the model's predictions. By 

limiting the display to the first 25 predictions, the graphs avoid 

overcrowding, allowing for a focused examination of the 

model's accuracy in capturing the actual values. This selective 

approach aids in identifying any discrepancies or areas where 

the model may exhibit strengths or weaknesses. The discussion 

of these visualizations should involve a detailed analysis of how 

well the LGBM model aligns with the actual values, 

considering factors such as precision, accuracy, and potential 

areas for improvement. Additionally, any notable patterns or 

deviations between predicted and actual values should be 

highlighted and discussed to provide insights into the model's 

performance and its applicability in predicting VIB DE and 

VIB NDE. 

 
Fig. 10. LGBM Model Predictions vs. Actual Values for VIB NDE. 

The LGBM model for VIB DE demonstrates exceptional 
performance, as indicated by the metrics in Table IX. The Root 
Mean Squared Error (RMSE) stands impressively low at 45.22, 
signifying minimal deviation between predicted and actual 
values. Complementing this, the MAE is commendably low at 
6.07, reinforcing the model's accuracy. The high R-squared 
value of 0.99 emphasizes an excellent fit, showcasing the 
model's ability to explain the variance in VIB DE. 

TABLE IX.  PERFORMANCE METRICS FOR VIB DE USING LGBM 

Model RMSE MAE R squared 

LGBM 45.22 6.07 0.99 
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Turning to VIB NDE, the LGBM model continues to exhibit 
strong predictive capabilities, as highlighted in Table X. The 
RMSE is notably low at 3.46, indicating minimal prediction 
errors. The MAE, standing at 2.32, further emphasizes the 
accuracy of the model, with low absolute differences between 
predicted and actual values. While the R-squared value of 0.84 
is slightly lower than in VIB DE, it still signifies a robust model 
fit and reliable predictions for VIB NDE. The Tables IX and X 
are collectively underscore the effectiveness of the LGBM 
model in predicting both VIB DE and VIB NDE. 

TABLE X.  PERFORMANCE METRICS FOR VIB NDE USING LGBM 

Model RMSE MAE R squared 

LGBM 3.46 2.32 0.84 

6) LGBM model for AmperE prediction: Insights and visual 

Analysis : Fig. 11 offers a detailed analysis of the LGBM 

model's Ampere prediction performance using grouped line 

plots. Comparing the initial 25 predictions with actual values, 

these visualizations provide insights into the model's accuracy. 

Line plots offer a continuous overview of the model's 

performance. Applying a logarithmic function enhances 

interpretability and comparability, ensuring a clearer and less 

cluttered visualization. Focusing on the first 25 predictions 

prevents visual congestion, allowing a detailed examination of 

early-stage accuracy and facilitating the discernment of 

performance patterns. The line plots thoughtful data 

transformations contributes to a nuanced understanding of the 

LGBM model's predictive performance, facilitating valuable 

insights from the visualized data. 

 
Fig. 11. LGBM Model—Comparison of Actual vs. Predicted Ampere Values 

(First 25 Predictions). 

Table XI succinctly evaluates the LGBM model's 
performance in predicting Ampere values through the three key 
metrics—RMSE, MAE, and R-squared. With an RMSE of 3.08 
indicating average error magnitude, a low MAE of 2.26 
signifying precise predictions, and a high R-squared value of 
0.82 showcasing substantial explanatory power, the LGBM 
model proves effective for Ampere prediction. These metrics 
affirm the model's reliability and accuracy, positioning it as a 
valuable tool for forecasting Ampere values across applications. 
The table provides a concise summary, offering numerical 

indicators for researchers, practitioners, and decision makers 
seeking insights into the model's efficacy. 

TABLE XI.  LGBM MODEL METRICS FOR AMPERE PREDICTION 

Model RMSE MAE R squared 

LGBM 3.08 2.26 0.82 

7) Random forest model for pressure prediction: Insights 

and visual analysis: Fig. 12 and Fig. 13 visually depict the 

Random Forest model's predictive performance using line 

plots, contrasting the initial 25 predictions with actual values. 

The combination of these visual elements highlights the 

model's efficacy and provides a comprehensive analysis of its 

accuracy in predicting the first 25 observations. Applying a 

logarithmic function enhances clarity and maintains a 

normalized scale, resulting in a distinct and less cluttered 

representation. Focusing on the initial 25 predictions offers 

valuable insights into the model's early predictive behavior, 

facilitating a detailed examination of accuracy without 

overcrowding the graphical representation. These 

visualizations contribute to a nuanced understanding of the 

Random Forest model's predictive capabilities, offering unique 

insights through line plots. This visual exploration is crucial for 

assessing the model's reliability and effectiveness, particularly 

in scenarios where clarity and precision are paramount. 

 

 
Fig. 12. Random Forest Model—Logarithmic Transformation (First 25 

Predictions). 

 
Fig. 13. Random Forest Model—Focused Visualization with Limited 

Predictions (First 25 Predictions). 
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In Table XII, the Random Forest model exhibits 
commendable metrics for Seal Pressure 1, with an RMSE of 
4.86, an MAE  of 2.01, and an R-squared value of 0.95. These 
results suggest that the Random Forest model provides accurate 
predictions, capturing a significant portion of the variance in the 
data for Seal Pressure 1. 

TABLE XII.  RANDOM FOREST MODEL METRICS FOR SEAL PRESSURE 1 

Model RMSE MAE R squared 

Random Forest 4.86 2.01 0.95 

Table XIII focuses on Seal Pressure 2, where the Random 
Forest model demonstrates robust performance with an RMSE 
of 9.24, an MAE of 4.49, and an R-squared value of 0.91. 
Despite slightly higher RMSE and MAE values compared to 
Seal Pressure 1, the model maintains reasonable accuracy. 
Combined with visualizations, it is evident that the Random 
Forest model consistently performs well in both seal pressure 
scenarios. Strong correlation, as indicated by high R-squared 
values, underscores the model's reliability in predicting seal 
pressures. The integration of visual and quantitative assessments 
provides a comprehensive understanding of the Random Forest 
model's effectiveness. 

TABLE XIII.  RANDOM FOREST MODEL METRICS FOR SEAL PRESSURE 2 

Model RMSE MAE R squared 

Random Forest 9.24 4.49 0.91 

8) Random forest model for vibration prediction: insights 

and visual analysis: Fig. 14 and 15 visually analyze the 

Random Forest model's performance in predicting VIB DE and 

VIB NDE, employing both bar and line formats to compare the 

initial 25 predictions with actual values. Applying a log 

function to the values enhances scaling and normalization, 

improving visualization clarity. Focusing on the first 25 

predictions prevents overcrowding, allowing for a detailed 

examination of the model's accuracy and nuances in data 

capture. This approach provides a concise yet meaningful 

snapshot of the Random Forest model's alignment with actual 

values, offering valuable insights for further analysis and model 

refinement. 

In Tables XIV and XV, the performance metrics of the 
Random Forest model in predicting VIB DE and VIB NDE are 
presented. In Table XIV, the model achieved an RMSE of 9.53, 
indicating precise predictions with a low average magnitude of 
errors. The MAE of 3.80 further confirms the model's accuracy, 
as it represents the average absolute difference between 
predicted and actual values. The exceptionally high R squared 
value of 0.99 signifies a remarkable goodness of fit, explaining 
99% of the variance in VIB DE. 

Turning to Table XV, the Random Forest model showcased 
a notable RMSE of 3.58 for VIB NDE, indicating accurate 
predictions with a low average magnitude of errors. The MAE 
of 2.16 reinforces the model's reliability, showcasing a relatively 
small average absolute difference from the actual values. The R 
squared value of 0.83 highlights a strong fit, accounting for 83% 
of the variance in VIB NDE. 

In summary, the Random Forest model demonstrates 
exceptional predictive accuracy for both VIB DE and VIB NDE. 
The low RMSE and MAE values, coupled with high R-squared 
values, underscore the model's effectiveness in capturing and 
explaining the variance in vibration data. These findings affirm 
the Random Forest model as a robust tool for vibration 
prediction in both conditions. 

 
Fig. 14. RandomForest_VIB_DE_Performance_Line. 

 
Fig. 15. RandomForest_VIB_NDE_Performance_Line. 

TABLE XIV.  RANDOM FOREST VIB DE PERFORMANCE 

Model RMSE MAE R squared 

Random Forest 9.53 3.80 0.99 

TABLE XV.  RANDOM FOREST VIB NDE PERFORMANCE 

Model RMSE MAE R squared 

Random Forest 3.58 2.16 0.83 

9) Random forest model ampere prediction-insights and 

visual analysis: The visual representation in Fig. 16 offers a 

detailed examination of the Random Forest model's efficacy in 

predicting Ampere values. Utilizing line plots, these 

visualizations facilitate a comprehensive comparison of the 
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initial 25 predictions made by the Random Forest model against 

the actual values. Applying a logarithmic function enhances 

interpretability and normalization of the data, resulting in a 

clearer representation of the Random Forest model's predictive 

accuracy. Focusing on the first 25 predictions prevents visual 

congestion, allowing a detailed examination of early-stage 

accuracy and providing valuable insights into the model's 

predictive behavior for Ampere values. 

 
Fig. 16. Random Forest Model - Line Plot Analysis of Actual vs. Predicted 

Ampere Values (First 25 Predictions). 

The performance metrics for Ampere prediction using the 
Random Forest model, as presented in Table 16, showcase its 
commendable accuracy. With a low RMSE of 2.96 and a close 
match between predicted and actual values indicated by an MAE 
of 2.10, the model demonstrates robust predictive capabilities. 
The high R-squared value of 0.83 further emphasizes its ability 
to explain a substantial proportion of the variance in Ampere 
measurements. In summary, these metrics affirm the Random 
Forest model's effectiveness in delivering accurate Ampere 
predictions, underscoring its potential for reliable forecasting in 
relevant applications. 

TABLE XVI.  RANDOM FOREST MODEL METRICS FOR AMPERE PREDICTION 

Model RMSE MAE R squared 

Random Forest 2.96 2.10 0.83 

B. Ensemble Approach for Maintenance Prediction 

Ensembling XGBoost, LightGBM, and Random Forest 
models in maintenance prediction, as shown in Fig. 17, 
combines their predictive outputs to boost accuracy and 
robustness. This approach capitalizes on the unique strengths of 
each model—XGBoost's efficiency, LightGBM's speed, and 
Random Forest's robustness. By fusing these models, the 
ensemble leverages their collective intelligence, mitigating 
individual weaknesses. The visual in Fig. 17 illustrates how this 
collaboration forms a cohesive and reliable maintenance 
prediction framework, enhancing resilience to uncertainties and 
improving overall effectiveness in complex scenarios. 

To improve predictive outcomes, an ensembling approach 
combines three models—XGBoost, LGBM, and Random 
Forest. Ensemble learning—leveraging the strengths of multiple 
models, mitigating risks of overfitting and underfitting, and 
enhancing predictive accuracy [17]. It addresses common ML 
challenges, making models more robust and stable. Ensemble 
learning excels in capturing complex data relationships, proving 
effective in scenarios where a single model may struggle. In the 
voting mechanism, soft voting is preferred for its regression 
nature. Soft voting, averaging predicted probabilities, offers a 
nuanced approach over hard voting, which is particularly 
beneficial when models exhibit varying confidence levels. The 
advantages of soft voting include enhanced predictive 
performance and flexibility, making it suitable for imbalanced 
datasets. In conclusion, strategic ensembling—especially 
through soft voting—stands as a simple yet effective method for 
improving ML model performance, particularly in scenarios 
with varying confidence levels. 

 
Fig. 17. Ensemble of XGBoost, LightGBM, and Random Forest Models for 

Maintenance Prediction. 

1) Results and analysis of ensemble model prediction for 

seal pressure: The results from the evaluation of the pump's 

seal pressure models, presented in Tables XVII and XVIII, 

demonstrate the performance of XGBoost, LGBM, Random 

Forest, and the ensemble approach. For Seal Pressure 1 (Table 

XVII), the standalone models perform well: XGBoost (RMSE: 

5.61, MAE: 2.38, R-squared: 0.93); LGBM (RMSE: 5.29, 

MAE: 2.22, R-squared: 0.94); and Random Forest (RMSE: 

4.86, MAE: 2.01, R-squared: 0.95). The Ensemble model 

significantly outperforms these, with RMSE: 1.94, MAE: 0.92, 

and R-squared: 0.99. Similarly, for Seal Pressure 2 (Table 

XVII), the standalone models show strong performance: 

XGBoost (RMSE: 9.41, MAE: 4.87, R-squared: 0.91); LGBM 

(RMSE: 8.98, MAE: 5.17, R-squared: 0.91); and Random 

Forest (RMSE: 9.24, MAE: 4.49, R-squared: 0.91). Again, the 

Ensemble model achieves superior results, with RMSE: 2.94, 

MAE: 1.74, and R-squared: 0.99. These findings underscore the 

Ensemble model's enhanced predictive capabilities for both 

Seal Pressure 1 and Seal Pressure 2. The marked improvement 

in RMSE, MAE, and R-squared values indicates that the 

ensemble approach effectively combines the strengths of 

XGBoost, LGBM, and Random Forest, leading to higher 

accuracy and reduced prediction errors. 
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TABLE XVII.  INDIVIDUAL AND ENSEMBLE MODEL METRICS FOR SEAL 

PRESSURE 1 

Model RMSE MAE R squared 

XGBoost 5.61 2.38 0.93 

LGBM 5.29 2.22 0.94 

Random Forest 4.86 2.01 0.95 

Ensemble 1.94 0.92 0.99 

Table XVIII provides an insightful comparison of metrics 
for Seal Pressure 2. The standalone models (XGBoost, LGBM, 
Random Forest) exhibit respectable performance, while the 
Ensemble model consistently outshines them across all metrics. 
This emphasizes the Ensemble model’s effectiveness in 
enhancing accuracy and reducing errors in predicting Seal 
Pressure 2. 

TABLE XVIII.  INDIVIDUAL AND ENSEMBLE MODEL METRICS FOR 

SEAL PRESSURE 2 

Model RMSE MAE R squared 

XGBoost 9.41 4.87 0.91 

LGBM 8.98 5.17 0.91 

Random Forest 9.24 4.49 0.91 

Ensemble 2.94 1.74 0.99 

From Tables XVII and XVIII, it is evident that, for both Seal 
Pressures 1 and 2, the error rate is notably higher when 
employing stand-alone models compared to the Ensemble 
model. Utilizing three distinct error metrics—root mean 
squared, mean average precision, and error squared—we 
consistently observe that the Ensemble model outperforms each 
of the stand-alone models. This observation underscores the 
potential of combining multiple models into an ensemble, 
demonstrating its efficacy in achieving heightened accuracy and 
minimizing prediction errors across diverse evaluation metrics. 
Fig. 18 offers a visual representation of the Ensemble model's 
performance in predicting Seal Pressure 1, employing line plots 
to compare the initial 25 predictions with their actual values. The 
visual presentation underscores the effectiveness of the 
Ensemble model through line plots, providing a comprehensive 
analysis of its accuracy in predicting the first 25 observations of 
Seal Pressure 1. The application of a logarithmic function to the 
values serves the dual purpose of enhancing the visualization's 
clarity and maintaining a normalized scale. This transformation 
results in a more distinct and less cluttered representation of the 
model's performance. Focusing on the initial 25 predictions 
ensures a detailed examination of the Ensemble model's 
accuracy during the initial phase, contributing to a nuanced 
understanding of its predictive behavior. This approach also 
helps to prevent overcrowding in the graphs, ensuring that the 
visual representation remains interpretable and focused. These 
visualizations, in conjunction with quantitative metrics, 
contribute to a comprehensive evaluation of the Ensemble 
model's reliability and effectiveness in predicting Seal Pressure 
1. The integration of visual and quantitative assessments 
enhances the overall understanding of the model's predictive 
capabilities and aids in decision making for real-world 
applications. 

Fig. 19 explores the Ensemble model's performance in 
predicting Seal Pressure 2, comparing the initial 25 predictions 
with actual values using line plots. The visual representation 
highlights the model's accuracy, providing a comprehensive 
analysis of its performance. Applying a logarithmic function 
enhances clarity and maintains a normalized scale, resulting in a 
clearer and more distinct representation. Focusing on the initial 
25 predictions allows for a detailed examination of the model's 
accuracy during the early phase, contributing to a nuanced 
understanding of its predictive behavior. This approach ensures 
interpretability by preventing graph overcrowding. The 
visualizations, complemented by quantitative metrics, offer a 
thorough evaluation of the Ensemble model's reliability and 
effectiveness in predicting Seal Pressure 2, enhancing the 
overall understanding of its predictive capabilities for real-world 
applications. 

 
Fig. 18. Ensemble Model—Line Plot Analysis of Actual vs. Predicted Seal 

Pressure 1 (First 25 Predictions). 

 
Fig. 19. Ensemble Model—Line Plot Analysis of Actual vs. Predicted Seal 

Pressure 2. 

The examination of both the tables and graph reveals a 
noticeable elevation in error metrics for individual models. 
However, a compelling contrast emerges when these models are 
amalgamated, resulting in a substantial reduction in error, as 
evidenced by the graphical representations. This improvement 
is distinctly illustrated by the diminished variance between the 
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actual and predicted lines in the line graph. A comparative 
analysis of the line graphs for the Ensemble model’s underscores 
the significant enhancement achieved by combining individual 
models, resulting in a more accurate and reliable predictive 
outcome. 

2) Results and analysis of ensemble model prediction for 

vibration prediction: The evaluation of the Vibration 

Diagnoses Equipment (VIB DE) and Vibration Non-Diagnoses 

Equipment (VIB NDE) models provides valuable insights into 

their predictive performance for bearing vibrations using 

RMSE, MAE, and R-squared metrics. In Table XIX, the VIB 

DE models show high RMSE values, indicating substantial 

prediction errors, with the LGBM model having an 

exceptionally high RMSE of 45.22. However, the Ensemble 

model reduces the RMSE to 8.60, demonstrating the 

effectiveness of combining the models. The decline in MAE 

and consistently high R-squared values further emphasize the 

Ensemble model’s superior ability to reduce prediction errors 

and improve accuracy. 

TABLE XIX.  INDIVIDUAL AND ENSEMBLE MODEL METRICS FOR VIB DE 

MODEL METRICS 

Model RMSE MAE R squared 

XGBoost 6.32 3.80 0.99 

LGBM 45.22 6.07 0.99 

Random Forest 9.53 3.80 0.99 

Ensemble 8.60 1.42 0.99 

In Table XX, individual models such as LGBM and Random 
Forest show notable RMSE values for VIB NDE evaluation. The 
Ensemble model significantly enhances accuracy with lower 
RMSE and MAE and higher R-squared values. Interestingly, 
XGBoost slightly outperforms the Ensemble for VIB DE, 
indicating algorithmic influence. Graphical and tabular 
presentations consistently illustrate the Ensemble model’s 
superior performance in error metrics, emphasizing its 
effectiveness in predicting and managing vibration issues in 
critical system maintenance. 

TABLE XX.  INDIVIDUAL AND ENSEMBLE MODEL METRICS FOR VIB NDE 

MODEL METRICS 

Model RMSE MAE R squared 

XGBoost 3.34 3.80 0.99 

LGBM 3.46 2.32 0.84 

Random Forest 3.58 2.16 0.83 

Ensemble 1.17 0.75 0.98 

Fig. 20 showcases the ensemble of XGBoost, LightGBM, 
and Random Forest models, leveraging their strengths for 
accurate and robust maintenance predictions. By integrating 
diverse perspectives, the ensemble enhances resilience to 
uncertainties, offering a comprehensive solution for complex 
operational scenarios. This collaborative approach mitigates 
individual weaknesses, leading to improved performance 
compared to standalone models and enhancing the effectiveness 
of maintenance prediction systems. 

Examining the table and graphs reveals notable error metrics 
for individual models, indicating relatively high errors. 
However, a significant improvement is evident when these 
models are integrated into an ensemble. The comparison of 
actual and predicted lines in the line graph vividly illustrates this 
enhancement. The Ensemble model, depicted in the graphs, 
showcases a considerable reduction in error compared to 
individual models. 

 
Fig. 1. Ensemble Model's Performance for VIB NDE (Line Graphs). 

3) Results and analysis of ensemble model prediction for 

ampere prediction: When evaluating power consumption, 

Ampere readings serve as a crucial parameter, with higher 

readings indicative of increased power consumption. In 

scenarios where direct current measurements are unavailable, 

employing ML models becomes a viable option for prediction. 

In this context, three distinct models—XGBoost, LGBM, and 

Random Forest—were implemented to forecast Ampere 

readings. Subsequently, these models were amalgamated into 

an Ensemble model to harness their collective predictive 

capabilities. The performance metrics, including RMSE, mean 

average error (MAE), and R-squared values, were employed to 

assess the accuracy of each model and the Ensemble model’s. 

The results are presented in Table XXI. 

TABLE XXI.  AMPERE PREDICTION MODEL PERFORMANCE METRICS 

Model RMSE MAE R squared 

XGBoost 3.28 2.25 0.79 

LGBM 3.08 2.26 0.82 

Random Forest 2.96 2.10 0.83 

Ensemble 1.69 0.94 0.95 

Analysis of the table indicates a substantial decrease in error 
rates when utilizing the Ensemble model as opposed to 
individual models. Employing three distinct error metrics 
consistently demonstrates the superior performance of the 
Ensemble model, affirming its effectiveness in achieving 
heightened accuracy and minimizing prediction errors. This 
underscores the value of combining diverse models to enhance 
predictive capabilities. The visual representation above 
showcases the performance of the Ensemble model for the 
Ampere prediction. Utilizing line graph in Fig. 21, the graph 
allows a comparison of the first 25 predictions with their actual 
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values. To enhance clarity and minimize clutter, a logarithmic 
function has been applied to the values, resulting in a more 
normalized and visually accessible presentation. The decision to 
focus on 25 predictions ensures a concise and uncluttered 
depiction, facilitating a clear understanding of the Ensemble 
model's effectiveness in predicting Ampere values. 

 
Fig. 2. Line Graph for Ampere Ensemble Model Performance. 

Fig. 21 illustrates the performance of the Ensemble model 
for the Ampere prediction. These visualizations showcase a 
comparison between the first 25 predictions and their actual 
values, employing both bar and line graphs. To enhance clarity 
and maintain a cleaner display, a logarithmic function has been 
applied to the values, ensuring a more balanced scale. The 
limited focus on 25 predictions prevents graph overcrowding, 
facilitating a more straightforward interpretation of the results. 

IV. DISCUSSION 

This study presents a novel approach to predictive 
maintenance (PdM) in the oil and gas industry by utilizing an 
ensemble of three machine learning algorithms—XGBoost, 
Light Gradient-Boosting Machine (LGBM), and Random 
Forest. The ensemble model consistently outperformed 
individual models, demonstrating superior accuracy and 
reliability across all operational parameters (Seal Pressure 1, 
Seal Pressure 2, VIB DE, VIB NDE, and Ampere). Notably, the 
Ensemble model showed lower Root Mean Square Error 
(RMSE) and Mean Absolute Error (MAE) values and higher R-
squared coefficients, indicating better performance in predicting 
the health of water injection pumps (WIPs). This finding aligns 
with research conducted by Zhang et al. [1], where combining 
multiple machine learning models improved prediction accuracy 
in industrial applications. The novelty of this study lies in the 
hybridization of these models to predict diverse operational 
parameters, which is an improvement over the standalone 
approaches often used in previous research. For example, 
Janssens et al. [2] applied Convolutional Neural Networks 
(CNNs) to detect anomalies using infrared thermal images, but 
the study was limited in its ability to handle different operational 
variables. Similarly, Sampaio et al. [3] explored Artificial 
Neural Networks (ANNs) for motor failure prediction but did 
not consider the comprehensive evaluation of various predictive 
models. The Ensemble model, in contrast, demonstrates a 
broader applicability by leveraging the strengths of multiple 
algorithms, thus mitigating the individual limitations of each 
method and achieving more robust and reliable predictions. 
Furthermore, the results of this study highlight the importance 

of addressing operational parameters beyond vibration data, 
such as seal pressure and amperage, which are often overlooked 
in predictive maintenance studies. This is in contrast to previous 
studies that focused primarily on vibration data for fault 
detection and failure prediction [4], [5]. By including additional 
operational parameters, this research provides a more holistic 
approach to predictive maintenance, which could lead to more 
effective early detection of potential failures in WIPs, ultimately 
reducing unplanned downtime and improving operational 
efficiency. The ensemble approach presented in this study also 
reflects a growing trend in the literature toward integrating 
multiple machine learning techniques to enhance the accuracy 
of PdM models. This is consistent with the findings of Kim et 
al. [6], who demonstrated that ensemble methods, when applied 
to predictive maintenance in industrial equipment, resulted in 
significant improvements in both prediction accuracy and 
reliability. The success of the ensemble model in this study 
suggests that further refinement and adaptation of this 
methodology could be applied to other critical equipment within 
the oil and gas industry, as well as other industrial sectors facing 
similar challenges with unplanned downtime. In sum, the 
findings of this study contribute to the growing body of research 
on predictive maintenance by offering an innovative 
methodology for improving the accuracy of failure predictions 
in water injection pumps. The ensemble model’s superior 
performance, when compared to individual models, underscores 
the potential for more accurate and reliable predictive systems 
in industrial applications. The results also pave the way for 
further exploration of hybrid machine learning models in PdM, 
particularly in industries with complex operational 
environments, such as oil and gas. 

V. LIMITATIONS 

The Ensemble model, comprising XGBoost, LGBM, and 
Random Forest, demonstrates commendable predictive 
accuracy across diverse operational parameters. However, it is 
imperative to acknowledge certain limitations inherent in the 
approach. First, the efficacy of the Ensemble model is highly 
contingent on the quality of the input data. Instances of data 
inconsistencies, inaccuracies, or a lack of representativeness 
concerning diverse operating conditions can potentially 
compromise the performance. Moreover, the representativity of 
the training set plays a pivotal role. The Ensemble model relies 
on a training dataset that effectively captures the various 
operating scenarios of the pump system. Notably, the study 
focused on predicting pressure, vibration, and amperage for 
temperature, while considering other features that could 
contribute to PdM in WIPs within the OGI. These limitations 
underscore the importance of meticulous data quality assurance, 
comprehensive representation in training datasets, and ongoing 
refinement of hyperparameter configurations for the reliable and 
robust application of the Ensemble model in PdM scenarios. 

VI. FUTURE RESEARCH DIRECTION 

The Ensemble model, comprising XGBoost, LGBM, and 
Random Forest, consistently demonstrates notable predictive 
accuracy for various operational parameters in WIPs. However, 
the model’s performance is contingent on high-quality input 
data and a representative training set. Notably, the sensitivity to 
hyperparameter configurations requires ongoing optimization 
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efforts. Future research directions could explore advanced 
ensemble techniques beyond the current models and dynamic 
hyperparameter tuning mechanisms for autonomous adaptation. 
Investigating the impact of external factors, transitioning to real-
time predictions, enhancing explainability, scalability testing, 
and integrating the model into existing maintenance systems are 
promising avenues. Seeking feedback from industry 
practitioners is vital for refining the model’s real-world 
applicability. 

VII. CONCLUSIONS 

In conclusion, this study demonstrates the effectiveness of 
combining multiple machine learning algorithms—XGBoost, 
LGBM, and Random Forest—into an Ensemble model for 
predictive maintenance of water injection pumps. The Ensemble 
model consistently outperforms individual algorithms, 
showcasing superior accuracy through lower RMSE and MAE 
values, as well as higher R-squared coefficients. By integrating 
the strengths of these algorithms, the Ensemble model mitigates 
the limitations of standalone models, offering a more robust and 
reliable predictive maintenance tool. The results underscore the 
potential for improving operational efficiency and reducing 
unplanned downtime in the oil and gas industry. This research 
not only advances predictive modeling techniques but also 
highlights the significant implications for enhancing 
maintenance strategies in industrial applications, ensuring better 
asset management and cost-effectiveness in critical systems. 
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Abstract—The blockchain serves as a distributed database 

where data is stored across different servers and networks. It 

encompasses various types, with Bitcoin, Ethereum, and 

Hyperledger being notable examples. To safeguard the security of 

data transactions on the blockchain, it relies on a consensus 

algorithm. This algorithm facilitates agreement among nodes 

within the network. There are multiple types of consensus 

algorithms, each possessing unique specialties and characteristics. 

This paper drives into the examination of specific Authority 

Round, here claimed as AuRa_ori consensus algorithm. The 

AuRa_ori is a specific type of PoA consensus mechanism used 

primarily in private or permission blockchain networks. It works 

by having a set of trusted validators take turns in a round-robin 

fashion to produce new blocks. It is supported by Parity and 

Ethereum Clients. AuRa_ori assumes that all the authority nodes 

are synchronised and honest on every transaction process. In 

AuRa_ori, every transaction process will execute the four phases 

i.e., assigning of a new leader, proposing a block, commencing 

agreement and finally, the phase of committing. However, there 

exist some discrepancies in some of the phases. In response to the 

scenario, this paper presents a thorough discussion on the 

vulnerabilities adhered in AuRa phases in transaction execution 

by focusing on the first phase of assigning a new leader and the 

third phase, namely the agreement. The vulnerabilities are 

subjected to the risk of impacting the performance of Transaction 

Speed Per Second (TPS), Transaction Throughput (TGS), 

Percentage Decrease (PD) of TPS and Percentage Increase (PI) of 

TGS.  The new improved method, named AuRa_v1 is parallel 

presented to overcome the vulnerabilities of AuRa_ori at the 

selected phases. It aims to increase the TPS and to calculate the PD 

in transaction process using the Ethereum private blockchain 

systems. The implementation used three set of data scroll 

certificate. The result showed that the AuRa_v1 able to decrease 

the TPS almost 30% based on difference number set of data. 

Keywords—Blockchain; Ethereum; consensus algorithm; smart 

contract; AuRa_ori; AuRa_v1 

I. INTRODUCTION 

The section drives the important components within the 
scope of the paper discussion on the AuRa_ori algorithm 
starting from the introduction of the blockchain technology, the 
platform that offers the technology, to what component and 
algorithm that determines the efficiencies of the blockchain 

technology. The efficiency determinants of the blockchain 
relies on the robustness of the consensus algorithm, wherein the 
discussion on the AuRa_ori is initiated. The consensus 
algorithms are crucial in further bolstering security within 
blockchain transactions by orchestrating an agreement among 
nodes. This ensures that the throughput remains consistent, 
uniform, and valid across the network. 

Blockchain, as a decentralised distributed database, serves 
as a platform for storing transactional data and information. It 
represents a departure from traditional methods, transitioning 
data management from a single centralised location to a 
decentralised setup across various servers or networks [1]. This 
decentralised data storage comprises a series of interconnected 
records known as blocks [2]. 

Data is dispersed among different nodes across diverse 
servers within the blockchain network. Often referred to as a 
peer-to-peer (P2P) network, blockchain operates through nodes 
communicating directly with each other [3]. Utilising 
cryptographic techniques and hash functions, blockchain 
ensures the security and integrity of digital data stored within 
its system [4]. 

While blockchain encompasses several types, Bitcoin, 
Ethereum, and Hyperledger stand out as the most popular and 
widely used variants [5], [6]. These platforms have been 
developed over the years with a focus on encouraging 
businesses to integrate blockchain into their operations [7]. 
Despite their similarities, each blockchain platform possesses 
unique characteristics. Ethereum, conceptualized by Vitalik 
Buterin in 2013 [8], emerged as a response to the limitations of 
Bitcoin [9]. Crowdfunding in 2014 facilitated the advancement 
of Ethereum's technologies, leading to its live network launch 
in 2015 [10]. 

Ethereum implements distributed data storage, enabling 
users to deploy their applications and operate their blockchain 
instances [11]. Notably, Ethereum offers the capability to store 
data with an unlimited block size [12]. Specifically, the 
AuRa_ori consensus algorithm is used in voting domain and 
focusing on the electronic voting application. The researcher 
was comparing the AuRa_ori and Geth based on certain criteria 
such as time, consistency, and scalability. This application runs 
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the test net environment including remix IDE, Ethereum test net 
and web3. 

 Additionally, the efficiency of blockchain is reinforced by 
the consensus algorithm, which facilitates an agreement process 
among nodes dispersed across various servers and networks. 
This algorithm ensures the maintenance of consistency and 
decentralisation among nodes within the blockchain system [4], 
[13],[14]. The consensus mechanism necessitates four essential 
elements in transactions, as outlined in Table I. 

TABLE I. Element of consensus algorithm 

Element Description 

Termination 
The successful transaction process dependence on the 

content of block that proposed 

Agreement 
The acceptance block needed to assign by the honest 

authorities 

Validity 
The block should be accepted if nodes that received is valid 

and same with the proposed block 

Integrity Only the honest node should be acceptance their transaction 

There are numerous types of consensus algorithms that are 
able to support the security of data transaction in blockchain 
environment. However, this paper provides the detailed 
exposure of the consensus algorithms in conjunction to the 
strengths and the weaknesses in AuRa_ori used in Ethereum 
and reveals and proposes the improvement mechanism as a 
means of solution on the weaknesses. 

There are numerous types of consensus algorithms that are 
able to support the security of data transaction in blockchain 
environment. However, this paper aim discussed the detail 
AuRa_ori including it procedure to transact data into the 
blockchain. We also provide the detailed exposure of the 
consensus algorithms in conjunction to the strengths and the 
weaknesses in AuRa_ori used in Ethereum environment. 

Prior to the weakness of AuRa, the analysis of the effect of 
AuRa weakness in term of transaction speed was executed. The 
weakness is able to expose the risk including the cloning attack 
and malicious leader. Then the improvement mechanism as a 
means of solving weaknesses were proposed and revealed. 

II. AURA_ORI CONSENSUS ALGORITHM 

AuRa_ori, short for Authority Round, was initially 
proposed for the Parity client, which utilises Rust as its 
programming language [15]. This consensus relies on the 
assumption of honest authorities and synchronous network 
communication among nodes. If any issues such failed to assign 
a new leader or leader failed to produce the signature the 
process must be repeat at beginning. This impact the throughput 
and transaction process. Additionally, AuRa_ori consists of 
four key steps including assigned a new leader, proposed block, 
agreement and commit transaction into the blockchain. This 
consensus mechanism has been implemented by various 
platforms including Laava, VecHain Thor, xDai DPOS 
network, Microsoft Azure (for deployment only), and Kovan 
Testnet [16]. 

AuRa_ori has gained widespread adoption in blockchain 
applications, with nearly 4,000 projects implementing this 
consensus algorithm [17]. For example, AuRa_ori was 
implemented in health domain focused on health record 
sharing. The researcher proposed new methods to improve the 
time in block transaction process of AuRa_ori [18]. The 
AuRa_ori is well implemented to support the Copyright System 
in [19]. This effort drives the implementation of AuRa_ori and 
performs the analysis of its transaction throughput. It also 
concerns about the network synchronisation. 

A. Assigning a New Leader 

Initially, a leader is assigned, with each authority taking 
turns using the Round Robin Algorithm [20]. The leader 
assignment process involves calculating the difference value 
𝑡𝑑) between the current timestamp 𝑡 and the last timestamp at 
the genesis 𝑡𝑔 as shown in Eq. (1). 

𝑡𝑑 = 𝑡 − 𝑡𝑔   (1) 

Where 𝑡𝑑  is a difference values of t and 𝑡𝑔  . While𝑡  is a 

current timestamp and 𝑡𝑔  is the last time stamp at the 

genesis.  After getting the values of 𝑡𝑑 , next is to assign the 
leader among the authorities based on Eq. (2). 

𝑖 =
𝑡𝑑

𝐷
 𝑚𝑜𝑑𝑛   (2) 

In the formula, 𝑖 represents the node tasked with assigning 
a leader, while 𝐷 stands for the Step Duration specified in the 
genesis file. The 𝑛 denotes the number of nodes configured in 
the blockchain environment. Following the assignment of the 
leader based on this formula, the subsequent step involves the 
leader proposing a block. 

B. Propose Block 

The block that proposed by a leader based on set of values, 
there are data 𝑣  on  𝑡𝑝  , number of proposed blocks 𝑛  and 

signature of authorities account on leader 𝑣𝑠. Every proposed 
block process must include the set value {𝑣, 𝑛, 𝑣𝑠} . Based on 
set values the other authorities will apply the voting process. 

C. Agreement 

After finding the leader and proposing the block {𝑣, 𝑛, 𝑣𝑠}, 
the next step is agreement among the nodes. The block that was 
proposed agreed or not by the authorities depends on data on 
proposed block 𝑣 , numbering of proposed block ո  and the 
authorities account on leader is different 𝑣𝑠. After getting the 
agreement result from the authorities, The data will transfer to 
block transaction queue that declare as 𝑡𝑞 .  Then after the 

authorities ’members complete their agreement process, the 
next step is the voting process based on Eq. (3). 

2𝑓 + 1 ≤ 𝑛   (3) 

Where 𝑓is a faulty node, 𝑛 is a number of nodes. In that 
case the number of faulty nodes at least must be less or the same 
as the number of nodes 50%. 

D. Commit 

Subsequently, the leader puts forward a block, comprising 
a leader signature key, current timestamp, and block data. 
Following the proposal of the block, the process proceeds to the 
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voting and acceptance phase. If the agreement achieves more 
than 50%, the next is the commit process. The𝑡𝑞 will be inserted 

into the blockchain, and the value of 𝑡𝑞 and 𝑡𝑝will be deleted 

from the transaction process. Fig. 1 shows the patterns of AuRa 
in committing the transaction data. 

 

Fig. 1. Pattern of aura transaction process. 

According to Fig. 1, the AuRa_ori process is bifurcated into 
two primary stages: block proposal and block acceptance. Once 
the leader is designated, the leader initiates the block proposal 
phase by proposing a block. Subsequently, the block acceptance 
phase commences, during which the members of the authority 
vote on the block proposed by the leader to determine if it 
should be committed. 

III. AURA_ORI RELATED WORKS AND DRAWBACKS 

The implementation of AuRa_ori can be widely seen in 
various domains of applications. It is considered as a stable 
algorithm and able to support the transaction process into the 
blockchain. However, the AuRa_ori is vulnerable to the 
exposure of attacks if the issues persist in all over the 
transaction process. 

A. Challenges Faces in AuRa 

The AuRa_ori has been widely embraced to enhance the 
speed of blockchain transactions. Previous research has delved 
into various aspects of AuRa_ori. For instance, [21] examined 
partitioning tolerance in AuRa_ori. The author investigates 
strategies for preventing partitioning tolerance in AuRa_ori. 
The AuRa_ori is capable of detecting only the absence status of 
authorities. 

However, it cannot discern whether missing authorities are 
inactive or located in a different partition, as it lacks the ability 
to identify network partitioning. Lack of ability to identify 

availability authorities ’impact to transaction speed and 
throughput. It needed extra time if authorities are detected not 
available a long transaction process because AuRa_ori needed 
to assign a new leader and get the signature key from a new 
leader to assign data into the blockchain. Extra time was risk to 
any attack. 

Additionally, the study in [22] conducted research on 
transaction speeds using the Geth and Parity clients. Both Geth 
and Parity support by PoA, with Geth focusing on Clique and 
Parity on AuRa_ori. On average, the Parity client exhibited a 
91% faster transaction speed compared to Geth. The 
experiment based on transaction data from 1000 to 5000. The 
comparison is conducted on a private test net, considering 

factors such as CPU, RAM, and the number of nodes. The 
performance analysis criteria included the time, consistency 
and scalability. However, it does not consider the security and 
safety criteria in this analysis. 

Furthermore, the study in [23] discussed a comparison 
between Geth and Parity in terms of transaction speed and 
performance level. Their analysis cantered on the consumption 
of CPU and RAM resources by the two Ethereum clients. 
However, this research did not specify the type of consensus 
utilised, and details regarding CPU, RAM, and server type were 
not provided. As previously noted, AuRa_ori operates under the 
assumption that nodes remain synchronised, which impacts 
both availability and consistency. According to prior research 
by [24], which focused on comparing AuRa_ori, Clique, and 
PBFT in terms of availability, consistency, and partition 
tolerance, the synchronisation requirement of AuRa poses a 
risk, especially when deployed over a wide area. This algorithm 
relies heavily on accurate timestamps for both genesis and 
proposed blocks. 

Regarding transaction speed, [25] explored the performance 
of AuRa_ori in comparison to PoW. The research discussed 
how AuRa surpasses PoW in transaction speed due to its lower 
computing power requirements and higher throughput. 
Moreover, AuRa_ori offers the enhancement in security 
compared to PoW, as it incorporates an additional layer of 
security and operates with two levels of acceptance: the 
proposed block and the subsequent voting process but the 
voting process exploit the security issue if it needed extra time 
to complete the task. 

B. Reviews on the Challenges that AuRa_ori Faced 

The widespread implementation of AuRa_ori has sparked 
interest among researchers to scrutinise its intricacies. Previous 
studies have identified several drawbacks associated with 
AuRa_ori, particularly in the initial step of leader assignment 
and the subsequent voting agreement phase. 

Assigning a new leader for each transaction process poses a 
challenge within AuRa_ori. To accomplish this, AuRa_ori 
employs a Round Robin schedule. However, if authority 
members are unavailable, the process of reassigning a new 
leader becomes necessary, resulting in decreased throughput, 
affecting transaction speed and time execution [19]. Because 
AuRa needs to assign a new leader and it increases time to 
complete the transaction. Then it needs to create a new fork to 
allow a queued transaction in proposing a new block. 

Process to assign a new leader causing risk to attack 
including AuRa_ori assumes each node is synchronised, but 
sometimes unexpected network delays happen. To overcome 
this situation AuRa_ori allowed the authorities to postpone the 
validation process   and cause the block to be delayed. This 
exploited loophole to assigned the malicious leader when the 
previous transaction not completed because time delay to 
complete the transaction. 

Furthermore, complications arise if the assigned leader fails 
to create a signature or becomes corrupted, leading to decreased 
throughput and failed transactions [26]. To mitigate these 
issues, the concept of a dummy signature has been proposed. If 
authority members accept the dummy signature, it is converted 
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into a real signature then the transaction process is able to 
continue. The challenge is how to verify the dummy signature 
is accurate. Because this research did not explain how the 
dummy signature creates and verify. 

Additionally, changes in assigned authorities can occur at 
any time, any changes requiring agreement from other 
authorities. Normally the changes occur if the nodes not 
available because of network or configuration issues. Assigning 
new authorities process introduces delays until the new 
authorities are accepted, impacting the security, performance, 
and transaction speed of AuRa_ori. 

The election of a leader for each transaction process exposes 
the algorithm to potential attacks [27] because the leader 
needed to create the signature. The signature was used in 
proposed block, voting committing transactions. If the leader 
failed to sign a signature the new leader must assign and it 
impacts the execution time, throughput, transaction speed and 
epoch time. Additionally, the validation process among 
authorities before committing transactions to the blockchain 
requires extra time to achieve agreement, affecting throughput 
and potentially leading to forks. 

A delayed verification can also leave AuRa_ori vulnerable 
to cloning attacks (CA) [28]. This occurs due to the creation of 
forks during delayed verification, allowing for the replication 
of identities using the same private and public keys. Delay 
verification occur if the leader failed to sign the signature or the 
signature not valid. Then it needed to assign new leader and 
new signature, then impact the execution time and potential the 
attacks. 

To address these challenges, this paper proposes the 
implementation of a heartbeat-based approach to thwart cloning 
attacks. This involves signing and sending the heartbeats to 
other authorities, who then accept proposed blocks based on the 
heartbeat signature. 

IV. PROPOSED METHODOLOGY 

Based on previous studies, AuRa_ori is tightly bound with 
the transaction speed issues. These issues because of the 
procedure in AuRa_ori needed to assign a new leader for every 
transaction process and needed the verify phase before the 
transaction was able to commit into the blockchain. This 
research proposed a new algorithm called AuRa_v1 to 
overcome these issues. 

The new proposed algorithm named AuRa_v1 consists of 4 
steps including preassigned new leader, transaction pending, 
proposed block and voting. Numbering steps are the same with 
the AuRa_ori, but it's needless to assign a new leader for every 
transaction process. Each step in AuRa_v1 is enhanced from 
the AuRa_ori. 

A. Predefine Leader 

Predefining a leader is a process to assign a new leader as 
oppose to AuRa_ori where it requires the assignment of a new 
leader at every transaction process. In contradiction, AuRa_v1 
assigns a new leader only on condition the leader that was 
assigned is not available, or the signature key by the previous 
leader is not valid. Fig. 2 highlights the detail of predefined 
leader procedure. 

 

Fig. 2. AuRa_v1 predefined leader algorithm. 

The new leader assignment in Fig. 2 will be made available 
if and only if either the occurrence of the 2 conditions i.e., 1) 
the previous assigned leader is not available, or 2) the signature 
key owned by the previous assigned leader is not valid. Line 2 
aims to get the difference value between current timestamp and 
genesis timestamp. The difference value based on Eq. (4). 

𝑡𝑑 = 𝑡 − 𝑡𝑔   (4) 

Where value of 𝑡𝑑 is a difference value of current timestamp 
𝑡  and genesis time, 𝑡𝑔 . However, this research proposes the 

difference value was converted into a second based on 
timestamp format using the function 
𝑇𝐼𝑀𝐸𝑆𝑇𝐴𝑀𝑃𝐷𝐼𝐹𝐹(𝑠𝑒𝑐𝑜𝑛𝑑) . We propose converting into 
second because it is able to improve the transaction speed. Then 
the value of 𝑡𝑑  was used to choose the new leader as line 3 
based on Eq. (5), 

l =
𝑡𝑑

𝐷
𝑚𝑜𝑑𝑛   (5) 

Where 𝑙 is new leader that was assigned and  𝐷 is the value 
of step duration, 𝐷  value can be any number in minutes or 
second, normally value of 𝐷  setup by developer including 5 
until 10 seconds. Then n is a number of authorities that register 
in blockchain setup. 

A. Voting and Commit Transactions 

Voting and commit process is the last process before the 
transaction is stored into the blockchain. This process there is 
no need to collect the agreement from the available authorities. 
It just counts the number of available authorities. Fig. 3 
illustrates the voting and commit procedure. 

 

Fig. 3. Algorithm of voting and commit procedure. 
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In Fig. 3 at line 2 to 3, 𝑛𝑡refer to new current timestamp. 
This procedure needed to capture the new current 
timestamp.  Then the new timestamp  minus 𝑡 and the value 
must be less or the same with step duration value 𝐷. Line 4 to 
6, it counts the authorities available, if authorities available 
more than 1, and numbers of available authorities less or the 
same with the  number of authorities the transaction process is 
able to commit into the blockchain. Lastly line 7 until 14, refer 
to failure completed the prerequisite, the procedure back 
to transaction pending or pre assigned leader process. 

V. IMPLEMENTATION 

This studies aims to analyst the performance of AuRa_ori 
and AuRa_v1. The analysis based on result of digital certificate 
process. The certificate process implemented into two version 
including AuRa_ori and AuRa_v1. To support the 
implementation of AuRa_ori and AuRa_v1, the installation and 
configuration of AuRa_v1 and AuRa_ori was executed. The 
installation and configuration of AuRa_ori based on standard 
AuRa_ori. Fig. 4 portrays the installation and configuration of 
the AuRa_ori. 

However the installation and configuration of AuRa_v1 
based on proposed algorithm of AuRa_v1. Then the node file 
was created for both of AuRa_ori and AuRa_v1. The number 
of nodes file based on the number of node that is created on 
AuRa_ori and AuRa_v1 engine. Fig. 5 depicts part of nodes 
file. 

 

Fig. 4. The installation and configuration of aura engine. 

Code1: xxx.toml 

[1] [parity] 
[2] chain = "chain directory" 
[3] base_path = "aura engine directory" 
[4] [network] 
[5] port = 30301 
[6] [rpc] 
[7] port = 8541 
[8] apis=["web3","eth","net","personal","parity","parity_set", 
[9] "traces", "rpc", "parity_accounts"] 
[10][websockets] 
[11]port = 8451 
[12][ipc] 
[13]disable = true 

Fig. 5. Code of parity engine configuration 

Based on Fig. 5, the file 𝑥𝑥𝑥. 𝑡𝑜𝑚𝑙 used the parity engine 
(line 1) and read the chain file (line2). Line 4 and 5 mention the 
port network that is used is 3301. Line 6 and 7 mention the 
Remote Procedure Call(RPC) port that used 8541. Line 8 and 9 
are about dependencies that implement and line 10 - 11 is about 
the web sockets port used is 8451. 

Besides that, this study also require created the smart 
contract file. Smart contract is a special element in Ethereum, it 
consists of the business logic for executing the command of 
user requirement. After the completed the smart contract, the 
next step is to migrate the smart contract with the both AuRa_v1 
and AuRa_ori engine. The migration process used the truffle 
framework. The truffle engine is needed for installation and 
configuration as denoted in Fig. 6 while the three sets of scroll 
datasets are characterised as in Table II. 

 

Fig. 6. The truffle framework installation. 

TABLE II. SET OF DATA 

Set of 

Data 
Number of 

Data 
Size per Data Type of Data 

Set 1 1021 32.8KB - 33.01KB Scroll 

Set 2 2435 32.2KB - 33.11KB Scroll 

Set 3 3422 32.5KB - 33.07KB Scroll 

Referring to Table II, Set 1 includes 1021 data, set 2, 2435 
data and set 3 with 3422 data. These data consist information of 
scroll student including name, program and final cumulative 
grade. These 3 sets of data are being executed in transaction 
process on both AuRa_ori and AuRa_v1. 

Additionally, the research has also developed the frontend 
interface to generate the digital certificate. The interface 
connected with both AuRa_ori, and AuRa_v1 through the 
Application Programmers Interface (API) and backend code as 
depicted at Fig. 7. 

The front-end consists of a few modules including the 
dashboard, create certificate and verification. These function 
able to access regarding the user access level. Fig.  8, Fig. 9 and 
Fig. 10 show the development interfaces done during 
experimentation. Regarding Fig. 8, the interface that is 
developed consists of a few modules including the create 
certificate and verified certificate. Then Fig. 9, is an interface 
to create the digital certificate. Lastly at Fig. 10, is an interface 
to process the digital certificate. 
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Fig. 7. The framework of digital certificate process. 

 

Fig. 8. The dashboard and main interface. 

 

Fig. 9. The digital certificate generate interface. 

 

Fig. 10. The digital certificate generate process. 

VI. RESULT AND DISCUSSION 

According these implementation, the TPS result were 
captured to analysis the performance of AuRa_v1 and 
AuRa_ori. 

A. TPS Result of AuRa_ori 

This result based on implementation the AuRa_ori used 
three set of data. Regarding Fig. 11, the TPS result of set data 1 
is 0.059. Set data 2 the TPS result is 0.032 and set data 3 is 
0.069. According the TPS result, set data 2 more rapidly 
compared set data1 and set data 3. Set data 3 very slow 
compared set data 1 and set data 3. 

 

Fig. 11. TPS result of AuRa_ori. 

B. TPS Result of AuRa_v1 

This outcome based on execution the AuRa_v1 used three 
set of data. Fig. 12 depicted the result of TPS that executed the 
AuRa_v1. The result of Set data 1 is 0.041, set data 2 is 0.029 
and set data 3 is 0.036. These TPS result showed that the set 
data 2 is faster and set data 3 is slow compare three set of data. 

 

Fig. 12. TPS result based on aura_v1. 

C. TPS AuRa_ori Versus AuRa_v1 

This section aims to compare the result between the 
AuRa_ori and AuRa_v1. Regarding Fig. 13 depicted that the 
result of AuRa_ori (orange line) at set data 1 is 0.059, set data 
2 is 0.032 and set data 3 is 0.069. Then TPS result of AuRa_v1 
(blue line) , set data 1 is 0.041, set data 2 is 0.029 and set data 
3 is 0.063. 

According these result, set data 1, AuRa_v1 is able decrease 
the transaction process compared AuRa_ori. Then set data 2 
and set data3 also showed that AuRa_v1 prove decrease the 
TPS result compared AuRa_ori. 
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Fig. 13. Comparison TPS result between AuRa_ori and aura_v1. 

D. Percentage Decrease of TPS 

This research aims to decrease the transaction speed process 
into the blockchain using the AuRa_v1. Regarding the TPS 
result, the percentage Decrease 𝑃𝐷 measured to obtain the 𝑃𝐷 
based on AuRa_v1. The measurement of 𝑃𝐷the based on Eq. 
(6), 

𝑃𝐷 =  
(𝑖𝑣−𝑓𝑣)

𝑖𝑣
 ∗ 100        (6) 

In Eq. (6), 𝑃𝐷  refer to Percentage Decrease, then  𝑖𝑣  is 
interval value for AuRa_ori value and 𝑓𝑣 is the final value for 
AuRa_v1 value. The 𝑃𝐷 result was measured and described in 
Table III. 

TABLE III. THE PERCENTAGE DECREASE OF TPS 

Data Result 
Set Data: 1 30% 
Set Data: 2 9.375% 
Set Data: 3 8.69% 

The results show that the implementation of AuRa_v1 able 
to decrease the TPS result. Set data 1, able to decrease the TPS 
result by 30%, set data 2 by 9.375 % while set data 3 with 
8.69%. 

VII. CONCLUSION 

The optimal consensus algorithm hinges on the shortest 
transaction execution time within the blockchain. Previous 
research discussed earlier indicates that both assigning a new 
leader and voting during the transaction process impact the 
transaction speed and throughput of AuRa_ori and AuRa_v1. 
The heightened transaction speed presents risks such as 
decreased throughput, cloning attacks, and the possibility of 
assigning a malicious leader. 

Nearly all previous studies underscore the limitations of the 
AuRa_ori consensus algorithm regarding performance of TPS, 
attributed to the necessity of assigning a new leader for every 
transaction process. This results in a reduction in transaction 
throughput. Additionally, the increased TPS of AuRa_ori is 
influenced by the requirement for a voting phase before 
transactions can be committed to the blockchain. The future 
plan is restructured prior to results obtained that aims to 
measure the TGS and TPS use the same set of data. The 
compare the result between AuRa_ori and AuRa_v1. Also 
calculate the PD and PI. 
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Abstract—The evaluation of college English teaching quality is 

a key method for systematically analyzing and providing feedback 

on the teaching process and outcomes. It aims to comprehensively 

assess the effectiveness of teaching, student learning outcomes, and 

the appropriateness of the course design. The evaluation typically 

covers aspects such as teaching methods, classroom atmosphere, 

student engagement, use of teaching resources, and learning 

achievements. By collecting data from student feedback, teaching 

supervision, and exam results, the evaluation helps to improve 

teaching strategies, enhance students' English proficiency, and 

ultimately achieve continuous optimization and improvement of 

teaching quality. The teaching quality evaluation of college 

English is viewed as the multiple-attribute decision-making 

(MADM). In this paper, some Aczel-Alsina operators are 

produced under interval-valued neutrosophic sets (IVNSs). Then, 

interval-valued neutrosophic number (IVNN) Aczel-Alsina 

weighted averaging (IVNNAAWA) operator is employed to cope 

with MADM problem. Finally, the numerical decision example for 

teaching quality evaluation of college English is employed to 
illustrate the produced method. 

Keywords—Multiple-attribute decision-making; interval-valued 

neutrosophic sets (IVNSs); Aczel-Alsina operations; teaching 

quality evaluation 

I. INTRODUCTION 

Evaluation of college English teaching quality is an 
essential tool for systematically analyzing and assessing the 
teaching process and outcomes. Its aim is to enhance teaching 
quality through a scientifically sound evaluation system, 
meeting students' learning needs and the societal demands for 
English proficiency. The evaluation typically covers various 
aspects, including teaching methods, curriculum design, 
utilization of teaching resources, student learning outcomes, 
and classroom participation. Diverse evaluation methods, such 
as student feedback, classroom observation, and test 
performance analysis, are widely employed to ensure 
comprehensiveness and objectivity. Through continuous 
quality evaluation, universities can optimize teaching strategies, 
improve course design, and promote the development of 
students' comprehensive English skills, laying a foundation for 
cultivating internationally competitive talents in line with 
contemporary demands. Starting in 2013, Lu and Huang [1] 
explored the construction of English teaching quality 
evaluation systems and the applicability of cultivating students' 
comprehensive English abilities. They suggested reforming the 
existing college English teaching evaluation methods by 
referencing the Canadian language benchmarks to 

comprehensively enhance teaching quality and students' 
comprehensive English proficiency. In the same year, Ma and 
Li [2] attempted to construct a multidimensional ecological 
evaluation system under network environments, based on 
constructivism and educational ecology theories, to promote the 
ecologicalization and quality improvement of college English 
teaching. In 2015, Wu and Tang [3] analyzed the current state 
of classroom teaching quality evaluation systems in universities, 
identifying existing problems and designing various evaluation 
forms to enhance the scientific and rational nature of 
evaluations. Yu [4] proposed a diversified evaluation model, 
combining modern quality management theory, constructivism, 
and multiple intelligences theory, emphasizing the use of 
various methods for comprehensive teaching quality evaluation 
to improve college English course quality. In 2016, Yuan [5] 
analyzed teaching evaluation strategies for subsequent college 
English courses, highlighting the need for differentiated 
strategies in evaluation subjects, content, and methods to 
enhance teaching quality across language culture, skills, and 
language application courses. In 2017, Deng [6] studied the 
application of participatory teaching models in college English, 
proposing related teaching quality evaluation methods. The 
study emphasized that participatory teaching methods should 
focus not only on students' exam scores but also on their 
practical application abilities. In 2018, Yang [7] developed a 
teaching quality evaluation index system for flipped classrooms 
in vocational college English, emphasizing the importance of 
developmental and process evaluations. The evaluation indices 
were refined through expert consultation and surveys to align 
with the characteristics of flipped classroom teaching. In 2019, 
Li [8] explored strategies for constructing college English 
teaching quality evaluation systems under the applied talent 
training system, proposing the establishment of a scientific and 
reasonable evaluation system to improve English teaching 
quality and meet the societal demand for applied talents. In 
2020, Xu [9] discussed the application of stratified teaching 
methods in college English, analyzing its role in reducing 
student learning differences, enhancing learning interest, and 
ensuring classroom teaching quality, while proposing specific 
application strategies. In 2021, Yang and Li [10] constructed a 
classroom teaching quality evaluation model based on set pair 
analysis in the context of the digital era to meet the 
requirements of "golden course" construction. The study 
emphasized the importance of integrating modern information 
technology with college English courses. In 2022, Zhang [11] 
studied college English teaching quality evaluation through 
value speculation guidance, constructing an evaluation model 

*Corresponding author. 
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based on the SERVQUAL model. This aimed to identify gaps 
and deficiencies in teaching by comparing students' 
"expectations" and "actual perceptions," and proposed 
improvement measures. In 2023, Gong and Peng [12] proposed 
a college English teaching quality evaluation model based on 
ISSA-DRNN, utilizing an improved deep recurrent neural 
network and optimized sparrow search algorithm to enhance the 
model's evaluation performance and precision. In 2024, Zhang 
[13] constructed an English teaching quality evaluation system 
based on the CIPP model, proposing a comprehensive 
framework that includes context, input, process, and product 
evaluations. This provided a scientific and operational 
evaluation standard for college English teaching. 

Multi-Attribute Decision Making (MADM) is a decision-
making method used to address selection problems involving 
multiple evaluation criteria [14-17]. This type of decision-
making approach is widely applied in fields such as 
management science, engineering, and economics, aiding 
decision-makers in making rational choices in complex 
situations [18-21]. In multi-attribute decision making, the 
decision problem typically involves multiple competing 
attributes or criteria, which may have different levels of 
importance [22-25]. Therefore, decision-makers need to weight 
each attribute to reflect its relative importance. Common 
weighting methods include expert scoring, Analytic Hierarchy 
Process (AHP), and entropy method. The basic steps of multi-
attribute decision making include: first, clarifying the decision 
objectives and available alternatives; second, determining the 
evaluation attributes and assigning weights to them [26-29]; 
then, collecting and organizing data on the performance of each 
alternative across different attributes[30-33]; next, applying 
appropriate decision-making methods (such as TOPSIS, 
VIKOR, ELECTRE) to comprehensively evaluate the 
alternatives; finally, selecting the optimal alternative or ranking 
the alternatives based on the evaluation results. The advantage 
of this method is that it systematically considers multiple 
factors, making the decision process more comprehensive and 
objective. However, the reliability of the decision results largely 
depends on the accuracy of the attribute weights and the 
completeness of the data [34-38]. Therefore, decision-makers 
need to carefully assess the rationality of each step and the 
accuracy of the data when using multi-attribute decision-
making methods. The problems of teaching quality evaluation 
of college English is MADM [39-45]. Aczél and Alsina [46] 
structured some new operations named as Aczel-Alsina t-norm 
and t-conorm operations. Yong et al.[29] and Ashraf et al. [47] 
structured the Aczel-Alsina decision operations to SVNNs and 
produced the Aczel-Alsina fused operators of SVNNs for 
MADM. The main aim of this defined paper is to expand the 
Aczel-Alsina operations [46] to cope with MADM under 
IVNSs. The main study motivations are listed: (1) the Aczel-
Alsina operations are extended to IVNSs; (2) some Aczel-
Alsina aggregating operators are produced under IVNSs; (3) the 
IVNNAAWA method is designed for MADM; (4) a case study 
about translation quality decision evaluation of college English 
is given to show the IVNNAAWA method; (5) some 
comparative models are used to proof the IVNNAAWA method. 
The remainder sections of this paper are set out. Section II lists 
the IVNSs. In Section III, the some Aczel-Alsina aggregating 
operators are produced under IVNSs. In Section IV, the 

IVNNAAWA operator is built for MADM. In Section V, a case 
study for translation quality decision evaluation of college 
English is listed and some comparative decision methods are 
done. The defined decision study ends in Section VI. 

II. PRELIMINARIES 

Wang et al. [48] produced the IVNSs 

Definition 1 [49]. The IVNSs A in X is: 

       , , ,
A A A

A x TT x II x FF x x X 
   (1) 

with truth-membership 
 

A
TT x

, indeterminacy-

membership 
 

A
II x

and falsity-membership 
 

A
FF x

, 

       , , 0,1
A A A

TT x II x FF x 
, 

     0 sup sup sup 3
A A A

TT x II x FF x   
. 

The IVNN is expressed as

   , , , , , , ,
A A A A A A A A A

A TT II FF TL TR IL IR FL FR            

, where      0 1 , 0 1 , 0 1
A A A

TT II FF  ， ， ， , 

0 + + 3
A A A

TR IR FR  . 

Definition 2[50]. Let 

 , , , , ,
A A A A A A

A TL TR IL IR FL FR            , the score 

value is expressed: 

 
   2 2

6

A A A A A A
TL IL FL TR IR FR

SV A
      


, 

   0,1SV A  .                 (2) 

Definition 3[50]. Let 

 , , , , ,
A A A A A A

A TL TR IL IR FL FR            , the 

accuracy value is expressed: 

 
   

2

A A A A
TL TR FL FR

AV A
  

 ,    1,1AV A   . (3) 

Huang et al. [50] expressed the order relation for IVNNs. 

Definition 4[50]. Let 

 , , , , ,
A A A A A A

A TL TR IL IR FL FR             and 

 , , , , ,
B B B B B B

B TL TR IL IR FL FR            ,  let
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TL TR FL FR
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 , then if 

   SV A SV B , we have A B ; if 

   SV A SV B , (1)if    HV A HV B , we have 

A B ; (2) if    HV A HV B , we have A B . 

   Aczél and Alsina [46] structured some new operations 
named as Aczel-Alsina t-norm and t-conorm operations, 
which have true advantage of changeability through 
adjusting a decision parameter. Yong et al.[29] and Ashraf et 
al. [47] structured the Aczel-Alsina operations to SVNNs. 
Similarly, the Aczel-Alsina decision operations for IVNNs 
are produced. 

Definition 5. Let 

 , , , , ,
A A A A A A

A TL TR IL IR FL FR             and 

 , , , , ,
B B B B B B
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0  , the Aczel-Alsina operations for IVNNs are produced:
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III. SOME ACZEL-ALSINA WEIGHTED AVERAGING 

OPERATORS WITH NNS 

In this section, Some Aczel-Alsina aggregating operators 
with IVNNs are produced. 

The IVNN Aczel-Alsina weighted averaging (IVNNAAWA) 
is defined. 

Definition 7. Let

 , , , , ,i i i i i i iSA TL TR IL IR FL FR            the IVNNs 

with their weight
1 2( , , , )T

i nsw sw sw sw , 
1

1
n

ii
sw


 , 

1  . If 

 1 2
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i

n

sw n i
i

SA SA SA sw SA


 
 (4) 

The Theorem 1 is obtained. 

Theorem 1. Let
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Proof: 

(a) Let 2i  , then 
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(c) If Eq. (10) holds for i k , then 
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(d) Set 1i k  . From Definition 5, we have 
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From the above (a), (b), and (c), it can be seen that Eq. (5) 
holds for any i. 

The IVNNAAWA has good properties. 

Property 1. (idempotency). If 

      , , , , ,iSA SA TL TR IL IR FL FR   

 1 2IVNNAAWA , , ,sw nSA SA SA SA
 (6) 

Property2. (Monotonicity). Let 
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Property 3 (Boundedness). Let 
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then 

 1 2IVNNAAWA , , ,sw nZA SA SA SA ZA  
 (8) 

Then, the IVNN Aczel-Alsina OWA (IVNNAAOWA) is 
expressed. 
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Definition 8. Let

 , , , , , ( 1,2, , )i i i i i i iSA TL TR IL IR FL FR i n           

be IVNNs, 1  . If: 
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where       1 , 2 , , n    is permutation of 

 1,2, , n , such that    1j j
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  for all 

2, ,j n , and  1 2, , ,
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 . 

The IVNNAAOWA has three properties. 

Property 4. (idempotency). If 

      , , , , ,iSA SA TL TR IL IR FL FR   

 1 2IVNNAAOWA , , ,zw nSA SA SA SA
 (10) 

Property 5. (Monotonicity). Let 

 , , , , ,
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 , , , , ,
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then 
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Property 6 (Boundedness). Let 

 , , , , ,
i i i i i ii A A A A A ASA TL TR IL IR FL FR            . If 
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then 

 1 2IVNNAAOWA , , ,zw nZA SA SA SA ZA  
(12) 

From the Definitions 7 and 8, it’s shown that IVNNAAWA 

and IVNNAAOWA operators weigh the IVNNs and the 
ordered positions of the IVNNs, respectively. An IVNN Aczel-

Alsina hybrid average (IVNNAAHA) operator is produced to 

include the characteristics of IVNNAAWA and 

IVNNAAOWA operators together. 

Definition 9. Let
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be the IVNNs. An IVNNAAHA operator is produced: 
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which  1 2, , ,
T

nzw zw zw zw is the associated weight, 

with 0 1izw  , 
1

1
n

i

i

zw


 ,  iSSA
 is the i-th largest 

value of the IVNNs 

    , , , , ,i i i i i i i i i iSSA SSA nsw SA STL STR SIL SIR SFL SFR            
,

 1 2, , , nsw sw sw sw  is the weight of IVNNs
 

 1,2, ,iSA i n ,with  0,1jsw  ,
1

1
n

i

i

sw


 , and n

is the balancing coefficient. 

If  1 ,1 , ,1
T

zw n n n ,
 
IVNNAAHA reduces to 

the IVNNAAWA; and if  1 ,1 , ,1sw n n n , the 

IVNNAAHA reduces to IVNNAAOWA. 

IV. METHOD FOR MADM BASED ON THE IVNNAAWA 

The IVNNAAWA is used to build for MADM. Let 

 1 2, , , mCS CS CS CS  be alternatives, and attributes 
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set  1 2, , , nGG GG GG GG with weight

 1 2, , , nsw sw sw sw , where  0,1jsw  ,
1

1
n

j

j

sw


 . 

Suppose that values are assessed with IVNNs 

   = , , , , ,ij ij ij ij ij ij ijm n m n
QQ qq TL TR IL IR FL FR

 
           

. 

Then, method for MADM is built based on the 
IVNNAAWA. The given steps are produced. 

Step 1. Build the IVNN matrix

   = , , , , ,ij ij ij ij ij ij ijm n m n
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Step 2. Normalize
 ij m n
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Step 3. According to ij m n
NQ nq


    , the overall IVNNs 

 1,2, ,inq i m are produced through IVNNAAWA 

operator: 

 

     

  

1 1

1 1

1

1

1 2

1

ln 1 ln 1

ln

=IVNNAAWA ( , , , )

, , , , ,

1 ,1

,

,

i

n n

i ij i ij
j i

n

i ij

i

i sw i i in

n

ij
i

i i i i i i

sw NTL sw NTR

sw NIL sw

nq nq nq nq

sw nq

NTL NTR NIL NIR NFL NFR

e e

e e

 
 




 





   
       
   
   

 
   
 
 

 

           

 
  

  
 
 




  

     

1

1

1 1

1 1

ln

ln ln

,

,

n

i ij

i

n n

i ij i ij

i i

NIR

sw NFL sw NFR

e e




 
 



 

 
 
 
 

   
      
   
   

 
 
 
 
 
  

  
  
    
  

   
  
   
   (16)

 

Step 4. Obtain the     , 1, 2, ,i iSV nq AV nq i m . 
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Step 5. Rank the  1,2, ,iCS i m  through

   ,i iSV nq AV nq . 

Step 6. End. 

V. NUMERICAL EXAMPLE AND COMPARATIVE ANALYSIS 

A. Numerical Example 

The evaluation of college English teaching quality is an 
essential aspect of higher education management. It aims to 
provide a comprehensive analysis and feedback on various 
aspects of English teaching to ensure the improvement of 
teaching effectiveness and the enhancement of students' 
English proficiency. Teaching quality evaluation not only 
measures the teaching level of instructors but also serves as a 
critical monitoring tool for assessing student learning outcomes 
and the appropriateness of course design. Through this 
evaluation system, universities can identify the strengths and 
weaknesses in teaching, continuously improving the content 
and methods to ensure the achievement of teaching goals. The 
core aspects of teaching quality evaluation generally include the 
following: First is the teacher's attitude and teaching ability. 
This covers the teacher's preparation, teaching methods, 
attention to students, and the organization and presentation of 
course content. An excellent English teacher should not only 
have solid language knowledge but also be able to effectively 
stimulate students' interest in learning and flexibly use various 
teaching methods to meet the needs of students at different 
levels. Second is student participation and learning outcomes. 
This part of the evaluation assesses student performance in 
class, completion of assignments, exam results, and other 
indicators of learning achievement. Student engagement 
directly affects their learning outcomes, so classroom 
interaction, task completion, and similar factors are key 
evaluation criteria. The third aspect is the design of course 
content and the use of teaching resources. Whether the course 
content meets the actual needs of students, whether teaching 
resources are diverse and abundant, and whether modern 
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teaching methods are employed are all crucial factors 
influencing teaching quality. Through well-designed courses, 
students not only acquire language knowledge but also develop 
cross-cultural communication skills and critical thinking. There 
are various methods for evaluating teaching quality, including 
student evaluations, peer reviews, expert observations, and 
supervision by teaching administrators. Student evaluations are 
a key component of the evaluation system, providing direct 
feedback on students' learning experiences and satisfaction with 
the course. Peer reviews and expert observations offer a more 
objective assessment of the teacher's capabilities from a 
professional perspective. By collecting data from multiple 
sources, the evaluation of college English teaching quality 
provides constructive feedback to teachers, helping them 
continuously improve their teaching strategies. Additionally, 
this evaluation system assists university administrators in 
gaining a better understanding of the current teaching situation, 
optimizing resource allocation, and ultimately achieving 
continuous improvement in English teaching quality. The 
teaching quality evaluation of college English is looked as 

MADM. Five possible foreign colleges
 

 1,2,3,4,5iCS i   

are assessed with four attributes: ①GG1 is Student Learning 

Outcomes: This is a key effectiveness indicator, assessed 
through students' exam scores, language proficiency tests, 

classroom performance, and the ability to use English in 
extracurricular activities. High-quality teaching should 
significantly improve students' English skills. ②GG2 is 

Teaching Costs: As the sole cost indicator, this involves the 
input of human, material, and financial resources. It includes 
teacher salaries, the purchase and maintenance of teaching 
equipment, textbook expenses, and related training costs. 
Effective cost management can ensure high teaching quality 
while achieving efficient resource utilization. ③GG3 is 
Student Satisfaction: This effectiveness indicator is gathered 
through surveys, interviews, and other methods to obtain 
feedback on course content, teaching methods, teacher 
proficiency, and the learning environment. High satisfaction 
generally reflects the effectiveness of teaching and student 
approval. ④GG4 is Enhancement of Employability: This 

measures students' employment status after graduation, 
including employment rates, starting salaries, and the ability to 
use English in the workplace. This indicator reflects the extent 
to which English teaching supports students' career 
development and is an important measure of teaching quality. 
GG2 is the cost. The IVNNAAWA is built for teaching quality 
evaluation of college English. 

Step 1. Build the  
5 4ijQQ qq



 
in Table I.

TABLE I. IVNN INFORMATION 

 GG1 GG2 

CS1 ([0.42, 0.53], [0.21, 0.32], [0.26, 0.37]) ([0.63, 0.74], [0.18, 0.29], [0.22, 0.33]) 

CS2 ([0.43, 0.54], [0.32, 0.43], [0.23, 0.34]) ([0.64, 0.75], [0.23, 0.34], [0.13, 0.24]) 

CS3 ([0.62, 0.73], [0.26, 0.37], [0.13, 0.24]) ([0.48, 0.59], [0.38, 0.49], [0.14, 0.25]) 

CS4 ([0.58, 0.69], [0.13, 0.24], [0.28, 0.39]) ([0.52, 0.63], [0.28, 0.39], [0.17, 0.28]) 

CS5 ([0.64, 0.75], [0.11, 0.22], [0.22, 0.33]) ([0.57, 0.68], [0.24, 0.35], [0.14, 0.25]) 

 GG3 GG4 

CS1 ([0.54, 0.65], [0.27, 0.38], [0.16, 0.27]) ([0.57, 0.68], [0.12, 0.23], [0.28, 0.39]) 

CS2 ([0.55, 0.66], [0.14, 0.25], [0.27, 0.38]) ([0.53, 0.64], [0.22, 0.33], [0.21, 0.32]) 

CS3 ([0.73, 0.84], [0.13, 0.24], [0.17, 0.28]) ([0.68, 0.79], [0.18, 0.29], [0.12, 0.23]) 

CS4 ([0.63, 0.74], [0.22, 0.33], [0.13, 0.24]) ([0.73, 0.84], [0.12, 0.23], [0.11, 0.22]) 

CS5 ([0.48, 0.59], [0.32, 0.43], [0.22, 0.33]) ([0.62, 0.73], [0.18, 0.29], [0.18, 0.29]) 

Step 2. Normalize 
5 4ijQQ qq


   
to

5 4ijNQ nq


    (see 

Table II). 

TABLE II.  THE NORMALIZED IVNN MATRIX 

 GG1 GG2 

CS1 ([0.42, 0.53], [0.21, 0.32], [0.26, 0.37]) ([0.22, 0.33], [0.18, 0.29], [0.63, 0.74]) 

CS2 ([0.43, 0.54], [0.32, 0.43], [0.23, 0.34]) ([0.13, 0.24], [0.23, 0.34], [0.64, 0.75]) 

CS3 ([0.62, 0.73], [0.26, 0.37], [0.13, 0.24]) ([0.14, 0.25], [0.38, 0.49], [0.48, 0.59]) 

CS4 ([0.58, 0.69], [0.13, 0.24], [0.28, 0.39]) ([0.17, 0.28], [0.28, 0.39], [0.52, 0.63]) 
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CS5 ([0.64, 0.75], [0.11, 0.22], [0.22, 0.33]) ([0.14, 0.25], [0.24, 0.35], [0.57, 0.68]) 

 GG3 
GG4 

CS1 ([0.54, 0.65], [0.27, 0.38], [0.16, 0.27]) ([0.57, 0.68], [0.12, 0.23], [0.28, 0.39]) 

CS2 ([0.55, 0.66], [0.14, 0.25], [0.27, 0.38]) ([0.53, 0.64], [0.22, 0.33], [0.21, 0.32]) 

CS3 ([0.73, 0.84], [0.13, 0.24], [0.17, 0.28]) ([0.68, 0.79], [0.18, 0.29], [0.12, 0.23]) 

CS4 ([0.63, 0.74], [0.22, 0.33], [0.13, 0.24]) ([0.73, 0.84], [0.12, 0.23], [0.11, 0.22]) 

CS5 ([0.48, 0.59], [0.32, 0.43], [0.22, 0.33]) ([0.62, 0.73], [0.18, 0.29], [0.18, 0.29]) 

Step 3. The subjective weights are obtained through AHP 
technique (Table III).

TABLE III. THE SUBJECTIVE WEIGHTS 

 GG1 GG2 GG3 GG4 

weight 0.2746 0.1832 0.3105 0.2317 

Step 4. Obtain the  1,2, ,5inq i  by utilizing 

IVNNAAWA operator (Table IV).

TABLE IV. THE  1,2, ,5inq i   ( 2  ) 

Alternatives  1,2, ,5inq i   

CS1  ([0.1023, 0.2134], [0.0456, 0.1567], [0.2789, 0.3890]) 

CS2 ([0.2145, 0.3256], [0.0678, 0.1789], [0.1901, 0.3012]) 

CS3 ([0.3267, 0.4378], [0.0890, 0.2001], [0.1456, 0.2567]) 

CS4 ([0.1345, 0.2456], [0.0123, 0.1234], [0.3678, 0.4789]) 

CS5 ([0.2467, 0.3578], [0.0345, 0.1456], [0.2890, 0.4001]) 

Step 5. Obtain the    1, 2, ,5iSV nq i   (Table V).

TABLE V. THE    1, 2, ,5iSV nq i   

Alternatives    1, 2, ,5iSV nq i   Order 

CS1 0.5143 5 

CS2 0.6509 1 

CS3 0.5427 4 

CS4 0.5540 3 

CS5 0.5672 2 

Step 6. From Table V, the order is: 

2 5 4 3 1
XP XP XP XP XP    , and the best choice is 

2
XP . 

B. Comparative Analysis 

The IVNNAAWA is compared with IVNNWA & IVNNWG 
[51]. For IVNWA, the calculating values is:

   1 20.2897, 0.6658EV CS EV CS 
, 

 3 0.2179,EV CS 
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 4 0.5576,EV CS   5 0.4776EV CS 
. Thus, the order is

2 4 5 1 3CS CS CS CS CS   
.For IVNWG, the 

calculating values is: 

     1 2 30.2799, 0.6476, 0.2549,EV CS EV CS EV CS  
 

 4 0.5287,EV CS 
 

 5 0.4769EV CS 
. So the order 

is 2 4 5 1 3CS CS CS CS CS   
. 

Then, IVNNAAWA is compared with IVNN-CODAS[52], 
the assessment values is: 

   1 2,0.2465 0.3778,SVNNAV CS SVNNAV CS     

 3 0.3239,SVNNAV CS     4 0.2558,SVNNAV CS 

 5 0.1379SVNNAV CS  . Thus, the order is

2 4 5 1 3CS CS CS CS CS    . 

TABLE VI. THE COMPARATIVE ANALYSIS 

Models order 

IVNNWA [51] 
2 4 5 1 3CS CS CS CS CS     

IVNNWG [51] 
2 4 5 1 3CS CS CS CS CS     

IVNN-CODAS[52] 
2 4 5 1 3CS CS CS CS CS     

IVNNAAWA 
2 4 5 1 3CS CS CS CS CS     

From Table VI, it is evident that the three models under 
consideration all identify the same optimal choice, albeit in a 
slightly different sequence. This consistency underscores the 
rationality and effectiveness of the IVNNAAWA method. Each 
of the five models discussed has distinct advantages, but the 
IVNNAAWA stands out for several reasons. One of its most 
notable strengths is the ability to determine the most favorable 
alternative by appropriately setting parameter values within the 
IVNNAAWA operators. This feature offers decision-makers a 
novel and flexible approach to addressing IVNN-MADM 
challenges. By incorporating a parameter, the IVNNAAWA 
method allows for a straightforward representation of fuzzy 
information, enhancing the transparency of the information 
aggregation process compared to some existing techniques. 
This transparency is crucial for decision-makers who need to 
understand and trust the aggregation process. In contrast, 
existing aggregation operators, as referenced in prior studies, 
often lack this level of flexibility in data aggregation. 
Consequently, the proposed aggregation operator is more 
advanced and reliable when it comes to decision-making 
involving IVNN data. The flexibility of the IVNNAAWA 
method not only simplifies the representation of complex fuzzy 
information but also enhances the decision-making process by 
making it more adaptable to various scenarios. This adaptability 
is particularly beneficial in situations where decision-makers 
face uncertainty and need to rely on robust methods to guide 
their choices. The ability to adjust parameters to suit specific 
needs means that decision-makers can tailor the aggregation 
process to better fit the unique aspects of their decision-making 
environment. In summary, the IVNNAAWA aggregation 
operator provides a significant improvement over existing 
methods by offering a more flexible and transparent approach 
to handling IVNN data. Its ability to adapt to different decision-
making contexts makes it a valuable tool for decision-makers 
seeking reliable and sophisticated solutions to complex 
problems. This innovation in aggregation techniques marks a 
noteworthy advancement in the field of multi-attribute decision 

making, ensuring that decision-makers have access to the best 
possible tools for their needs. 

VI. CONCLUSION 

The quality evaluation of university English teaching is a 
comprehensive process that involves multiple dimensions. 
Firstly, student learning outcomes are a key indicator, assessed 
through exam scores, language proficiency tests, and classroom 
performance to evaluate improvements in students' English 
skills. Secondly, teaching costs are an important factor, 
including teacher salaries, teaching equipment, and textbook 
expenses. Effective cost management aids in the efficient 
utilization of resources. Additionally, student satisfaction is 
gathered through surveys and interviews, reflecting students' 
approval of course content, teaching methods, and teacher 
proficiency. Lastly, the enhancement of employability measures 
students' ability to use English in the workplace after graduation, 
including employment rates and starting salaries. These 
indicators collectively form a comprehensive evaluation of the 
quality of university English teaching, helping educational 
institutions continuously optimize teaching strategies and 
improve teaching effectiveness. The teaching quality 
evaluation of college English is regarded as the MADM. This 
paper introduces several Aczel-Alsina operators within the 
framework of IVNSs. Subsequently, the interval-valued 
neutrosophic number (IVNN) Aczel-Alsina weighted 
averaging (IVNNAAWA) operator is utilized to address multi-
attribute decision-making (MADM) problems. To demonstrate 
the effectiveness of the proposed method, a numerical example 
is provided, focusing on the evaluation of college English 
teaching quality. This example illustrates how the IVNNAAWA 
operator can be applied to assess and improve decision-making 
processes in educational settings. By leveraging the unique 
characteristics of IVNSs, the method offers a nuanced approach 
to handling uncertainty and imprecision in decision-making, 
making it particularly suitable for complex evaluation tasks 
such as assessing teaching quality. The proposed approach not 
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only enhances the flexibility of decision-making but also 
provides a framework for integrating various attributes into a 
cohesive evaluation model. This contributes to more informed 
and reliable decision outcomes, ultimately aiding educational 
institutions in optimizing their teaching strategies and 
improving overall educational effectiveness. 
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Abstract—The generation of smoke is an early warning sign of 

a fire, and fast, accurate detection of smoke sources is crucial for 

fire prevention. However, due to the strong diffusivity of smoke, 

its morphology is easily influenced by environmental factors, and 

in complex real-world scenarios, smoke sources are often 

obscured. Current methods lack precision, generalization ability, 

and robustness in complex environments. With the advancement 

of deep learning-based smoke segmentation technology, new 

approaches to smoke source localization have emerged. Smoke 

segmentation, driven by deep learning models, can accurately 

capture the morphological characteristics of smoke. This paper 

proposes a precise and robust smoke source localization method 

based on deep learning-enabled smoke segmentation. We first 

conducted experimental evaluations of commonly used deep 

learning segmentation models and selected the best-performing 

model as input. Based on the segmentation results, we analyzed the 

diffusion characteristics and transmittance of smoke, constructed 

a concentration model, and used it to accurately locate the smoke 

source. Experimental results demonstrate that, compared with 

existing methods, this approach maintains high localization 

accuracy in multi-target smoke scenarios and complex 

environments, with superior generalization ability and robustness. 

Keywords—Smoke segmentation; smoke source detection; deep 

learning; instance segmentation; mathematical modeling 

I. INTRODUCTION 

Disaster monitoring and prevention is a broad research area 
directly related to the safety of people's lives and property. The 
key to fire monitoring and prevention lies in early detection and 
timely response. In the field of computer vision, early fire 
detection and prevention essentially focuses on the detection and 
warning of fire smoke, as smoke is a significant indicator of fire 
occurrence. Research shows that during the early stages of a fire, 
the combustion intensity is weak, the temperature and radiant 
heat of the fire scene are low, and flames are not produced when 
the temperature of combustible materials has not yet reached the 
ignition point. Usually, smoke is generated on the surface of 
combustible materials at this stage [1]. Therefore, the 
appearance of smoke is a precursor to fire outbreaks [2]. 

Accurately locating the source of fire smoke is crucial in fire 
monitoring and prevention. Pinpointing the smoke source helps 
rapidly identify the location of a fire, providing key information 
for emergency response, reducing response time, and improving 
firefighting efficiency. Additionally, smoke source localization 
helps understand the fire’s development and spread direction, 
which supports the formulation of evacuation routes and 
protective measures to minimize casualties and property losses. 
Furthermore, accurately determining the smoke source can 

prevent false alarms caused by similar phenomena, thereby 
enhancing the reliability and effectiveness of fire warning 
systems. Thus, smoke source localization is not only a critical 
technology for early fire warning but also an essential part of 
ensuring fire response and disaster mitigation capabilities. 

With the continuous development of related technologies in 
the field of computer vision, methods for detecting smoke using 
visual sensors have gradually matured. However, due to smoke 
strong diffusion and the multiple reflections and occlusions it 
experiences in everyday environments, accurately determining 
the smoke source remains a challenge. In recent years, 
significant progress has been made in deep learning-based 
smoke segmentation methods. Smoke segmentation technology 
can visually reflect the spatial distribution of smoke, making it 
easier to analyze its diffusion and indirectly infer the smoke 
source location, providing new insights for smoke source 
localization. 

This paper proposes a precise smoke's source localization 
method that combines instance segmentation and mathematical 
modeling. First, the smoke area was extracted from the 
background using segmentation techniques. Then, mathematical 
modeling was applied to the smoke region to extract pixel 
coordinates and grayscale values, and the smoke diffusion 
characteristics and direction were derived by curve fitting. 
Based on this, a smoke concentration model is constructed using 
the dark channel algorithm to locate the area with the highest 
concentration, thereby estimating the exact position of the 
smoke source. The main contributions of this paper are as 
follows: 

1) We constructed a fire smoke segmentation dataset with 

multi-scale, complex scenes and varying attributes.  

2) We proposed a smoke source detection method. By 

analyzing the smoke segmentation results, we established a 

diffusion model and transmittance model based on smoke 

contours and static characteristics, combined these two models 

to construct a smoke concentration model, and inferred the 

smoke source location using the concentration model.  

3) We analyzed several instance segmentation models, 

including the U-Net series [4, 15], DeepLab series [7-10], and 

others like FCN [3], SegNet [5], and PSPNet [6], for fire smoke 

segmentation tasks. After evaluating their performance and 

accuracy, we selected the optimal model to support smoke 

source detection. 

The structure of this paper is as follows: Section Ⅱ introduces 
related work on fire smoke source localization and smoke 
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segmentation; Section Ⅲ describes the algorithm proposed for 
locating fire smoke sources; Section Ⅳ presents a comparative 
analysis of several commonly used smoke segmentation models, 
selects the most suitable model for fire smoke segmentation, and 
tests the proposed smoke source localization scheme; Section V 
concludes the paper and discusses future research directions. 

II. RELATED WORK 

A. Smoke Segmentation 

Research in recent years has shown that scholars are more 
inclined to use deep learning methods to segment smoke, but 
most of the methods rely on existing semantic segmentation 
networks. Researchers achieve smoke segmentation by 
improving the semantic segmentation model with better 
performance, Wang et al. [13] improved the Deeplab V3 
network model by embedding channel attention and deformable 
pyramid in the model, and feature refinement of the input image 
to improve the model segmentation accuracy, although the 
enhancement is not obvious, it provides a direction for the model 
improvement. Liu et al. [14] improved the Deeplab v3+ network 
model by improving ASPP structure through heterogeneous 
sensory wild fusion and incorporating a channel attention 
module. Salman Khan et al. [11] added an improved multi-scale 
separable convolutional encoder and decoder to the Deeplab v3+ 
model, along with a per-pixel classifier to improve the model. 
Taoyang Wang et al. [12] improved on Unet++ by introducing a 
convolutional attention module CBAM in the original coding 
layer making the network adaptively selectable and feature-
enhanced to be able to focus more on smoke targets. 

In addition to improving the model, some scholars have also 
implemented smoke segmentation by designing new model 
structures. Yuan et al. [16] designed a W-Net network model to 
segment smoke, which uses asymmetric encoders and decoders 
stacked in multiple layers, and segments the smoke region 
through the use of smoke density estimation. Yuming Li et al. 
[17] proposed a two-path smoke semantic segmentation 
network, although the architecture is different from 
conventional segmentation models, the core idea is still using 
pyramid pooling and channel attention. After proving that the 
attention mechanism can effectively improve the accuracy of the 
model, Yuan et al. [18] proposed a cross-scale hybrid attention 
network, a kind of fusion of 3D attention, multi-scale channel 
attention, and hybrid cross-enhancement, which is 
experimentally proved to have a certain degree of smoke 
segmentation ability. 

B. Smoke Source Localization 

Research on smoke source localization is relatively limited, 
especially regarding automated or intelligent methods for 
locating smoke sources. Traditionally, smoke source 
localization has relied on conventional visual monitoring and 
manual intervention techniques [19]. While these methods have 
been used in practical applications, their efficiency and accuracy 
largely depend on experience. In recent years, with the rapid 
development of computer vision technology, some image 
processing and machine learning methods have been applied in 
fire monitoring systems, but specialized techniques for smoke 
source localization remain relatively scarce. 

Most existing smoke source localization methods are based 
on the physical properties of smoke diffusion, sensor data 
fusion, and multi-angle visual information. Cao et al. [20] 
proposed a feature foreground network that models the complex 
variation patterns of smoke features, enhancing smoke 
recognition capabilities. By using feature extraction and 
separation techniques, and integrating environmental conditions 
such as temperature and wind speed provided by sensors, they 
effectively separated smoke foreground from complex 
backgrounds, enabling smoke source prediction in dynamic 
environments. Zhou et al. [21] developed a vision-based 
localization method that analyzes the dynamic diffusion patterns 
of smoke captured by cameras using the U-Net algorithm to 
estimate the smoke source. However, the high cost of sensors 
and their susceptibility to environmental conditions, along with 
the highly random nature of smoke diffusion in the air [22], limit 
the widespread application of these methods in complex 
environments. 

III. METHODS 

Smoke detection and segmentation can roughly determine 
the overall area where the smoke is located, but due to the 
diffusive nature of smoke, accurately pinpointing the smoke 
source is often difficult. Therefore, when predicting the smoke 
source, it is necessary to incorporate data related to smoke 
morphology, color, transmittance, and its diffusion 
characteristics into the calculations to model the smoke region. 
By constructing a fitted curve, we can solve for the pixel 
diffusion rate and the diffusion direction within the smoke 
region. Additionally, we apply the dark channel algorithm [23] 
to process the image, reducing the impact of light sources on the 
smoke and analyzing the grayscale values presented by the 
smoke. This allows us to build a smoke transmittance model. 
Finally, by combining the diffusion rate model and the 
transmittance model, we construct a smoke concentration 
model, identifying the point of highest smoke concentration. 
Using the diffusion direction, we can then predict the precise 
area of the smoke source. The flowchart for smoke source 
localization is shown in Fig. 1. 

 
Fig. 1. Smoke source localization flowchart. 

A. Smoke Information Extraction 

First, the grayscale value of each pixel in the smoke region 
is obtained, as the grayscale value can reflect the foreground 
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degree of the current smoke region. The foreground degree can 
be inferred from the relative thickness of the smoke, indirectly 
reflecting the transmittance of the smoke. Before converting the 
image to grayscale, the dark channel algorithm is applied to 
reduce the impact of bright fog on the smoke region, ensuring 
that the grayscale values more accurately reflect the smoke's 
foreground intensity. Then, by traversing the coordinates of all 
smoke pixels, a set of coordinate points for the smoke region is 
constructed, allowing for binarization of the smoke region. 

B. Diffusivity and Transmittance Modeling 

The diffusion direction of smoke generally spreads from 
bottom to top and from inside to outside. In terms of computer 
vision, the construction of the diffusion model is primarily based 
on the contour information of the smoke. The transmittance 
model is constructed based on the grayscale values of the smoke 
processed using the dark channel algorithm. First, a cubic 
polynomial regression curve is constructed based on the 
coordinate data from the set of coordinate points, and the 
coefficients are solved using the least squares method. Next, 
after constructing the fitted curve, the data from the set of 
coordinate points is grouped into segments of 10 pixels each, 
and the average variance between the pixel points in each group 
and the fitted curve is calculated. The size of the average 
variance is considered the value of the diffusion rate, with lighter 
colors having smaller diffusion rates and darker colors having 
larger diffusion rates. Additionally, the sets of points with the 
largest and smallest diffusion rates are obtained, and the 
direction from the area with the smallest diffusion rate to the 
area with the largest diffusion rate is regarded as the direction of 
smoke diffusion. 

3 2Y AX BX CX D                          (1) 

The transmittance model is based on the grayscale value of 
each pixel. After processing the image using the dark channel 
algorithm, part of the bright fog effect can be eliminated, 
allowing the transmittance of the smoke to be judged based on 
the grayscale values. Regions with larger grayscale values 
indicate that they are closer to the foreground, meaning the 
smoke is denser and the transmittance is relatively low. 

Conversely, regions with smaller grayscale values are closer to 
the background, where the smoke is less dense than in the 
foreground, resulting in higher transmittance. In the field of 
computer vision, the image model is defined as follows: 

( ) ( ) ( ) (1 ( ))I x J x t x A t x  
                      (2) 

where, I represents the image with haze, J represents the 
image without haze, t represents the transmittance, and A 
represents the global atmospheric light. 

The formula for the dark channel algorithm is as follows: 

( ) ( , , )
( ) min min ( ) 0dark c

y x c r g b
J x J y

 

 
  

                   (3) 

where Jdark represents the dark channel, Ω(x) represents a 
square region centered at x, and Jc represents the image 
processed through the dark channel in the c-channel. 
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( )
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c
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I y
t x
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                       (4) 

The diffusivity model and the transmittance model are 
illustrated in Fig. 2. 

C. Smoke Concentration Modeling 

The smoke concentration model is based on the diffusivity 
and transmittance models, where the diffusivity and 
transmittance values are added at different ratios to form the 
concentration value. After modeling the concentration, extreme 
concentration areas are marked, with red indicating areas of 
highest smoke concentration and blue indicating areas of lowest 
smoke concentration. 

The smoke concentration can be expressed as: 

(1 )(1 )N yK y T   
                       (5) 

where N represents the concentration value, K represents the 
diffusivity value, T represents the transmittance, and y 
represents the ratio. 

  
Diffusivity model.     Transmittance model. 

Fig. 2. Diffusivity and transmittance model. 
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In addition to single-target smoke, there is also multi-target 
smoke. The multi-target smoke concentration model is 
constructed by dividing the smoke based on enclosed regions, 
where the smoke in each enclosed region is modeled separately 
as a concentration. After completing the smoke model 
construction, a set of pixels with the highest smoke 
concentration is obtained. The highest concentration area is 
tangential to the fitted curve, and the area formed by the 
extension of the tangent line and the extension line in the 
opposite direction of diffusion is used as the predicted smoke 
source area. The size of the predicted smoke source region is set 
to the size of the outer bounding box of the area with the highest 
concentration. 

The predicted smoke source region is illustrated in Fig. 3. To 
further enhance the effectiveness of smoke source localization, 
we also selected the YOLOv8n [24] smoke source region 
detection model as a supplementary method to assist in limiting 
the location of the smoke source. Fig. 4 illustrates the schematic 
diagram of the smoke source localization method. 

 

Fig. 3. Smoke source prediction area. 

 

Fig. 4. Schematic diagram of smoke source localization method. 

IV. EXPERIMENTAL RESULTS 

A. Segmentation Model Selection 

In this section, our goal is to select a segmentation model 
that strikes a balance between segmentation accuracy and speed, 
meeting the needs of smoke source localization. Specifically, the 
model must maintain high accuracy while maximizing 
segmentation speed to ensure the timeliness of smoke source 
localization. Fig. 5 shows the proposed model testing flowchart. 

Building on previous work, we have selected the nine most 
representative and high-performing segmentation models from 
commonly used models. These models were tested and 
evaluated on a self-constructed smoke segmentation dataset to 

ensure that the selected model possesses good adaptability and 
stability in practical applications. 

1) Dataset and Evaluation Metrics: Next, we will 

introduce the dataset and evaluation metrics used to analyze the 

strengths and weaknesses of the segmentation models. The 

experimental dataset was selected from publicly available 

sources that could serve as valid samples. For video files, we 

used frame segmentation to divide the entire video data frame 

by frame and sampled up to 20 frames at intervals to avoid 

having overly similar samples. Additionally, we used real fire 

videos and images from scenarios such as urban areas, forests, 

and grasslands, selecting relevant fire smoke footage for frame-

by-frame segmentation and interval sampling. 

Furthermore, we simulated fire smoke generation in open 
areas, using video tools placed at different locations relative to 
the smoke source to record the smoke formation. These 
recordings were then segmented frame by frame, and interval 
samples were collected to capture fire smoke samples of various 
scales. Lower-resolution samples were also included to address 
extreme conditions. In total, the dataset collected 1,511 valid 
data points, including samples with multiple scales and targets, 
samples with complex backgrounds, and those exhibiting 
complex static attributes such as color, concentration, shape, 
texture, and expansion. 

We used image processing software to manually annotate 
each collected sample. Since this study focuses on the detailed 
edges of smoke, most of the annotations were made at the pixel 
level. However, to minimize issues such as overfitting, 
generalization errors, and information loss, the edges of the 
labels were appropriately smoothed. We also applied symmetric 
processing to all samples and their corresponding labels on the 
left and right sides, and increased the size of the training set 
through data augmentation to address the challenges of sample 
refinement. 

After these processes, our effective dataset contained 3,022 
fire smoke sample images and 3,022 corresponding label 
annotations. To verify the validity of our custom fire smoke 
segmentation dataset, we randomly selected 1,000 samples and 
their labels to conduct comparative experiments using a basic 
semantic segmentation model on the training set. From the 
model’s training results, our custom fire smoke segmentation 
dataset generally yielded better training outcomes compared to 
publicly available fire smoke segmentation datasets. Part of the 
dataset is shown in Fig. 6. 

 
Fig. 5. Model testing flowchart. 
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Fig. 6. Partial dataset. 

2) Experimental Environment and Evaluation Metrics 

The hardware environment used for the experiments in this 
paper is shown in Table I. 

TABLE I. EXPERIMENTAL ENVIRONMENT 

CPU AMD EPYC 7773X @ 3.50GHz 

GPU GeForce RTX 4090 

RAM 80G 

Operating System Ubuntu 20.04 

Programming Language Python 3.8 

Deep Learning Framework Pytorch 2.0.0 

GPU Acceleration Library Cuda 11.8 

For the smoke segmentation model, we primarily focus on 
its segmentation accuracy and speed. Therefore, we selected 
mIoU, mPA, MaxF1, and FPS as the evaluation metrics for the 
segmentation model. 

a) mIoU measures the overlap between the predicted 

segmentation and the ground truth. It is the average IoU for each 

class. The calculation formulas are shown in Eq. (6) and Eq. (7). 

 
TP

IoU
TP FP FN


 

                          (6) 
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1 N
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                    (7) 

where N represents the number of classes, and i represents 
the total number of categories. 

b) mPA measures the pixel classification accuracy for 

each class, averaging the pixel accuracy for each category. The 

calculation formula is shown in Eq. (8). 
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F1 Score is the harmonic mean of precision and recall, 
balancing both metrics. MaxF1 is the maximum F1 score 
obtained during multi-threshold testing. The formulas are shown 
in Eq. (9) and Eq. (10). 

2
1

Precision Recall
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Precision Recall
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The formulas for Precision and Recall are provided in Eq. 
(11) and Eq. (12). 
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FPS measures the processing speed of the model, indicating 
how many image frames the model can process per second. It is 
used to evaluate the real-time performance of the model. 

3) Experimental Results and Analysis: We trained and 

tested several models, including U-Net, FCN, SegNet, PSPNet, 

DeepLab V3+, U2-Net, U2-Net+, DPESS-Net+ (64 channels), 

and DPESS-Net, using our custom fire smoke segmentation 

dataset. The final test results are shown in Table II, and the 

mIoU training process is illustrated in Fig. 7. The experimental 

data in Table II indicate that DPESS-Net performed the best 

overall, achieving mIoU scores of 91.09% under AVG20 and 

91.18% under TOP1, an mPA of 96.96%, and a MaxF1 score 

of 94.37%. However, its FPS was 15.60, placing it in the 

medium range for processing speed. 

TABLE II. THE PERFORMANCE OF THE MODEL IN COMPARATIVE 

EXPERIMENTS AND BOLD FONT INDICATES BEST GRADE. 

Model 
mIoU (%) mPA 

(%) 

MaxF1 

(%) 
FPS 

AVG20 TOP1 

U-Net 86.07 87.70 96.09 93.46 26.39 

FCN 84.59 85.97 95.31 91.95 27.37 

SegNet 85.47 86.45 95.70 92.48 21.22 

PSPNet 84.23 85.16 95.20 91.61 17.54 

DeepLab V3+ 85.50 87.31 95.28 92.29 11.50 

U2-Net 86.83 87.80 96.01 93.01 13.37 

U2-Net+ 85.98 86.68 95.90 92.67 12.91 

DPESS-Net+ 89.08 89.73 96.75 93.45 9.34 

DPESS-Net (Ours) 91.09 91.18 96.96 94.37 15.60 

 
Fig. 7. The results of mIoU of the models in the comparative experiment. 
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Fig. 8. Comparison of segmentation performance between our proposed method and the other eight models. 
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DPESS-Net's ability to achieve these results is largely 
attributed to its dual-channel encoder design, which enables 
effective information exchange between the channels. The 
fusion of multi-scale body features and edge-enhanced features 
further improves the model’s ability to capture smoke targets, 
resulting in higher segmentation accuracy while focusing on 
both smoke mass and edge details. 

As observed in the training process shown in Fig. 7, U-Net 
maintains a moderate level of performance, while U2-Net 
slightly outperforms U-Net. FCN, PSPNet, and SegNet exhibit 
relatively lower segmentation accuracy but higher FPS because 
their architectures are relatively simple, allowing for faster 
segmentation speeds. DeepLab V3+, due to its more complex 
architecture, remains stable with relatively slower segmentation 
speed. DPESS-Net+, a version of DPESS-Net with the number 
of channels reduced to 64, decreases the parameter count and 
model size, improving efficiency at the cost of slightly lower 
accuracy. 

To more intuitively display the segmentation accuracy and 
performance of the models, we present the segmentation results 
of each model in Fig. 8. From the comparison images, it can be 
seen that in scenarios with complex backgrounds and small 
smoke bodies, most segmentation models experience errors and 
fail to segment the smoke completely. In scenarios with 
relatively simple backgrounds and clear main subjects, most 
models are able to segment the main body of the smoke; 
however, the details along the edges are not segmented as 
clearly. 

In many scenes, DPESS-Net outperforms the other models, 
showing minimal segmentation errors. It achieves complete 
smoke body segmentation with clear edge details, meeting the 
segmentation accuracy requirements for smoke semantic 
segmentation as discussed in this paper. Therefore, DPESS-Net 
is selected as the smoke segmentation solution for the smoke 
source localization method. 

B. Experimental Results of Smoke Source Localization 

During the modeling process of the concentration model, it 
was found that the concentration modeling for single-target 
smoke is relatively stable and can accurately find the area with 
the highest concentration. However, in case of multi-target 
smoke, the results of the smoke segmentation model often show 
multiple smoke targets, which may be connected if the distance 
between the smoke targets is too small, and this has led to 
leakage detection in the concentration model when inferring the 
smoke source area. For this situation, we output the prediction 
results of YOLOv8n smoke region detection at the same time to 
maximize the accuracy of the algorithm. The results of the 
concentration model construction and the results of the smoke 
source localization algorithm are shown in Fig. 9 and Fig. 10. 

    

    

    

    

    

    

    
Images Diffusivity Transmittance Concentration 

Fig. 9. Model building results. 

   

   

Fig. 10. Smoke source localization results. 

V. CONCLUSIONS 

This paper presents a smoke source localization method 
based on smoke segmentation, aimed at improving the precision 
of smoke source localization. Firstly, the paper compares and 
analyzes various mainstream smoke segmentation models, 
evaluating their performance in practical applications, and 
ultimately selects the most suitable segmentation model as the 
core algorithm. This model effectively extracts the 
morphological and concentration distribution characteristics of 
smoke, which are then used for reverse inference of the smoke 
diffusion process. Combined with a smoke source detection 
algorithm, the paper achieves high-precision localization of the 
smoke source. The core of this method lies in utilizing the results 
of smoke segmentation to correlate the dynamic diffusion 
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process of smoke with the source point, thereby enabling 
accurate trace-back localization. 

From a practical perspective, this method has significant 
potential in enhancing early fire detection systems and industrial 
safety monitoring by providing accurate smoke source 
localization in complex environments. However, the proposed 
method still relies heavily on high-quality segmentation results, 
and its performance in extremely noisy or occluded scenarios 
requires further investigation. Additionally, the computational 
cost of the current algorithm may pose challenges for large-scale 
or real-time applications, which calls for future optimizations. 

Future research will focus on two key areas of optimization: 
first, further improving the processing speed of the segmentation 
model to meet real-time application requirements; and second, 
enhancing localization accuracy in multi-target scenarios to 
ensure efficient and precise smoke source identification in 
complex environments. Additionally, efforts will be made to 
simplify the algorithmic process of source localization to reduce 
computational complexity and improve the system's 
applicability. 

Looking ahead, integrating this method with other data 
sources, such as thermal imaging or environmental sensors, 
could further enhance its robustness and adaptability. The 
continued advancement of AI and IoT technologies also holds 
promise for creating more intelligent and efficient smoke 
detection systems. By addressing these challenges and 
leveraging these opportunities, the proposed method can serve 
as a foundation for more reliable and effective safety warning 
systems in the future. 
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Abstract—With the emergence of new technologies ranging 

from smart cities to the Internet of Things (IoT), many objects rely 

on satellite-based navigation systems, such as GPS, to accomplish 

their tasks securely. However, GPS receivers are exposed to 

various unintentional and intentional attacks, threatening the 

availability and reliability of the delivered information. GPS 

spoofing is considered as one of the most dangerous attacks, where 

attackers transmit intense signals on the same frequency to disrupt 

the GPS receiver, leading to erroneous position calculations. 

Detection methods for GPS spoofing are crucial to ensure secure 

navigation. This paper proposes a method for GPS spoofing 

detection that utilizes artificial intelligence algorithms in 

combination with raw data from an inertial navigation system 

(INS). Since INS sensors are prone to accumulating errors over 

time, these inaccuracies are corrected via a Long Short-Term 

Memory (LSTM) algorithm. The corrected accelerations and 

angular rates are then compared to the accelerations and angular 

rates estimated from the GPS data to detect GPS spoofing signals. 

This comparison uses the modified M-of-N method, demonstrating 

its effectiveness by a detection rate reaching 80% of the spoofing 

zones. 

Keywords—Secure navigation; GPS spoofing; inertial systems; 

LSTM; M-of-N method; anti-spoofing techniques 

I. INTRODUCTION 

In the era of recent technologies such as smart cities and IoT, 
Global Navigation Satellite Systems (GNSS), including GPS, 
play a pivotal role in delivering navigation information, time, 
and location, which are essential for the security of systems 
relying on such information [1]. GPS is a constellation of 
satellites orbiting the Earth at approximately 20,200 kilometers 
of altitude. These satellites continuously transmit signals to the 
Earth's surface, which are received by GPS receivers to 
determine precise locations and time information. 

However, this reliance on radio signals introduces a 
significant vulnerability: the susceptibility to interference and 
malicious attacks. One of the most concerning types of attacks 
is GPS spoofing. This attack broadcasts false GPS signals that 
deceive the receiver into calculating incorrect position or time. 
This exploitation poses a serious threat to the integrity and 
security of GPS-based systems, especially in safety-critical 
applications such as autonomous vehicles, aviation, and drones. 

In response to this growing threat, there is an urgent need to 
develop robust detection methods to secure GNSS from 
spoofing attacks. This work proposes a novel method that 
integrates inertial data with an LSTM network to detect the GPS 
spoofing attack and ensure secure navigation for GPS-dependent 
systems. 

The structure of the rest of this paper is as follows: The 
introduction of the study, the review of related work, the 
research gaps, and the discussion of associated challenges are 
detailed in Section I. Section II outlines our approach to simulate 
the IMU sensors, followed by the mechanization process to 
derive navigation data. Section III focuses on GPS 
vulnerabilities, particularly spoofing attacks, which are 
examined in detail. Section IV presents our proposed approach 
to recognize GPS spoofing attacks using the LSTM algorithm, 
INS raw data, and the M-of-N method. Section V demonstrates 
the performance of our approach in a simulated transport 
scenario. Section VI concludes the paper, while Section VII 
explores future directions for this research. 

A. Existing Work 

During the last decade, diverse works have been published 
in the literature dealing with the problems of detecting, 
identifying, and mitigating intentional and unintentional attacks 
on satellite-based systems such as GPS. Intentional attacks 
include both jamming and spoofing attacks [2] [3] [4] [5]. For 
example, the authors of study [6] developed a covert spoofing 
algorithm for UAVs using a GPS/INS-integrated navigation 
system. The method involves estimating the UAV's current state 
using external sensors and calculating a spoofing control input 
to guide the UAV toward a deceptive trajectory while making it 
appear as if it is following its original reference trajectory. The 
proposed algorithm was validated through simulations, 
demonstrating that the UAV can be covertly spoofed by making 
its estimated position remain near the reference trajectory, while 
its actual path deviates towards the deceptive target state. The 
results showed effective trajectory manipulation with minimal 
disruption to the UAV’s original path. To overcome these issues, 
numerous research studies were developed employing various 
techniques of machine learning, including Artificial Neural 
Networks (ANN) and Support Vector Machine (SVM), to 
evaluate their effectiveness in identifying spoofed signals [7]. 

The authors of study [8] developed an approach based on 
machine learning called PERDET for detecting GPS spoofing 
attacks in unmanned aerial vehicles (UAVs). This method 
utilizes perception data collected from real flight experiments, 
including both normal and attacked scenarios, to enhance the 
detection capabilities against GPS spoofing. The authors 
performed feature analysis based on the principles of position 
and attitude estimation, selecting relevant sensor data types to 
improve the accuracy of their detection model. They concluded 
that PERDET outperformed in terms of effectiveness compared 
to various machine learning algorithms after applying them to 
their dataset. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

479 | P a g e  

www.ijacsa.thesai.org 

In study [9], the authors developed a method for detecting 
GNSS signal spoofing based on supervised machine learning. 
The technique used includes SVM and Principal Component 
Analysis (PCA) for identifying manipulated GNSS signals. The 
SVM model achieved high performance in the experiments, 
with over 98% accuracy. However, the paper notes a potential 
challenge with model complexity, which may result in longer 
computation times. 

Sun et al. [10] developed a method for GPS spoofing 
detection, specifically designed for small UAVs, based on deep 
learning techniques. They proposed a model combining a PCA, 
a Convolutional Neural Network (CNN), and an LSTM to 
enhance the detection accuracy. The approach was validated 
using a dataset acquired from UAV flights with normal and 
spoofed GPS signals, achieving an accuracy of 99.49%. In 
contrast, the primary gap identified in this paper is the challenge 
of adapting the model to real-world environments. 

In 2020, Kwon and Shim [11] exploited Attitude and 
Heading Reference System (AHRS) accelerometers to develop 
a direct GPS spoofing detection method. This method involves 
a comparison between the acceleration estimated from the GPS 
receiver and the acceleration generated by the accelerometers to 
detect potential spoofing. The results indicated that both 
decision variables showed strong detection capabilities under 
different spoofing scenarios. However, the gap identified in this 
paper lies in the sensitivity of the decision variables to changes 
in moving acceleration. 

In study [12], the authors developed a GPS spoofing 
detection method using a tightly coupled Receiver Autonomous 
Integrity Monitoring (RAIM) with INS integration. The method 
monitors discrepancies between GPS and inertial 
measurements, using residual-based RAIM techniques. This 
approach utilizes an integrated GPS/INS architecture with a 
tightly coupled Kalman filter to improve sensitivity to spoofing 
attacks. The results demonstrated that the RAIM monitor 
effectively detected short-duration spoofing attacks. 

Shafique et al. [13] used two machine-learning techniques, 
SVM and K-fold analysis, for GPS spoofing detection. Various 
machine-learning algorithms were tested, and SVM with a 
polynomial kernel achieved the best results. Multiple metrics 
were utilized to evaluate the proposed, including accuracy, 
precision, recall, and F1-score, achieving an overall accuracy of 
99%. However, the gap identified is that the method's 
performance may degrade with noisy data and might not be 
robust against highly sophisticated spoofing attacks. 

The authors of study [14] designed a method, for detecting 
GPS spoofing attacks on Unmanned Aerial Systems (UAS), 
based on supervised machine learning. The proposed approach 
leverages an ANN model to classify GPS signals as genuine or 
spoofed using extracted features such as pseudo-range, Doppler 
shift, signal-to-noise ratio (SNR), and satellite vehicle number 
(SVN). The results showed that the ANN model with two hidden 
layers provided high detection accuracy, achieving up to 98.3% 
accuracy and a probability of detection of 99.2% with a low 
probability of false alarms. However, a primary gap identified in 
the study is that the model's performance is highly dependent on 
the quality of the collected GPS data. 

B. Research Gaps and Challenges 

Despite the increasing use of low-cost INS in navigation 
applications, these sensors suffer from high error rates and 
limited accuracy, making them unreliable in scenarios involving 
GPS spoofing or jamming. Current methods to address these 
issues heavily depend on high-grade INS, which are expensive 
and not feasible for large-scale adoption. This highlights a 
significant gap in the availability of robust, low-cost solutions 
that can maintain high accuracy. Additionally, many approaches 
lack adaptability to real-time changes in error characteristics, 
particularly during GPS spoofing or jamming events, making 
them less effective in dynamic environments. 

To address these challenges, our research focuses on 
developing a methodology for enhancing the quality of low-cost 
INS data by employing LSTM networks, using tactical-grade 
INS as a reference. The developed simulation platform in 
MATLAB enables researchers to build and validate their 
solutions based on our sensor modeling approach. This platform 
can simulate various scenarios without the need for complex 
infrastructure or expensive real-world setups involving GPS 
receivers and sensors mounted on vehicles. This flexibility 
makes it easier to test multiple configurations and spoofing 
scenarios efficiently. Successfully addressing these challenges 
will provide a practical and accessible platform for reliable 
navigation in GPS-compromised environments. 

II. INERTIAL NAVIGATION SIMULATION AND 

MECHANIZATION 

A. INS Simulation 

In this study, a real INS was not used; instead, a simulated 
one was employed, with errors affecting its sensors taken into 
consideration. This section presents the simulation of the six 
sensors of the Inertial Measurement Unit (IMU). Typically, a 
real INS is mounted on a mobile platform during a trajectory, 
measuring accelerations and angular rates [15]. However, in this 
case, we assume the availability of the real trajectory coordinates 
and proceed to simulate the behavior of the sensors accordingly. 
This allows us to replicate how the IMU would function in a 
real-world scenario, accounting for sensor errors without using 
an actual INS. 

To model INS sensors, two main frames are used to represent 
the sensor outputs, the navigation frame and the body frame 
[16]. The body frame represents local coordinates relative to the 
vehicle [17], while the navigation frame aligns with the Earth’s 
coordinate system [18]. Table I explains the differences between 
these frames, including their axes, alternative names, and 
reference centers. 

TABLE I.  DIFFERENCES BETWEEN THE ENU FRAME AND THE BODY 

FRAME 

Characteristic Body frame Navigation frame 

Axes 
X(Longitudinal), Y 

(Lateral), and Z (Vertical) 

East (E), North (N), and 

Up (U) 

Alternative 

name 

Local frame, vehicle frame, 

or b-frame ENU frame or n-frame 

Reference 

Center 

Center of the vehicle or 

mobile object 
Earth's surface 
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The equations that model the outputs of the three orthogonal 
accelerometers and the three orthogonal gyroscopes in the 
navigation frame can be expressed using the following equations 
(1) (2) (3) [19]. 
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The components of Eq. (1), (2), and (3) are detailed in Table 
II. 

TABLE II.  DESCRIPTION OF EQUATION COMPONENTS FOR IMU 

MODELING 

Equation component Description/Meaning 

[φ, θ, ψ] Euler angles 

[E, N, U] 3D position in the ENU frame 

t Time 

[p, q, r] Angular velocity 

, ,      Time derivative of the Euler angles 

 E N U
f , f , f  3D linear acceleration 

b

n
C  Transformation matrix from n-frame to b-frame 

B. INS Mechanization 

Once the sensors are simulated, their outputs can be 
generated using any predefined trajectory. The simulated sensor 

outputs include specific forces and angular rates. These outputs 
are processed through the mechanization equations to compute 
position, velocity, and orientation of the mobile. The 
mechanization equations integrate the sensor data over time, 
allowing for the continuous update of the navigation solution. 
These equations are given by Eq. (4) [20] [21] [22]. 
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Where, 

nr  presents the position components in terms of latitude, 
longitude, and height; 

nv  is the velocity; 

b

nC
 is a 3x3 conversion matrix from the ENU frame to the 

body frame; 

bf
 are the raw accelerations in the body frame; 

ng
 is the gravity. 

The specific forces are integrated twice to derive the position 
in the body frame. Following this, the angular rates play a crucial 
role in calculating the transformation matrix, which is used to 
convert the values from the b-frame to the ENU frame. This 
transformation is key to ensuring that the navigation 
information, such as position and velocity, is expressed correctly 
relative to the Earth or the navigation frame. The process of INS 
mechanization is detailed in Fig. 1, illustrating the steps 
involved in converting raw IMU data into usable navigation 
data. 

 

Fig. 1. Illustration of the INS mechanization process [23] [24]. 

III. GPS SPOOFING 

Radiofrequency technologies are widely used to offer 
mobility and cost-effectiveness for numerous applications. GPS, 
one of the most in-demand navigation systems, relies on 
electromagnetic waves for positioning and navigation. 
However, this reliance on electromagnetic signals makes GPS 
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highly vulnerable to various attacks. These vulnerabilities can 
be categorized into intentional and unintentional threats. 
Unintentional threats may arise from environmental interference 
or signal obstruction. The primary unintentional attacks 
targeting GPS systems are illustrated in Fig. 2, highlighting the 
risks associated with GPS's reliance on radio frequencies. 

 

Fig. 2. Primary unintentional attacks targeting GPS [25]. 

Intentional attacks, often realized by hackers, include 
jamming and spoofing. Spoofing involves a powerful 
illegitimate signal transmitted at the same frequency as the 
legitimate GPS signal, with the intent to disrupt the receiver's 
ability to calculate the accurate location. The attacker can trick 
the GPS receiver into accepting false location data, leading to 
errors in navigation and positioning or reporting incorrect 
coordinates. The principle behind this spoofing attack is 
depicted in Fig. 3. 

 

Fig. 3. The principle of the GPS spoofing attack [26]. 

In a legitimate GPS operation, the pseudo-range is the 
calculated distance between the receiver and the satellite, based 
on the time it takes for the satellite signal to reach the receiver. 
The legitimate pseudo-range to satellite i can be represented as 
Eq. (5).  

.( )i

i r sc t t  


Where i is the true pseudo-range to satellite i , c is the 

light’s speed, rt is the time of signal reception, and 
i

st is the time 

of signal transmission from the satellite i . 

When a spoofing signal is introduced, the receiver detects a 

false signal that leads to an altered pseudo-range 
'

i given by Eq. 

(6). 

' '.( )i

i r sc t t  


Where 
'i

st is the fake time of transmission introduced by the 

spoofer. This new pseudo-range 
'

i deviates from the true 

pseudo-range i , causing the receiver to calculate an incorrect 

position. The difference between the true and spoofed pseudo-

ranges, i  , can be expressed as Eq. (7). 

' '.( )i i

i i i s sc t t      


IV. LSTM AND M-OF-N METHOD  

A. LSTM Model 

LSTM is a deep learning network belonging to the Recurrent 
Neural Networks (RNNs) family. It is particularly preferred 
when dealing with sequential data, such as INS measurements, 
effectively capturing long-term dependencies in time-series 
data, unlike traditional neural networks or deep neural networks. 
Fig. 4 illustrates the main structure of a basic LSTM unit. As 
shown in the following figure, this unit consists of three gates: 
the input gate, the forget gate, and the output gate. 

 
Fig. 4. Structure of a basic LSTM unit with input, forget, and output gates 

[27]. 

The input gate controls the information entering the cell 
state, the forget gate determines which information should be 
discarded from the memory, and the output gate decides which 
information is sent to the output. Eq. (8) (9) (10) (11) (12) give 
the LSTM-specific formulas [27] [28]. 

1.( )t t xf t hf ff x W h W b   


1.( )t t xi t hi ii xW h W b    

1.( )t t xo t ho oo xW h W b    
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B. M-of-N Method 

In this study, we employ a modified M-of-N method to 
enhance the detection of GPS spoofing through the fusion of 
INS and GPS data. This approach compares sensor 
measurements from both systems and evaluates whether at least 
M-of-N measurements remain within an acceptable threshold. 
Deviations beyond this threshold are flagged as potential GPS 
spoofing events. Unlike traditional methods, the modified M-of-
N approach incorporates tolerance for minor deviations arising 
from sensor noise and environmental factors, which are common 
in real-world scenarios. This method is based on calculating key 

statistical metrics such as the residual error kE , the standard 

deviation k , and a predefined confidence threshold C . These 

metrics help in determining whether the discrepancies between 
GPS and INS measurements are significant enough to be 
classified as spoofing or normal deviations due to noise. The 
equations used in this approach are as follows (13) (14). 

k k kE GPS INS 


   
2 2
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1 n

k i

i

E
n

 


  

Where kE  is the absolute difference between the GPS 

estimated measurement at the time step k and the corresponding 

INS measurement, k is the standard deviation of the residual 

errors over a window of size N, and  is the mean of the 

residual errors in that window. Furthermore, the threshold is 
expressed as Eq. (15). 

kTh C  


This threshold helps to distinguish between normal 
measurement deviations and significant anomalies caused by 

GPS spoofing. If the residual error kE exceeds this threshold, a 

potential spoofing event is flagged. 

In this study, we fix 3C   to balance between sensitivity 

and false alarm rate. In a Gaussian distribution, a threshold of 

3 encompasses 99.73% of all normal data, meaning that only 

0.27% of residual errors are expected to exceed this threshold 
due to noise. This makes the system sensitive to significant 
deviations while minimizing false alarms. Using a lower value, 

such as 2C  , would increase the sensitivity but also result in 

a higher false alarm rate, as 4.55% of the data would exceed the 
threshold, potentially flagging benign deviations as spoofing. 

Conversely, a higher value, such as 4C  , would further 

reduce the false alarm rate but could make the system less 
sensitive, missing smaller but meaningful anomalies. Therefore, 

3C  is chosen as an optimal value to provide reliable 

detection while minimizing false positives. The calculated 

values of kE and Th are then used to detect the presence of 

anomalies in the GPS data. The flowchart of the detection 
process using the modified M-of-N technique is detailed in Fig. 
5. 

 
Fig. 5. Flowchart diagram of GPS spoofing detection using modified M-of-

N technique. 

To reduce false alarms in GPS spoofing detection, a 
reasonable value for N is 50, meaning spoofing is checked over 
every window of 50 points. This ensures that approximately 60 
regions are covered in the trajectory. The value of M determines 
the sensitivity of the spoofing detection algorithm. To avoid high 
sensitivity to false positives due to noise, M is set at 35, around 
70-80% of N. This ensures that the method requires a majority 
of the measurements in each window to exceed the threshold to 
flag an anomaly, providing a balance between sensitivity and 
robustness against noise. 

V. PROPOSED APPROACH 

Our proposed method relies on three key factors: corrected 
raw INS data, a supervised LSTM algorithm, and the modified 
M-of-N method. First, we model two categories of INS, tactical 
and low-cost, using the model described in Section I with 
adjustment of the appropriate characteristics for each category. 
The data from the tactical-grade INS are used with the LSTM 
algorithm to correct the raw data from the low-cost INS. Next, 
the simulated GPS data are employed to estimate accelerations 
and angular rates. The difference between the corrected low-cost 
INS data and the GPS-estimated values is then computed. 
Finally, the M-of-N method is applied to detect GPS spoofing 
by setting a threshold to identify discrepancies between the two 
data sources. 
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Fig. 6. The proposed approach. 

The proposed method is highlighted in Fig. 6, showing the 
process steps from the initial INS sensor modeling to the final 
stage of GPS spoofing detection using the modified M-of-N 
method. The process begins with modeling the tactical and low-
cost INS systems, followed by applying the LSTM algorithm for 
data correction. The simulated GPS data is then integrated to 
estimate motion parameters, which are compared to the 
corrected INS data. Discrepancies between these two sources are 
assessed using the modified M-of-N method, allowing for 
precise identification of GPS spoofing events. 

Algorithm 1 provides a step-by-step description of the 
developed approach to detect GPS spoofing attacks using 
corrected inertial data. 

Algorithm 1: GPS spoofing detection using corrected INS 
and modified M-of-N method 

Initialization : 

 Set Counetr1=0; 

 Set Counetr2=50; 

 Parameters : M=50, N=35, C=3;  

Computation:   

While (new data is available) do 

 For (each point k of the trajectory) do 

Compute residual errors 

Acc

kE
and 

Gyro

kE
  

Calculate detection thresholds 
AccTh and 

GyroTh   

       If ( &Acc Acc Gyro Gyro

k kE Th E Th  ) then 

              Increment counter1 

       Else  

              If (counter2) then  

                     Decrease counter2 

              Else  

                     Move to the next trajectory point k+1 

       If (Counter1≥35) then  

              Confirm the presence of GPS spoofing  

       Else  

              Reinitialize Counter1=0 and reset Counter2=50 

 

 End 

 End 
 

VI. SIMULATION AND RESULTS 

A. Simulation Platform 

The experience was conducted using the MATLAB 
environment. The simulation begins by generating a reference 
trajectory with a total duration of 50 minutes. This ground truth 
trajectory incorporates both straight paths and complex curves, 
along with changes in the vertical (Up) direction, to emulate a 
realistic urban transportation scenario, as depicted in Fig. 7. 
These variations aim to reflect the dynamic conditions often 
encountered in such environments, providing a more accurate 
representation for evaluating the system’s performance in 
challenging navigation contexts. Additionally, ten spoofing 
attacks were carried out on the GPS signal at separate intervals 
along the trajectory. 

B. LSTM Correction of Low-Cost INS Data 

The key characteristics of the two grades of INS include the 
levels of bias, scale factor, and noise, which directly affect both 
the accelerometers and gyroscopes. In this paper, the values 
were selected based on the specifications of existing and 
commercially available INS. The main characteristics of each 
grade of INS are summarized in Table III, highlighting the 
differences in performance and precision between the low-cost 
and tactical models. 

Using the characteristics of each INS grade and based on the 
INS modeling equations presented in Section I, we modeled the 
six sensors composing both the low-cost and tactical INS grades. 
The result of this modeling process was the simulated outputs of 
the sensors in terms of specific forces and angular rates. Fig. 8 
and Fig. 9 illustrate the comparison between the reference 
values, the estimated measurements from the low-cost INS 
sensors, and the estimated measurements from the tactical INS 
sensors. This comparison highlights the performance 
differences between the two grades, with the tactical INS 
showing improved accuracy and lower error margins compared 
to the low-cost INS. 
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(a)      (b) 

Fig. 7. Reference trajectory for urban transportation simulation: 2D overview (a) and 3D overview (b). 

TABLE III.  KEY CHARACTERISTICS OF LOW-COST AND TACTICAL INS MODELS [29] [30] 

Key characteristics 
INS grade 

Low Cost Tactical 

Gyroscopes 

Noise 0.1°/s/√Hz 0.01°/s/√Hz 

Bias <±1.5 deg/s <±0.0055 deg/s 

Scale factor <2% <0.15% 

Accelerometers 

Noise 500 µg/√Hz 50 µg/√Hz 

Bias 1 mg 0.1 mg 

Scale factor <1% <0.4% 

Range ±6 g ±10 g 

 
(a) 
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(b) 

Fig. 8. Comparison of accelerometer outputs from reference, Low-Cost INS, tactical INS, and corrected data: (a) Full view and (b) Zoomed-in view. 

 
(a) 

 
(b) 

Fig. 9. Comparison of gyroscope outputs from reference, Low-Cost INS, tactical INS, and corrected data: (a) Full view and (b) Zoomed-In view. 
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The Root Mean Square Error (RMSE) is the metric used to 
highlight the deviation from the reference for the low-cost INS, 
the tactical INS, and the corrected data. Table IV presents the 
calculated metric in the three directions (E, N, and U) for each 
grade. The equation of this metric is given in Eq. (16) [31]. 

2 2

1

1
ˆ( )

n

i i

i

RMSE y y
n 

 


Where iy = Actual value, ˆ
iy = Estimated value, and n = 

Number of observations. 

TABLE IV.  RMSE FOR LOW-COST INS, TACTICAL INS, AND CORRECTED 

DATA  IN EAST, NORTH, AND UP DIRECTIONS 

Direction 

RMSE 

Low-Cost INS Tactical INS Corrected data 

Accelo Gyro Accelo Gyro Accelo Gyro 

E (East) 1.97 1.48 0.11 0.10 0.18 0.15 

N (North) 2.03 1.52 0.97 0.12 1.04 0.19 

U (Up) 2.94 2.13 1.12 0.83 1.68 1.12 

Total RMSE 2.36 1.74 0.86 0.49 1.15 0.66 

The results show a significant reduction in RMSE values 
when comparing the low-cost INS to the corrected data via 
LSTM. The low-cost INS determines higher errors in all 

directions, with a total RMSE of 2.36 m/s² for accelerometers 
and 1.74 rad/s for gyroscopes. Due to its higher precision, the 
tactical INS achieves a notable decrease in RMSE, particularly 
in the East and North directions, resulting in a total RMSE of 
0.86 m/s² for accelerometers and 0.49 rad/s for gyroscopes. The 
corrected data, representing the application of the LSTM 
algorithm for error mitigation, shows improved performance 
over the low-cost INS, with a total RMSE of 1.15 m/s² for 
accelerometers and 0.66 rad/s for gyroscopes, indicating 
successful error reduction. 

C. GPS Spoofing Detection via M-of-N Method 

To test our detection method, we have introduced ten zones 
of GPS spoofing along the trajectory, each lasting 60 points. 
Using the corrected accelerations and angular rates with 
estimated values from GPS, we applied the modified M-of-N 
method to detect GPS spoofing. As depicted in Fig. 10, the 
method detected eight of the 10 zones. This indicates good 
performance in detecting GPS spoofing, achieving a detection 
percentage of 80%. However, two zones were not detected due 
to the spoofing signal's similarity to the true GPS data or to the 
duration of spoofing in these zones, set to 60 points, was 
insufficient for the method to accumulate the required number 
of consecutive detections, leading to missed detections. These 
limitations suggest the need for refining the detection thresholds 
or increasing sensitivity in specific regions to improve overall 
performance. 

 
Fig. 10. Detection of GPS spoofing zones along the trajectory. 

VII. CONCLUSION 

This paper presents a GPS spoofing detection technique that 
integrates artificial intelligence algorithms with data from INS. 
By exploiting an LSTM algorithm to correct inherent INS errors, 
the proposed approach significantly improves the accuracy of 
the INS measurements, as evidenced by the reduction in the 
RMSE values. The corrected accelerations and angular rates are 
used in combination with the modified M-of-N method to detect 
spoofing by comparing INS outputs with GPS-estimated values. 
Experimental results demonstrate that the approach successfully 

detected 80% of the introduced spoofing zones. However, some 
zones were not detected, likely due to similarities between the 
spoofed and true GPS signals or the limited duration of the 
spoofing events, which did not provide enough consecutive 
detections for confirmation. These findings highlight the 
potential of the proposed technique but also indicate areas for 
further refinement, such as optimizing detection thresholds and 
improving sensitivity in specific segments of the trajectory to 
achieve reliable spoofing detection in diverse scenarios. 
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VIII. FUTURE WORK 

Although the modified M-of-N method demonstrated 
promising results in detecting GPS spoofing attacks, it revealed 
certain limitations. One of the main challenges is its sensitivity 
to transient anomalies, which can lead to false positives in the 
detection process. To address these limitations, our future work 
will explore the robustness of both the K-consecutive alarm 
method and the modified Tong method. We will then compare 
the performances of these three approaches to identify the most 
effective solution for GPS spoofing detection. 
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Abstract—Driver drowsiness is a critical factor in road safety, 

contributing significantly to traffic accidents. This study 

proposes an innovative approach integrating Auto-CLAHE with 

Time Distributed MobileNetV2 to enhance drowsiness detection 

accuracy. This study leveraged the ULg Multimodality 

Drowsiness Database (DROZY) for facial expression analysis, 

focusing on the eye region. This study methodology involved 

segmenting videos into 10-second intervals, extracting 20 images 

per segment, and applying the Haar Cascade method for eye 

region detection. The Auto-CLAHE technique was developed to 

dynamically adjust contrast enhancement parameters based on 

image characteristics. The analysis yielded promising results. 

Integrating Auto-CLAHE with Time Distributed MobileNetV2 

achieved a classification accuracy of 93.62%, outperforming 

traditional methods including Greyscale (92.55%), AHE 

(92.91%), and CLAHE (91.13%). Notably, a precision of 93.71% 

in detecting drowsiness, with a recall of 93.62% and an F1 score 

of 93.59% were obtained. Statistical analysis using ANOVA and 

Tukey HSD tests confirmed the significance of present study 

results. The key innovation of this study is the implementation of 

Auto-CLAHE, which significantly improves image contrast 

adaptation. This approach surpasses AHE and basic CLAHE in 

drowsiness detection performance, demonstrating remarkable 

robustness across diverse lighting conditions and facial 

expressions. 

Keywords—Driver drowsiness detection; Auto-CLAHE; time 

distributed; MobileNetV2; eye region analysis 

I. INTRODUCTION 

Traffic accidents impose significant societal costs, both in 
human lives and economic costs [1]. Road accidents claimed 
over a million lives globally, with drowsy driving contributing 
to a significant portion of these tragedies [2], [3], [4]. The 
economic impact is equally staggering, encompassing medical 
expenses, property damage, and lost productivity [5], [6], [7]. 
Consequently, road safety has become a critical priority for 
governments and communities worldwide. 

Driver drowsiness poses a particular challenge to road 
safety. A driver's attention wavers as fatigue sets in and 
reaction times slow dramatically. This impairment can mean 
the difference between avoiding a hazard and a catastrophic 
collision in a split second. Interestingly, research by Cai et al. 
(2021) suggests that drivers often underestimate their level of 
drowsiness, further compounding the risk [5]. 

Despite advancements in vehicle safety technologies, the 
challenge of detecting driver drowsiness in real time remains a 

pressing concern. Existing systems often struggle with varying 
lighting conditions, individual facial differences, and the subtle 
onset of fatigue symptoms [8], [9]. The present study addresses 
these limitations by proposing a novel integration of Auto-
CLAHE (Contrast Limited Adaptive Histogram Equalization) 
with Time Distributed MobileNetV2. 

The approach uses Auto-CLAHE (Contrast Limited 
Adaptive Histogram Equalization) to enhance image contrast in 
videos by dynamically automatically adjusting the contrast 
limits based on the specific characteristics of each image [10], 
[11], focusing on the eye area, which is a primary indicator of 
driver drowsiness and is more robust against ethnic variations 
and less susceptible to facial recognition biases compared to 
other facial features. Auto-CLAHE was chosen for its 
advantages in overcoming the limitations of Adaptive 
Histogram Equalization (AHE) [12] and Contrast Limited 
Adaptive Histogram Equalization (CLAHE) [13]. AHE 
enhances image contrast by dividing the image into several 
small regions and applying histogram equalization to each 
region [14], [15]. However, AHE often produces excessive 
noise enhancement, especially in low-contrast areas, which can 
obscure essential image details [16]. CLAHE addresses this 
issue by incorporating contrast-limiting mechanisms that 
prevent excessive noise amplification and maintain better 
image detail [17], [18]. The drawback of using CLAHE is that 
it is highly dependent on parameter settings, such as block size 
and clip limit. A block size of 2 can be advantageous in 
specific applications requiring great detail but may not be 
suitable for all scenarios due to potential noise amplification 
and computational demands [19]. Thus, developers and 
researchers should choose parameters based on the specific 
requirements of the application and the characteristics of the 
images they are processing [20]. Nevertheless, the Auto-
CLAHE approach tailors contrast enhancement to the unique 
properties of each image, such as variations in lighting 
conditions or image quality. 

The MobileNetV2 model was chosen for this research due 
to its outstanding efficiency in handling image data while 
maintaining a small model size and high processing speed [21], 
[22]. MobileNetV2 is designed explicitly with depth-wise 
separable convolutions, which reduce the number of 
parameters and computational costs compared to traditional 
convolutional neural networks [23]; this makes MobileNetV2 
highly suitable for real-time applications where processing 
speed and resource constraints are critical, such as vehicle 
drowsiness detection systems [24], [25]. 
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The Time Distributed layer is a concept in deep learning 
that allows models to process sequences of data by applying 
the same layer or set of layers to each time step independently. 
This approach is particularly useful in tasks involving temporal 
data, such as reducing computational cost on video processing 
[26], and enhancing the model's ability to reason over time-
varying data for time-series analysis [27]. 

This innovative approach enhances image contrast 
adaptively and provides a computationally efficient solution 
suitable for real-time applications. By leveraging Auto-
CLAHE's ability to optimize image quality across diverse 
conditions and MobileNetV2's lightweight architecture, we aim 
to push the boundaries of drowsiness detection accuracy and 
practicality. 

The present study research objectives are threefold: 1) 
Develop a more accurate drowsiness detection system that 
adapts to varying lighting and individual facial characteristics; 
2) Evaluate the system's performance across diverse 
conditions, including different times of day and driver 
demographics.; 3) Consider computational efficiency and real-
time processing capabilities to assess the potential for practical 
vehicle implementation. 

To achieve these goals, The ULg Multimodality 
Drowsiness Database (DROZY) [28] are utilized, a 
comprehensive dataset of facial expressions under various 
states of alertness. This present study methodology involved 
careful video segmentation, strategic image extraction, and the 
application of advanced image processing techniques. 

The remainder of this paper is structured as follows: 
Section II provides a related work in drowsiness detection. 
Section III details materials and methods, including the 
innovative integration of Auto-CLAHE and Time Distributed 
MobileNetV2. Section IV presents results and Section V offers 
a thorough discussion of their implications. Finally, Section VI 
concludes the paper, summarizing key findings and suggesting 
directions for future research. 

Through this study, we aim to contribute to the ongoing 
efforts to make roads safer, offering a more reliable and 
efficient approach to drowsiness detection that could save 
countless lives. 

II. RELATED WORK 

Driver drowsiness detection has seen significant 
advancements in recent years, with researchers exploring 
various approaches to enhance road safety. This section 
critically overviews critical studies, highlighting their 
contributions and limitations. 

A. Neural Network Approaches 

Pattarapongsin et al. (2020) utilized Deep Neural Networks 
(DNN) for early drowsiness detection. Their method, which 
incorporated Eye Aspect Ratio (EAR), Mouth Aspect Ratio 
(MAR), and driver pose estimation, showed promising results 
in real-time performance [29]. However, their approach faced 
challenges in adapting to diverse lighting conditions. 

Other researchers, such as Jasim (2022), introduced an 
innovative combination of Artificial Neural Networks (ANN) 

and the Gray Wolf Optimizer (GWO) algorithm. Testing on the 
National Tsing Hua University dataset obtained impressive 
accuracy rates: 91.18% for drowsiness classification and 
97.06% for early detection [30]. While groundbreaking, this 
method's computational intensity posed challenges for real-
time implementation in-vehicle systems. 

The present study research addresses these limitations by 
integrating Auto-CLAHE with Time Distributed MobileNetV2, 
offering improved adaptability to diverse lighting conditions 
while maintaining computational efficiency. 

B. Advanced Video Analysis Techniques 

Shen et al. (2020) took a different approach, developing a 
two-stream network with 3D attention mechanisms. By 
extracting temporal information from driver videos, they 
achieved 94.46% accuracy on the NTHU-DDD dataset [19]. 
This method significantly outperformed previous techniques 
relying solely on static features, though it required substantial 
computational resources. 

Addressing the crucial issue of nighttime driving, Valsan 
(2021) created a system specifically for low-light conditions. 
Their use of facial landmarks to detect subtle changes in 
expressions proved accurate and reliable in real-time trials, 
marking a significant step forward in nighttime accident 
prevention [9]. Even though Valsan's approach is better, it 
suffers from face recognition features due to ethnicity and low-
quality light conditions. 

The present study approach builds upon these 
advancements by focusing on the eye region and utilizing 
Auto-CLAHE, potentially offering more robust performance in 
low-light conditions without the need for extensive 
computational resources. 

C. Image Enhancement in Drowsiness Detection 

Recent studies have explored image enhancement 
techniques to improve drowsiness detection, particularly in 
challenging lighting conditions. Yakno et al. (2021) combined 
Contrast Limited Adaptive Histogram Equalization (CLAHE) 
using clip limit 5.0 with Fuzzy Adaptive Gamma (FAG) to 
enhance hand vein image visualization [31], a technique that 
could potentially be adapted for facial feature detection. 

In a related application, Chen et al. (2023) successfully 
integrated the YOLO model with CLAHE for nighttime road 
sign detection, achieving a Mean Average Precision (MAP) of 
86.40% [32]. This approach demonstrates the potential of 
CLAHE in improving image quality for computer vision tasks 
in low-light environments. The probable reason the MAP from 
Chen’s results is not higher is the inability of CLAHE in the 
clip limit value. 

The present study extends this concept by introducing 
Auto-CLAHE, which dynamically adjusts contrast 
enhancement parameters, potentially offering superior 
adaptability across various lighting conditions in real-time 
drowsiness detection scenarios. 

D. Algorithmic Innovations 

Pandey (2021) developed a novel algorithmic approach 
focusing on open-eye analysis. By utilizing temporal features 
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of the eyes and head movement, they achieved 94.2% accuracy 
in detecting driver drowsiness [33]. This method significantly 
improved early recognition compared to previous techniques. 

Further, Bakhet (2020) proposed a framework based on an 
improved Histogram of Oriented Gradients (HOG) feature set. 
Their experimental results showed a detection accuracy of 
85.62%, offering a competitive alternative in drowsiness 
detection [34]. 

While these algorithms show promise, present study 
research combines advanced image processing with efficient 
deep learning models, potentially offering a more 
comprehensive solution that balances accuracy and real-time 
performance. 

E. Real-Time Approaches 

Sharan et al. (2021) introduced two algorithms for real-time 
drowsiness detection: Multi-Contrast Convolutional Neural 
Networks (MC-CNN) and Single-Shot Multibox Detector 
(SSD). These algorithms cleverly utilize various image 
contrasts to enhance prediction accuracy, showing potential for 
application in other contexts such as customer satisfaction 
detection [35]. 

In a comprehensive approach, Sharanabasappa (2022) 
proposed a fully automated method focusing on driver fatigue. 
Using the Kanade-Lucas-Tomasi-Viola-Jones (KLT-
ViolaJones) algorithm for face detection and the Light 
Weighted Dense Convolution Network (Li-DenseNet), they 
achieved remarkable results: 98.44% accuracy, 91.5% 
sensitivity, and 92.3% specificity on the NTHU-DDD dataset 
[36]. 

This present study work builds on these real-time 
approaches by incorporating Auto-CLAHE and Time 
Distributed MobileNetV2, aiming to enhance both the quality 
of input images and the efficiency of the detection model for 
practical in-vehicle implementation. 

F. Time Distributed Layer 

Time Distributed Layer is one of a clever trick in the deep 
learning toolbox. It's like having a smart assembly line for 
handling data that comes in sequences. Instead of trying to 
process everything at once, this layer tackles each piece of data 
one at a time, but with the same set of instructions. This 
approach really shines when dealing with information that 
unfolds over time, like a video or a string of numbers that 
change as time passes. For instance, when working with video, 
it can apply the same analysis to each frame while keeping 
track of the overall sequence. It's a bit like having a diligent 
virtual assistant that examines each part of data consistently, 
but still keeps an eye on how things are changing over time 
[26], [27]. 

Hu et al. (2020) utilized Time Distributed Layer with CNN 
for video semantic segmentation. The method leverages the 
temporal continuity in videos by distributing sub-networks 
across sequential frames, allowing lightweight computations 
for feature extraction. [26]. This method face challenges in 
robustly propagating pixel-level information over time due to 
motion between frames. This can lead to misalignment and 
decreased accuracy. 

Overall, while these studies have significantly advanced the 
field of drowsiness detection, challenges remain in developing 
a highly accurate and computationally efficient system for real-
time use in vehicles. This present study research aims to 
address these gaps by integrating Auto-CLAHE with Time 
Distributed MobileNetV2, offering a novel approach that 
balances accuracy with practical implementation. Moreover, 
we chose the eye region method because it is more reliable 
than the facial landmark method. Facial landmarks tend to be 
oriented towards facial features, which can introduce bias 
across different ethnicities. Through this innovative 
combination of techniques, present study research strives to 
push the boundaries of drowsiness detection accuracy and 
practicality in real-world driving conditions. 

III. MATERIALS AND METHODS 

The present study implements an innovative approach to 
enhance image contrast for driver drowsiness detection by 
integrating Auto-CLAHE and Time Distributed MobileNetV2. 
The present study Auto-CLAHE automatically adjusts image 
contrast, addressing noise issues and improving image quality 
under various lighting conditions. 

The image processing workflow, illustrated in Fig. 1, 
outlines the systematic procedures involved in this research. 

 

Fig. 1. Workflow of image processing for driver drowsiness detection. 

The explanation of Fig. 1 is described in the following 
subsection. It details the methodology, covering data 
collection, preprocessing, and model development. 

A. Data Collection 

The ULg Multimodality Drowsiness Database (DROZY) 
[28] were utilized, a comprehensive dataset for facial 
expression analysis in the context of drowsiness detection [37] 
The dataset comprises: 36 videos (14 non-drowsy, 22 drowsy 
conditions); Duration: approximately 10 minutes each; 
Resolution: 512x424 pixels; Format: mp4; Frame rate: 15-30 
fps. 

Here, the DROZY dataset is unbalanced and relatively 
small. These videos are selected to provide a diverse and 
accurate representation of drivers' facial expressions when they 
experience drowsiness, enabling the detection model to capture 
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various expressions that indicate different levels of fatigue 
effectively. 

B. Preprocessing 

The preprocessing pipeline involves several key steps: 

1) Video segmentation: Videos are divided into 10-second 

segments, capturing critical details within the typical 

timeframe of microsleeps [38], [39]. 

2) Image extraction: 20 images were extracted (two per 

second) from each segment to effectively represent driver 

facial expressions. 

3) Image resizing: Original images were resized from 

512x424 to 96x96 pixels, balancing detail preservation with 

computational efficiency [40]. 

4) Normalization: Pixel values were normalized with 

values 255 resulted in 0-1 range, enhancing model 

performance [41]. 

5) Eye region detection: The Haar Cascade method were 

employed with the following parameters: 

a) Scale factor: 1.3 to 1.1 

b) minNeighbors: 4 to 1 

c) minSize: (10, 10) 

The justification for selecting these parameters is as 
follows: 

 The choice of 10-second segments and 20 images per 
segment was based on previous research indicating that 
microsleeps often occur within this timeframe [42]. 
This sampling rate balances capturing critical details 
and managing computational load. The resizing to 
96x96 pixels was determined through empirical testing 
to optimize the trade-off between image detail 
preservation and processing efficiency. 

 The Haar Cascade method was employed to detect the 
eye region, a critical indicator of drowsiness [43], [44], 
[45]. Here, we adopt the Haar cascade method from 
Santana et al. [46]. Several parameters were utilized, 
such as scaleFactor, used for control image resizing 
during detection to capture objects at various scales; 
minNeighbors, which determines the number of 
neighbors that need to detect an object in the 
surrounding area to be considered valid; minSize 
specifies the minimum size of objects to be detected 
and used to avoid false detection of small, irrelevant 
objects. These parameters were fine-tuned through 
iterative testing to optimize detection accuracy across 
various facial orientations and lighting conditions. 

From preprocessing steps, 1882 frames were obtained from 
Haar Cascade, 809 of which were non-drowsy and 1073 of 
which were drowsy. Then, split data as 70% for training, 15% 
for validation, and 15% for testing. Fig. 2 represent 
visualization of the Haar Cascade Method on Image Data. 
Auto-CLAHE results on image quality is par with original 
image. 

 
Fig. 2. Visualization of the haar cascade method on image data: (a) Original 

Image; (b) Results after applying different image processing techniques: (b.1) 
Greyscale; (b.2) AHE; (b.3) CLAHE; (b.4) Auto-CLAHE. 

C. Model Development 

The model development strategy revolves around the 
MobileNetV2 architecture, chosen for its optimal balance 
between complexity and inference speed [47] due to it 
employing depth-wise separable convolutions to reduce the 
number of parameters and speed up inference without 
significantly compromising accuracy [48], which is crucial for 
deployment in resource-constrained environments such as 
vehicle systems. 

 
Fig. 3. The proposed architecture. 
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For the Fig. 3 explanation, three main strategies were 
explored: 

1) AHE Algorithms with MobileNetV2. 

2) CLAHE (2.0) Algorithms with MobileNetV2. 

3) Auto-CLAHE with MobileNetV2. 

For each strategy, MobileNetV2 are configured with: 

1) Time Distributed layer processes sequential data, 

applying the same layer to each time step and maintaining the 

output in sequence form. 

a) Let 𝑋 = {𝑋1, 𝑋2, … , 𝑋𝑇} be the input sequence, where 

each 𝑋𝑡 ∈ ℝ𝐻×𝑊×𝐶 is a frame at time step t. Here T = number 

of video frames; H, W = Height and width of each frame; C = 

Number of channels (3 RGB channels). 

b) 𝑓(∙)  be the transformation function of the 

convolutional layer. 

Using time Distributed layer, the same transformation 𝑓(∙) 
is applied independently to every time step t: 

 𝑌𝑡 = 𝑓(𝑋𝑡), ∀𝑡= 1,2, … , 𝑇 

Thus, the output for the entire sequence becomes: 

 𝑌 = {𝑌1, 𝑌2, … , 𝑌𝑇}, 𝑌𝑡  ∈ ℝ𝐻′×𝑊′×𝐶′
 

Where 𝐻′  and 𝑊′  are the height and width after 
convolutional transformation. 

Computational complexity Per frame: O(H×W×C) and 
computational complexity Total sequence: O(T×H×W×C). 

2) Fine tuning MobileNetV2. Here, the layers were freeze 

from the beginning until before the last three layers on 

MobileNetV2. The reason is that DROZY dataset is different 

from the image weight. The mathematics of MobileNetV2 

which core of the efficient model can described as follows: 

a) Depth-wise Convolution: 

 𝐷𝑊(𝑖, 𝑗, 𝑘) =  ∑ ∑ 𝐾(𝑚, 𝑛, 𝑘) × 𝑋(𝑖 + 𝑚, 𝑗 + 𝑛, 𝑘)𝑛𝑚  

  

Where DW represents the result of a depthwise 
convolution, which is performed independently on each 
channel of the input feature map, K is the convolution kernel 
applied to a single channel k, X is input feature map, (i,j) are 
spatial coordinates, k is channel index. 

In depthwise convolution, each channel is processed 
independently, and There is no interaction between different 
channels, which drastically reduces computational complexity 
compared to standard convolution. 

b) Point-wise Convolution: 

 𝑃𝑊(𝑖, 𝑗, 𝑛) =  ∑ 𝐷𝑊(𝑖, 𝑗, 𝑘) × 𝑃(𝑘, 𝑛)𝑘  

Where: PW represents the result of a pointwise 
convolution, which uses 1×1 kernels to combine information 
across channels, P is 1×1 convolution kernel, n is output 
channel index. 

The pointwise convolution enables cross-channel 
interactions, which is essential for generating meaningful 
features after the depthwise convolution. 

c) Total Operations: 

In standard convolution, we can see the equation as 
follows: 

 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑐𝑜𝑛𝑣 = 𝐻 × 𝑊 × 𝐶𝑖𝑛 × 𝐶𝑜𝑢𝑡 × 𝐾 × 𝐾 

Where H and W: Height and width of the input feature 
map; Cin: Number of input channels; Cout: Number of output 
channels; K×K: Size of the convolution kernel. Thus, Standard 
convolution performs K×K operations for every input-output 
channel pair, leading to high computational cost. 

 𝑀𝑁𝑒𝑡𝑉2 = 𝐷𝑊𝐶 + 𝑃𝑊𝐶 

Subject to 

 DWC = (𝐻 × 𝑊 × 𝐶𝑖𝑛 × 𝐾 × 𝐾) 

 𝑃𝑊𝐶 =  (𝐻 × 𝑊 × 𝐶𝑖𝑛 × 𝐶𝑜𝑢𝑡) 

Where Depthwise Convolution (DWC) Computes spatial 
features independently for each channel, and Pointwise 
Convolution (PWC) Combines features across channels using 
1×1 convolutions. 

This separation between spatial and cross-channel 
processing reduces computational complexity significantly 
compared to standard convolution. 

 𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟 = (
1

𝐶𝑜𝑢𝑡
+

1

𝐾2) 

Where Cout: Number of output channels; and K2: Kernel 
size squared (e.g., for a 3×3 kernel, K2=9). 

The reduction factor measures the efficiency of depthwise 
separable convolution compared to standard convolution. It 
represents the ratio of MobileNetV2's computational cost to the 
cost of standard convolution. 

MobileNetV2 is efficient due to replaces the 
computationally expensive standard convolution 
(H×W×Cin×Cout×K×K) with DWC and PWC as Cout or K 
increases, the reduction factor decreases, meaning the 
efficiency of MobileNetV2 improves. 

Finally, the architecture can be described as follows: 

TABLE I.  PROPOSED MOBILENETV2 ARCHITECTURE 

Layer (type) Output Shape Param # 

TimeDistributed MobileNetV2 (None, 20, 3, 3, 1280) 2257984 

GlobalAveragePooling3D (None, 1280) 0 

Dense (relu + l1 regularizer) (None, 8) 10248 

Dense 1 (sigmoid) (None, 1) 9 

Total params: 2,268,241 

Trainable params: 422,417 

Non-trainable params: 1,845,824 
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From Table I, this model leverages MobileNetV2 wrapped 
in a Time Distributed layer to extract features from sequential 
inputs, followed by 3D global average pooling to reduce 
dimensionality. It includes a dense layer with ReLU activation 
and L1 regularization to capture non-linear patterns and a final 
dense layer with sigmoid activation for binary classification. 
With 2,268,241 total parameters, only 422,417 are trainable, 
indicating transfer learning is used by freezing most of 
MobileNetV2's layers to improve efficiency and prevent 
overfitting. 

3) Adam optimizer is used for training, with a learning 

rate 0.0001 to enhance the model's performance [49]. The 

Adam optimizer can be defined as Eq. (8) and Eq. (10): 

 𝜃𝑡+1 =  𝜃𝑡 −  𝜂 ∗ 𝑚𝑡 

where 

 𝑚𝑡 = 𝛽𝑚𝑡−1 + (1 − 𝛽) [
𝛿𝐿

𝛿𝜃𝑡
] 

Here,  𝜃𝑡+1 = weights at time t+1; 𝜃𝑡= weights at time t; 𝜂 
= learning rate at time t; 𝑚𝑡 = aggregate of gradients at time t 
[current], 𝛽 = Moving average parameter; 𝑚𝑡−1= aggregate of 
gradients at time t-1; 𝛿𝐿 = derivative of Loss Function; and 
𝛿𝜃𝑡= derivative of weights at time t. The Adam optimizer was 
selected for its adaptive learning rate capabilities, which help in 
faster convergence, especially in noisy gradients. A grid search 
optimization process determined the learning rate of 0.0001, 
balancing convergence speed and model stability. 

4) Batch size 32 is chosen to balance training speed and 

accuracy. 

5) Training epochs: 25 epochs to achieve optimal 

convergence. 

6) Global average pooling before the output layer with Eq. 

(12) is as follows: 

 𝐺𝐴𝑃(𝑋) =  
1

(𝑊∗𝐻)
∗ ∑ ∑ 𝑥𝑖𝑗

𝐻
𝑗=1

𝑊
𝑖=1  

Where 𝐺𝐴𝑃(𝑋) = represents the Global Average Pooling 
applied to the feature map; 𝑊 = The width of the image or 
feature map; 𝐻 = The height of the image or feature map; 𝑥𝑖𝑗  = 

The pixel value at position 𝑖, 𝑗 in the feature map. 

7) L1 regularizer on the final layer [50], [51], [52], 

penalizing huge weights [53] to prevent overfitting. The L1 

equation [see Eq. (11)] can be seen as follows: 

 𝐿1(𝑊) = 𝜆 ∗ ∑|𝑤𝑖| 

where 𝜆 = regularization parameter; 𝑤𝑖  = kernelweight. 

The L1 regularizer was applied to mitigate overfitting, 
particularly given the relatively small dataset size. This choice 
encouraged sparsity in the model parameters, effectively 
reducing model complexity and improving generalization to 
unseen data. 

8) ReLu is used because it is computationally efficient. It 

requires only simple thresholding at zero, which reduces the 

time needed for calculations compared to more complex 

activation functions like sigmoid or tanh. ReLu itself is 

capable of avoiding overfitting. 

9) A binary cross-entropy loss function is selected, 

suitable for binary classification tasks like drowsiness 

detection [54]. The sigmoid activation function for the final 

dense layer is applied to create a dense layer with one value. 

Sigmoid is good since it produces values between 0 and 1, 

which is helpful for probability. It also helps the model learn 

effectively during training. The formula for the sigmoid 

activation function is in Eq. (14). 

 𝜎(𝑥)  =  
1

1+𝑒−𝑥 

10) Where 𝜎  is the sigmoid(x), the output value will 

always be between 0 and 1. Here, x represents the input value, 

and 𝑒−𝑥 denotes the exponential function of −𝑥. This allows 

the model to retain features learned during initial training 

while retraining the last three layers to adapt specifically to 

drowsiness detection. 

This configuration enables MobileNetV2 to detect 
drowsiness with high accuracy and computational efficiency, 
making it practical for real-world applications. 

a) Strategy I: AHE Algorithms with MobileNetV2 

AHE is applied to enhance local image contrast, making 
subtle facial expressions more noticeable, crucial for detecting 
early signs of drowsiness. The processed images are then fed 
into MobileNetV2, a lightweight and efficient model. The 
model is trained using the Adam optimizer over 25 epochs, 
with binary cross-entropy as the loss function and a batch size 
of 32. To prevent overfitting, an L1 regularizer is applied to the 
final layer, and the initial layers are frozen during fine-tuning, 
allowing only the last three layers to be trained. This strategy 
ensures the model can effectively use learned features while 
adapting specifically to drowsiness detection. 

Here, AHE works by dividing the image into small tiles 
(usually 8x8 pixels), computing the histogram of each tile, and 
then using this local histogram to redistribute the lightness 
values of the image. The equation for AHE can be represented 
as follows: 

For a pixel at position (x, y) in the image, the transformed 
intensity g(x, y) is given by: 

𝑔(𝑥, 𝑦) = 𝑓𝑙𝑜𝑜𝑟 ((𝑐𝑑𝑓(𝑓(𝑥, 𝑦)) − 𝑐𝑑𝑓𝑚𝑖𝑛  ) ∗
𝐿−1

(𝑀∗𝑁) − 𝑐𝑑𝑓𝑚𝑖𝑛
)

Where: 

 f(x,y) is the input image 

 cdf(f(x,y)) is the cumulative distribution function of the 
pixel intensities in the local region around (x,y) 

 𝑐𝑑𝑓𝑚𝑖𝑛 is the minimum non-zero value of the cdf 

 M*N is the number of pixels in the local region 

 L is the number of possible intensity values (usually 
256 for 8-bit images) 
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The CDF for each local region is calculated as: 

 𝑐𝑑𝑓(𝑖) =  ∑ 𝑝(𝑗)𝑖
𝑗=0  

Where p(j) is the probability of intensity j occurring in the 
local region. 

b) Strategy II: CLAHE (2.0) Algorithms with 

MobileNetV2. 

CLAHE improves image quality by minimizing local 
contrast and preventing over-amplification and noise. These 
enhancements make CLAHE a more effective and preferable 
type of picture contrast enhancement than AHE, especially in 
photos with noise, high dynamic range, and complex textures. 
This approach is especially beneficial in fluctuating or 
inadequate lighting circumstances, resulting in crisper photos 
with more defined details. The photos improved with CLAHE 
with a clip limit size of 2.0 are then processed by 
MobileNetV2, which is set up similarly to Strategy I. The 
contrast improvement is guided by Eq. (17). 

 𝛽 =
𝑀

𝑁
(1 +

𝛼

100
(𝑆𝑚𝑎𝑥 − 1)) 

Here, 𝑀  denotes the region size area, 𝑁  is the grayscale 
value (typically 256), 𝛼  is the clip factor that adjusts the 
histogram limit boundary, and 𝑆𝑚𝑎𝑥 is the maximum possible 
pixel value after applying CLAHE. As indicated by Equation 
10, the controlled contrast enhancement provided by CLAHE, 
with a clip limit of 2.0, is expected to significantly enhance the 
model's accuracy in detecting drowsiness by producing more 
precise, more detailed images. 

c) Strategy III: Auto-CLAHE implementation with 

MobileNetV2. 

Auto-CLAHE is implemented to address variable lighting 
conditions, using the following formula for clip limit 
calculation in Eq. (18): 

𝛼 = (
k

�̅�
) 

Where 𝛼  represents the clip limit value, k is the 
normalization constant (k=10), �̅�  represents the average 
intensity of all pixel values. 

The choice of k=10 is based on the following mathematical 
considerations: 

1) For grayscale images where x̄ ∈ [0,255]: 

a) When x̄ approaches minimum (very dark images): α 

increases, providing stronger enhancement 

b) When x̄ approaches maximum (bright images): α 

decreases, providing subtle enhancement 

2) This produces a clip limit that automatically adjusts 

based on image brightness: 

a) lim(x̄→0) α = ∞ (maximum enhancement for dark 

images) 

b) lim(x̄→255) α = k/255 (minimal enhancement for 

bright images) 

Thus, Auto-CLAHE can be write as Eq. (19): 

 𝛽 =
𝑀

𝑁
(1 +

(𝛼)

100
(𝑆𝑚𝑎𝑥 − 1)) 

Where: 

 M is the region size. 

 N is the number of grayscale levels (typically 256). 

 Smax is the maximum pixel value. 

The algorithm's complexity is O(M×N) where M×N is the 
image dimensions. As summary, here, the number 10 was 
chosen because, based on the results of CLAHE with a 
commonly used clip limit of 2.0, it produces a histogram that 
deviates significantly from the original image. Therefore, ten is 
used as a constant to ensure the clip limit value falls within the 
range of 0 to 1. This approach is expected to enhance contrast 
while preserving the original image's quality. The Present study 
approach provides greater adaptability to different image 
conditions, which is crucial for real-time applications like 
drowsiness detection due to its simplicity. MobileNetV2 then 
processes the optimized images with the same configuration as 
the previous strategies. This method aims to improve detection 
accuracy by ensuring the images are optimally enhanced, 
allowing the model to adapt more effectively to various real-
world conditions and deliver more accurate and efficient 
drowsiness detection results. The final model architecture and 
hyperparameters were determined through extensive 
experimentation and cross-validation. A systematic grid search 
approach were employed to optimize critical parameters, 
ensuring the best possible performance on the specific task of 
drowsiness detection. 

D. Evaluation Metrics 

The present study model were evaluated using several key 
metrics: 

 Accuracy, which measures how well the model 
classifies the entire dataset of driver facial recordings, 
provides a fundamental measure of its overall 
effectiveness [55]. 

 Precision able to evaluate the model's ability to make 
correct optimistic predictions related to drowsiness 
while minimizing errors. Inaccurate predictions can 
have severe consequences, such as failing to detect a 
drowsy driver in time, potentially leading to accidents 
[56], [57]. 

 Recall (Sensitivity) measures the model's ability to 
identify all actual cases of drowsiness. High recall is 
critical in this context as it ensures the model can detect 
as many drowsiness scenarios as possible, enabling 
timely intervention to prevent accidents. 

 F1 Score balances precision and recall, providing a 
more comprehensive evaluation of the model's 
performance by addressing the trade-off between these 
two metrics [57]. 
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 A confusion matrix is an essential instrument in 
machine learning and data analysis employed to assess 
the efficacy of classification models. This table 
contrasts the anticipated class labels with the actual 
class labels for a certain set of test data. The matrix is 
advantageous in binary and multi-class classification 
tasks, offering insights into the nature of errors 
committed by the model, including false positives and 
false negatives [57]. 

These metrics were chosen to comprehensively evaluate the 
model's performance, particularly considering the safety-
critical nature of drowsiness detection. 

E. Statistical Analysis 

To validate the differences between image processing 
algorithms, we conducted: 

 ANOVA (Analysis of Variance) is a statistical method 
used to determine if there are significant differences 
among the means of three or more groups [58]. It 
calculates an F-value, which compares the variance 
between groups to the variance within groups, and a p-
value to assess the statistical significance of these 
differences [59]. 

 Tukey HSD (Honestly Significant Difference) post-hoc 
tests [60]. Tukey HSD compares all possible pairs of 
groups to identify which pairs have significant 
differences, helping to pinpoint exactly where the 
differences lie among the image processing techniques 
[61], [62]. 

These tests helped determine the statistical significance of 
performance differences among the various techniques. 
Through this methodology, the present study aim to develop a 
robust, efficient, and accurate drowsiness detection system that 
can adapt to real-world driving conditions. 

IV. RESULTS 

The present study developed a drowsiness detection model 
using four different image processing techniques: Greyscale, 
AHE, CLAHE with a parameter of 2.0, and Auto-CLAHE. 
These techniques were applied to the training data to improve 
the quality of input images before the model processed them, 
aiming to enhance the accuracy of detecting drowsiness in 
drivers. The results of applying the enhancement technique can 
be observed in Fig. 4. 

The graph in Fig. 4, presents a comparison of histograms 
resulting from different image enhancement techniques. The 
Auto-CLAHE histogram (blue) shows minimal deviation from 
the original grayscale histogram (black), indicating that this 
method preserves the overall intensity distribution of the 
original image while still enhancing contrast. In contrast, the 
AHE histogram (green) exhibits a more uniform distribution 
across all pixel values, which may lead to over-enhancement 
and loss of natural image characteristics. The CLAHE 
histogram (yellow) shows a middle ground, with some contrast 
enhancement but less extreme than AHE. The CLAHE 
histogram also tells us that CLAHE failed to preserve the 
original image's quality. 

 
Fig. 4. Sample histogram comparison of enhancement. 

This comparison suggests that Auto-CLAHE provides a 
balanced approach to image enhancement, potentially 
preserving critical facial features for drowsiness detection 
while improving image quality. We evaluated each image 
processing technique's performance using five-fold cross-
validation during model training. This K-Fold method divides 
the dataset into five subsets, iteratively using four for training 
and one for testing. Consequently, each data point serves in 
training and testing capacities, ensuring a robust evaluation. 
[63]. The accuracy results obtained from each fold are 
presented in Table II. 

TABLE II.  ACCURACY RESULTS OF DIFFERENT IMAGE PROCESSING 

TECHNIQUES IN DROWSINESS DETECTION MODEL TRAINING 

Fold Greyscale AHE CLAHE (2.0) AUTO CLAHE 

1 0.9129 0.8523 0.9280 0.9356 

 2 0.8674 0.8712 0.9431 0.9470 

 3 0.9354 0.9430 0.9429 0.9468 

 4 0.8897 0.9049 0.9581 0.9658 

 5 0.9049 0.9468 0.9505 0.9430 

 Standard 

deviation 
0.0235 0.0351 0.0109 0.0099 

 Average  0.9021 0.9036 0.9445 0.9476 

In this training data, the Greyscale technique converts color 
images to black-and-white, reducing data dimensions but 
achieving an average accuracy of 0.9021 with a standard 
deviation of 0.0235. The AHE technique enhances local 
contrast in images, with an average accuracy of 0.9036 and a 
standard deviation of 0.0351, showing slightly better 
performance than Greyscale but with more significant 
variability. The CLAHE technique with a parameter of 2.0, 
which limits excessive contrast to reduce noise, demonstrated 
excellent performance with an average accuracy of 0.9445 and 
a low standard deviation of 0.0109, indicating more consistent 
results. Meanwhile, Auto-CLAHE, which automatically adjusts 
image processing parameters for each image, achieved the 
highest average accuracy of 0.9476 and the lowest standard 
deviation of 0.0099, showing superior accuracy and stability in 
detecting drowsiness. From these results, it can be concluded 
that Auto-CLAHE is the most effective image processing 
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method for drowsiness detection in drivers, providing the 
highest accuracy and stability across all tested folds. 

After training the drowsiness detection model using four 
different image processing techniques, the training results were 
further reinforced by analyzing the loss and accuracy metrics, 
as depicted in the graphs below. The training and validation 
losses for each technique are depicted in Fig. 5. 

 
Fig. 5. Training and validation loss for different image processing 

techniques. 

In Fig. 5, Greyscale showed a gradual decrease in loss 
throughout the training, although its loss remained higher than 
the other techniques. Validation loss followed a similar pattern, 
consistently higher than the other methods. AHE demonstrated 
a more pronounced reduction in loss compared to Greyscale, 
with validation loss also decreasing steadily over the epochs. 
CLAHE exhibited a stable decline in loss, but its validation 
loss was higher than that of AHE and Auto-CLAHE. Auto-
CLAHE, however, displayed the most substantial reduction in 
loss and validation loss, with both metrics remaining low 
throughout the epochs. This indicates that Auto-CLAHE 
learned effectively and showed strong generalization 
capabilities. 

The trends in accuracy and validation accuracy are 
illustrated in Fig. 6. In terms of accuracy, Greyscale exhibited a 
slow increase throughout the training phase, with lower 
accuracy values compared to the other methods. Its validation 
accuracy also increased more slowly and remained lower. AHE 
showed a faster improvement in accuracy and validation 
accuracy compared to Greyscale, although it did not reach the 
levels achieved by Auto-CLAHE. CLAHE demonstrated a 
steady rise in accuracy, with validation accuracy relatively high 
but still needs to be higher than Auto-CLAHE. Auto-CLAHE 
achieved the most significant gains in accuracy and validation 
accuracy, with the highest values observed at the final epochs. 
This highlights its superior performance in both the training 
and validation phases. 

Here, the Anova and Tukey HSD results for loss were 
calculated. From Table III. The ANOVA results for loss 
revealed a highly significant difference among the techniques, 
with an F-value of 1.43 x 1031 and a p-value of 0.000. This 
indicates that the variations in loss are statistically significant. 

 
Fig. 6. Training and validation accuracy for different image processing 

techniques. 

TABLE III.  ANOVA AND TUKEY HSD RESULTS FOR LOSS 

Source 
Sum of 

Squares 

Degrees of 

Freedom 

F-

Statistics 

P-Value 

Anova 
7.94 x 10-1 3 

1.43 x 

1031 
0.000* 

Tukey 
HSD 

Post-Hoc 

  
  

  

  
  

Group1 Group2 
Mean 
Difference 

p-
adjusted 

AHE Auto-Clahe -0.0184 0.000* 

AHE Clahe (2.0) 0.0174 0.000* 

AHE Greyscale 0.5132 0.000* 

Auto-Clahe Clahe (2.0) 0.0358 0.000* 

Auto-Clahe Greyscale 0.5316 0.000* 

Clahe (2.0) Greyscale 0.4958 0.000* 

*) Significant at α = 0.05 

As shown in Table III, the Tukey HSD test results 
demonstrate that Auto-CLAHE significantly outperformed all 
other techniques. Specifically, Auto-CLAHE showed a 
substantial mean loss difference of -0.0184 compared to AHE, 
0.0358 compared to CLAHE, and 0.5316 compared to 
Greyscale, with all comparisons being statistically significant 
(p-values of 0.000). Also, CLAHE exhibited a significant 
advantage over Greyscale, with a mean difference of 0.4958. 
These results highlight that Auto-CLAHE consistently 
provides the lowest loss, making it the most effective image-
processing method among those tested. 

To further validate the differences between the image 
processing algorithms in terms of accuracy, ANOVA and 
Tukey HSD posthoc tests were conducted and presented in 
Table IV. 

TABLE IV.  ANOVA AND TUKEY HSD RESULTS FOR ACCURACY 

Source 
Sum of 

Squares 

Degrees of 

Freedom 
F-Statistics P-Value 

Anova 4.345 x 10-2 3 4.579 x 1028 0.000 

Tukey 

HSD 
Post-Hoc 

Group1 Group2 Mean Difference 
p-

adjusted 

AHE Auto-Clahe 0.0019 0.000 

AHE Clahe (2.0) -0.0038 0.000 

AHE Greyscale -0.1209 0.000 

Auto-Clahe Clahe (2.0) -0.0057 0.000 

Auto-Clahe Greyscale -0.1228 0.000 

Clahe (2.0) Greyscale -0.1171 0.000 

*) Significant at α = 0.05 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

497 | P a g e  

www.ijacsa.thesai.org 

As seen in Table IV. The ANOVA results for accuracy 
indicated a highly significant difference among the techniques, 
with an F-value of 4.579 x 1028 and a p-value of 0.000. This 
demonstrates that the variations in accuracy are statistically 
significant. 

The Tukey HSD test results in Table IV reveal that Auto-
CLAHE outperformed AHE, CLAHE, and Greyscale regarding 
accuracy, with mean differences and p-values of 0.000, 
indicating statistical significance at α = 0.05. Specifically, 
Auto-CLAHE showed a mean accuracy difference of 0.0019 
compared to AHE, -0.0057 compared to CLAHE, and -0.1228 
compared to Greyscale. Additionally, CLAHE demonstrated a 
significant advantage over Greyscale, with a mean accuracy 
difference of -0.1171. These results confirm that Auto-CLAHE 
provides the highest accuracy among the image processing 
methods evaluated. 

TABLE V.  PERFORMANCE METRICS OF IMAGE PROCESSING TECHNIQUES 

IN DROWSINESS DETECTION MODEL TESTING 

Method Accuracy Precision Recall F1 Score 

Greyscale 0.9255 0.9274 0.9255 0.9250 

AHE [64] 0.9291 0.9299 0.9291 0.9287 

CLAHE (2.0) [65] 0.9113 0.9130 0.9113 0.9116 

Auto-CLAHE 0.9362 0.9371 0.9362 0.9359 

From Table V, the testing results revealed that the 
Greyscale technique achieved a solid accuracy of 0.9255 but 
fell short in precision and recall compared to the other 
methods. The AHE technique demonstrated an accuracy of 
0.9291 and a precision of 0.9299, indicating its effectiveness in 
enhancing image quality and improving the model's drowsiness 
detection capability. On the other hand, CLAHE with a 
parameter of 2.0 yielded an accuracy of 0.9113, which was 
lower than other techniques, possibly due to less optimal 
parameter settings for some image conditions. The subsequent 
model testing phase evaluated each image processing 
technique, Greyscale, AHE, CLAHE, and Auto-CLAHE, using 
a weighted average approach. Auto-CLAHE emerged as the 
top-performing technique, achieving the highest accuracy of 
0.9362, with precision, recall, and F1 scores closely aligned at 
0.9371, 0.9362, and 0.9359, respectively. This indicates that 
Auto-CLAHE with Time Distributed MobileNetV2 excelled 
during training and provided the most consistent and accurate 
results during testing, confirming its effectiveness as the most 
reliable image-processing method for detecting drowsiness. 
Overall, the testing results demonstrate that Auto-CLAHE 
Time Distributed MobileNetV2 is the most effective image 
processing technique for the drowsiness detection model, 
delivering superior performance across all evaluated metrics 
and proving to be the most accurate and dependable method for 
detecting drowsiness in drivers. 

After selecting Auto-CLAHE as the optimal model, its 
prediction accuracy was further assessed using the confusion 
matrix shown in Fig. 7. This matrix provides a detailed 
breakdown of the model’s performance in classifying drivers 
as drowsy or not drowsy [66]. The confusion matrix (Fig. 7) 
indicates that the Auto-CLAHE model correctly identified 156 
drowsy drivers (True Positives) and 108 non-drowsy drivers 

(True Negatives) out of a total of 282 tests. However, the 
model incorrectly classified 5 non-drowsy drivers as drowsy 
(False Positives) and failed to detect 13 drowsy drivers (False 
Negatives). 

 

Fig. 7. Confusion matrix for auto-CLAHE model. 

V. DISCUSSIONS 

The superior performance of Auto-CLAHE can be 
attributed to its adaptive contrast enhancement capabilities. The 
histogram comparison (Fig. 4) reveals that Auto-CLAHE 
maintains optimal image characteristics while avoiding the 
over-enhancement issues observed in traditional AHE 
implementations. This balance proves particularly crucial in 
low-light conditions, where maintaining feature distinction 
without introducing artificial artifacts becomes essential for 
accurate drowsiness detection. 

The ANOVA results (F = 1.43 × 1031, p < 0.001) 
demonstrate the substantial impact of processing method 
selection on system performance. The Tukey HSD findings 
highlight Auto-CLAHE's significant advantages over 
conventional methods, with the mean difference of 0.5316 
versus Greyscale indicating a substantial practical 
improvement in detection capability. This statistical evidence 
supports the theoretical advantages of dynamic parameter 
adaptation in image enhancement. The confusion matrix results 
reveal important patterns in system behavior. The presence of 
13 false negatives compared to 5 false positives suggests a 
slight conservative bias in drowsiness detection. This 
characteristic proves advantageous in practical applications, as 
false alarms (false positives) typically cause more user 
dissatisfaction than missed detections. The overall accuracy of 
0.9362 indicates robust performance suitable for real-world 
deployment. The computational efficiency of the system, 
particularly through MobileNetV2 integration, addresses key 
deployment challenges. The processing speed meets real-time 
requirements while maintaining high accuracy. However, 
implementation in vehicle systems requires consideration of 
hardware constraints and environmental variability. Thus, 
several limitations warrant consideration: 1) Performance 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

498 | P a g e  

www.ijacsa.thesai.org 

variation under extreme lighting conditions; 2) Processing 
requirements for high-resolution video streams; 3) Need for 
broader demographic validation. 

VI. CONCLUSION 

The present sdtudy research into driver drowsiness 
detection using the Auto-CLAHE with integrated Time 
Distributed MobileNetV2 model has yielded promising results 
with significant implications for road safety. The key findings 
of the present study are as follows: 

 Performance Excellence: The Auto-CLAHE model 
accurately distinguished between drowsy and non-
drowsy drivers. With an overall accuracy of 93.6%, the 
present Study approach represents a substantial 
advancement in drowsiness detection technology. 

 Precision and Recall Balance: Present Study model 
detected drowsiness with a high precision of 96.9% and 
a strong recall rate of 92.3%. This balance is crucial for 
real-world applications, minimizing false alarms and 
missed detections. 

 Robustness Across Conditions: The Auto-CLAHE 
approach showed remarkable adaptability to various 
lighting conditions and facial expressions, addressing a 
common challenge in existing systems. 

 Computational Efficiency: By leveraging 
MobileNetV2's architecture, Present Study method 
maintains high accuracy while being computationally 
efficient, making it suitable for real-time processing in-
vehicle environments. 

 Statistical Validation: ANOVA and Tukey HSD tests 
confirmed the statistical significance of Auto-CLAHE's 
performance improvements over other techniques, 
underscoring the validity of present Study approach. 

These results underscore the potential of Present Study 
system to significantly enhance driver drowsiness warning 
systems, contributing to improved road safety. The high 
precision in drowsiness detection and a low false-positive rate 
suggest that Present Study system could be implemented in 
vehicles with minimal risk of unnecessary interruptions to alert 
drivers. However, we acknowledge certain limitations in the 
present study. The dataset, while comprehensive, was 
relatively small and may only partially represent some possible 
driving scenarios. Future research should focus on validating 
these results with larger, more diverse datasets that include a 
more comprehensive range of driving conditions and driver 
demographics. Looking ahead, here are several suggestions for 
future work: 

 Real-world Testing: Implementing and evaluating the 
system in actual driving conditions to assess its 
performance and user acceptance. 

 Integration with Other Systems: Exploring how Present 
Study drowsiness detection system can be integrated 
with other vehicle safety features for a more 
comprehensive driver monitoring solution. 

 Personalization: Investigating the potential for adapting 
the system to individual drivers' characteristics and 
patterns over time. 

 Multimodal Approach: To further improve detection 
accuracy, the present Study could combine visual-based 
system with other physiological signals (e.g., EEG, 
heart rate variability). These approaches can help each 
other to improve drowsiness detection, especially in 
night time condition. 

 Intervention Strategies: Develop and test effective alert 
mechanisms and intervention strategies once 
drowsiness is detected. 

In conclusion, Present Study research demonstrates that 
integrating Auto-CLAHE with Time Distributed MobileNetV2 
offers a promising approach to driver drowsiness detection. We 
have taken a significant step towards more reliable and 
implementable drowsiness detection systems by addressing 
critical challenges in image processing and computational 
efficiency. As vehicle safety continues to evolve, techniques 
like this present Study have the potential to play a crucial role 
in reducing fatigue-related accidents and saving lives on roads 
worldwide. 
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Abstract—This study applies the Random forest algorithm to 

classify and evaluate the effectiveness of business human resources 

(HR) data, focusing on its potential in supporting strategic 

decision-making and enhancing organizational efficiency. The 

research introduces a model that automates the categorization of 

HR data, including employee records, performance evaluations, 

and training activities, using the Random Forest method. By 

constructing both classification and effectiveness assessment 

models, the study aims to provide businesses with a robust tool for 

managing and evaluating employee contributions. Key HR metrics 

were analyzed and categorized, leading to the creation of an 

effectiveness evaluation model that offers objective insights into 

employee performance. The Random forest algorithm’s accuracy 

and stability were validated through cross-validation techniques, 

proving it to be effective in categorizing employee data and 

identifying different workforce groups. The models developed in 

this study are designed to support HR managers in optimizing 

human resource allocation, improving employee satisfaction, and 

driving overall business performance. The paper also discusses 

how the model can be optimized further by expanding data 

sources and applying it to practical business scenarios. 

Keywords—Random forest algorithm; business; human 

resources; data classification 

I. INTRODUCTION 

In recent years, the emphasis on investment and R&D 
programs has become more pronounced as China moves from 
a rapid growth model to one that pursues high-quality 
development. Between 2013 and 2015, the formalization of 
China's R&D workforce increased rapidly. The growth of R&D 
companies and the rapidly changing needs of users have 
contributed significantly to the increase in R&D projects. In 
order to compress the R&D cycle, it has become an emerging 
trend in the industry for multiple R&D companies to develop 
multiple projects in parallel at the same time [1]. For many 
projects, each project's overall status and profitability must be 
considered thoroughly. Therefore, achieving high performance 
with limited resources is much more complex than in a single-
design environment and requires more than a rational layout [2]. 
The planning of human resources of R&D personnel as the 
main body of innovation takes priority in electronic projects, 
which highly depends on the rational allocation of resources. 
However, project planning and human resource allocation have 
become more complicated due to multitasking conflicts and the 
shortage of R&D personnel [3]. Construction delays and budget 
overruns are often triggered when the schedule and staffing 
cannot be synchronized. Therefore, how to rationally organize 

the task planning and staff allocation of multiple projects, 
complete the overall construction cycle in the shortest time, 
improve the company's economic efficiency, and prioritize the 
execution of R&D projects has become an essential topic in 
theory and practice. 

As the project progresses and the workforce structure study 
becomes more in-depth, the R&D program encounters several 
challenges, particularly at two levels. Given the limited size of 
the company and the high availability and mobility of R&D 
staff, these people, who are the core driving force of R&D, 
often have to work on multiple projects simultaneously. 
Practically, whenever a developer moves from a current project 
to a new one, it takes a period of adjustment to familiarize 
themselves with the new task, including understanding the 
context, timeline, and other vital elements. For example, the 
R&D department of a networking company often develops 
multiple software suites in parallel [3]. Due to limited resources, 
it is often necessary to share developers between projects. 
Employees are often reassigned to other projects after 
completing their current tasks. However, due to the vastly 
different business environments in which different software 
projects operate, these R&D staff involved in the transition may 
need help seamlessly integrating into their new tasks. In 
addition, R&D personnel involved in the transfer need to have 
a deep understanding of the latest task requirements, 
background information, and the project's current progress [4]. 
It is worth noting that, unlike the redeployment of resources 
such as machines and equipment, the movement of personnel 
between projects is limited by geographic location, which is 
often difficult to achieve. In contrast to actual employee 
mobility, transportation time is not directly related to the 
geographic location of an employee. Such employee mobility 
can lead to delays in task execution, negatively affecting project 
progress and efficiency, which needs to be taken seriously by 
company management. 

II. BACKGROUND OF THE STUDY 

In 2019, the National Development and Reform 
Commission (NDRC) listed talent services as one of the key 
sectors to promote the development of the talent and human 
capital services industry, which undoubtedly brings significant 
advantages and unlimited opportunities for the talent services 
industry to flourish. The core of digital human resource 
management lies in analytics and forecasting. This system 
reduces the impact of uncertainty on the workforce and 
dramatically improves the accuracy of "training and retention" 
strategies in human resource management [5]. 
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Under human resource management's current challenges, 
building a highly integrated digital HR system with the 
organization has become a core mission in the HR field. The 
HRM system and projects planned in this paper play a pivotal 
role. In order to optimize the capability of multiple R&D 
projects in depth, this paper studies the deployment time of R&D 
personnel between projects in depth. It constructs a model closer 
to the actual needs based on personnel characteristics [6]. The 
model not only considers the impact of personnel heterogeneity 
on task duration but also incorporates the consideration of 
transfer time and strives to realize the optimal allocation of 
human resources [7]. In addition, the research results of this 
paper provide valuable methods and ideas for solving problems 
in the design of actual R&D projects, with both theoretical depth 
and practical value. The steps of the random forest algorithm are 
shown in Table I. 

TABLE I.  STEPS OF THE RANDOM FOREST ALGORITHM 

Random Forest Algorithm 

Input: The training dataset has P attributes or predictive variables 

Output: Random Forest Algorithm Model for Corresponding Datasets 

(1) Check if the decision attribute values in the training dataset are the same 

and exit if they are the same. 

(2) Select feature subset: Randomly select M attributes as prediction 

variables in the training dataset, where M ≤ P; 

(3) Select the predictive variable with the best classification performance as 

the root node and decompose it into decision sub-nodes and leaf nodes; and 

(4) Repeat steps (2) and (3) to generate N base classifiers. 

(5) Average the prediction results for each training tree. 

The importance of resource constraints in the planning 
process has been explored in greater detail in current academic 
sources on project planning. Relying on resource constraints as 
the infrastructure of project planning, many resource-
constrained challenges can be extended based on real-world 
contexts [8]. As a critical branch of PSGRC (which may refer 
to a specific type of project planning or resource constraint 
problem) research, the topic of multi-project research design 
has always attracted researchers' attention [9]. Compared to 
traditional construction projects, R&D projects like software 
development have a high failure rate. This study aims to ensure 
the proper allocation of budget and resources to achieve 
efficient, on-time delivery of products [10]. However, current 
R&D project planning and human resource optimization 
strategies must be addressed. Human resources, as a unique 
renewable resource, are an essential core element in the product 
development process [11]. In project planning, the time 
allocation of intangible human resources among project tasks 
must be fully considered, as well as the possible impact of 
personnel differences on project planning and personnel 
deployment strategies. 

III. RESEARCH METHODOLOGY 

A. Data Processing 

The data sources were first introduced when constructing 
the employee turnover prediction model, followed by an in-
depth analysis and understanding of the dataset's characteristics. 
Based on business insights, two key features were successfully 
created: the number of days absent per year and the actual hours 
worked per day, respectively [12]. After that, the newly 

acquired status, survey, and employee performance data were 
seamlessly integrated into the existing dataset. The integrated 
data was rationalized into two datasets evaluate the model's 
performance. Given some of the limitations of the data, a simple 
and efficient method of integrating measurement units of 
different natures was used shorten the model's learning and 
prediction cycle [13]. Data preprocessing steps were also 
performed, including treating missing values, data substitution, 
data normalization, and feature selection, which are essential 
for data integration. The GOSS related process description is 
shown in Table II. 

TABLE II.  DESCRIPTION OF GOSS-RELATED PROCESSES 

GOSS algorithm description 

Inputs: training data, number of iterations d, sampling rate a for extensive 

gradient data, sampling rate b for small gradient data, loss function, and 

weak learner 

Output: A well-trained, strong learner 

(1) it points that have been sorted in descending order, and then randomly 

select b x (1-a) x 100% sample points from the remaining sample set as a 

set of minor gradient sample points. Been sorted in descending order, and 

then randomly select b x (1-a) x 100% sample points from the remaining 

sample set as a set of minor gradient sample points; and then randomly select 

b x (1-a) x 100% sample points from the remaining sample set as a set of 

minor gradient sample points. Points. 

(2) Merge the large and small gradient sample sets as the total sample sets 

for this GOSS sampling. 

(3) Multiply the small gradient sample by a weight coefficient (1-a)/b. 

(4) Repeat steps (2) and (3) to generate N base classifiers. 

(5) Use the sampled samples mentioned above to iteratively generate a new 

weak learner, repeating it until it reaches the maximum number of iterations 

or convergence. 

Since the raw data was until it reached different files, the 
processing was broken down into two key steps. First, the 
incoming data needed to be analyzed in detail, followed by data 
processing and adding new attributes to this data. Immediately 
following this, the second step effectively integrates the newly 
generated data, the survey data, and the employee performance 
requirements [14]. In the context of this paper, the training 
process for 4,410 employees is refined into three consecutive 
phases: analysis of status data, processing of status data, and 
creation of new status data attributes. Regarding the 
preprocessing of data, the specific processes are as follows: 

1) Data analysis: After in-depth analysis of the data of 

4,410 employees over 261 days, it is found that all the 

employees have been absent for an average of 12 days. The 

number of days of absence for some of them is even as high as 

24 days. 

2) Data processing: When all the employees are not present 

on a particular day, it is regarded as a public holiday, and the 

relevant test data is directly removed; whereas, when some of 

the employees have attendance records while the other part 

does not, the missing value 0 will be filled in the corresponding 

position. 

3) New function creation: The number of absences and the 

average actual working hours of each employee in 2015 were 

further calculated. These newly generated attendance, survey, 
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and employee assignment data can now be found in three 

separate tables. 

Given that the preprocessing steps are the same for the 
training and test packages, the following will focus on the 
preprocessing process for the training package data. This 
preprocessing process covers the handling of missing values, 
data exchange and normalization, and function selection. In the 
process of random forest or data study, specific attributes often 
miss values [15]. There are three ways to deal with these 
missing values: deleting, filling, or leaving them out. If, in 
practice, the number of functions and data samples are 
insufficient, it is not recommended to delete these samples 
directly before providing examples for missing values. Usually, 
it is necessary to examine the correlation between the missing 
values and the attribute features to be retained or deleted [16]. 
There are three broad types of filling of missing values: missing 
replacement values, missing match values, and model variables. 
Missing replacement values refer to replacing missing values 
by filling in statistical indicators or empirical values that do not 
contain missing data; missing matches correspond to missing 
values to other characteristics modeled; and model variables 
refer to data that new, exported, new, or incomplete data have 
replaced. 

Data classification methods in Eq. (1): 
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In Eq. (2),
*

ijP the jth probability value of the probability I 

function is always greater than zero and less than one. 

* *0.5 0.5RI IIC PC                         (3) 

In Eq. (3), RI is the production value of the firm's data, and 
0.5 is the coefficient of the two terms. 

B. Feature Selection for Random Forests 

In data analysis, the use of different units of measurement 
often leads to very different interpretations of results. In general, 
attribute values presented in smaller units of measurement tend 
to appear more prominent, and these values often carry 
significant importance or "impact." Further, choosing a 
simplified and functionally meaningful model can help 
researchers gain a deeper understanding of data generation 
mechanisms. The feature selection methods can be categorized 
into three types: filtering, packing, and embedding [17]. This 
paper uses the correlation coefficient method of the filtering 
method. This method filters attributes based on the correlation 
between attributes or setting different thresholds. If the 

correlation result between two attributes reaches or exceeds the 
set threshold, it is recognized that there is a strong correlation 
between them. This paper chose Pearson's correlation 
coefficient as a correlation measure. 

The determination of estimates plays a pivotal role in the 
selection of critical steps in the experimental process, and this 
choice is decisive for model selection and the improvement of 
forecasting accuracy. Since the data in this project are 
unbalanced and have yet to be analyzed in depth in the balance 
sheet, the selection of estimates should be closely dependent on 
the actual data. After careful reading of relevant literature and 
data, this paper decides to adopt F1, balance accuracy (BA), 
geometric mean (G-mean), and AUC as the primary evaluation 
indexes. F1 is a comprehensive score, and the closer its value is 
to 1, the better the predictive performance of the model is. On 
the other hand, Balanced accuracy effectively improves the 
dataset's accuracy by fusing the two metrics, TPR (actual rate) 
and TNR (actual negative rate). The G-mean, or geometric 
mean, is the geometric mean of each accuracy level, which 
effectively filters out the differences in the number of samples 
in different categories, making the assessment of learning 
performance more fair. When the ROC curve is closer to the 
upper left corner, i.e., the area is larger, the AUC value 
increases, which signals a higher prediction accuracy of the 
classifier. 

Random forest algorithm iteration results: 

class A { static void f(){ System.out.println("---------------

-------"); 

//} static double quzheng(double a){ int b; int b.   

System.out.println((b=(int)(a+0.5))); 

//return(b);   

} static double qiushang(double a,double b){   

//System.out.println((a/b));    

return(a/b).    

} static boolean odd(int c){    

//if(c%2==0){      

return(false);       

} else{ return(true);     

} } static int juedui(int d){    

//f(d<0){ 

First, the employee turnover prediction model was 
constructed using a Random forest algorithm by adjusting the 
parameters before and after optimization. Then, the LXR 
random forest stack algorithm was further utilized to create a 
forecasting model for employee turnover. In order to assess the 
performance of the model entirely, the predictive characteristics 
of the random forest model before and after optimization were 
compared and analyzed with the LXR random forest stack 
model. Simplified methods were introduced to reduce the risk 
of overload that may arise during the modeling process [18]. 
These methods include group learning algorithms, traditional 
data augmentation techniques, and cross-validation methods, 
which further reduce the risk of model overfitting. In addition, 
compliance elements were added to construct three specific 
predictive models: the XGBoost employee intention to leave 
prediction model, the LightGBM employee intention to leave 
prediction model, and a two-layer learning logistic regression 
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model based on the LXR stack. It is worth mentioning that the 
combined LXR stack model was carefully constructed using 
cross-validation methods to ensure its stability and accuracy. 
Stacking algorithm model construction process. As shown in 
Table III. 

TABLE III.  STACKING ALGORITHM MODEL CONSTRUCTION PROCESS 

Stacking algorithm model construction process 

Input: training set 1S, base learner H, meta learner H ' 

Output: Algorithm model of meta learners on the training set 

(1) Divide the training set 1S data into K-fold partitions. 

(2) Perform K-fold cross-validation using each base learner iH, with K sets 

of trained data; the 

(3) Combine K pieces of data predicted on the training set to obtain new 

training samples. 

(4) Take the average of the predicted data obtained from the test set as the 

new predicted data. 

(5) Import the dataset from step four into the meta learner H classifier (such 

as logistic regression) to obtain the final prediction result, which is the 

algorithm model of the meta learner on the training set. 

IV. RESULTS AND DISCUSSION 

A. Human Resource Effectiveness in Random Forests 

Random forest model, as a powerful tool in machine 
learning, is not only an innovative expansion of traditional data 
analysis methods but also demonstrates its excellent 
performance in various data types and complex scenarios. 
Compared with the traditional decision tree model, Random 
Forest significantly improves the stability. All this comes from 
its core algorithm, which aligns with the classic random forest 
model. In this section, this study specifically focuses on 
utilizing the Random Forest algorithm to construct a specific 
HR capability enhancement model, aiming to provide forward-
looking guidance for HR planning in an organization by 
predicting the trend of employee turnover. For this purpose, the 
Random Forest Classifier tool from the open-source machine 
learning library Sklearn is the basis for constructing the model. 

The setting and tuning of hyperparameters are crucial to 
constructing the model. For the random forest model, a default 
starting value for the hyperparameters, i.e., 0, was used as a 
starting point. This has the advantage that targeted 
hyperparameter evaluation and tuning can be performed based 
on the initial performance of the model. However, relying 
solely on the default starting value often fails to achieve the 
desired model performance. Therefore, a more refined 
parameter setting and tuning strategy is used to optimize the 
Random Forest algorithm model. Among them, FLAML (Fast 
Lightweight Automated Machine Learning Library) becomes a 
powerful assistant. FLAML can efficiently tune the 
hyperparameters in the Random Forest model and find the 
parameter combinations that can improve the model 
performance through automation. The questionnaire attributes 
are shown in Table IV. 

Further manual tuning of the hyperparameters was 
performed on top of the initial optimization of FLAML. This is 

because, while automated tools can provide a better starting 
point, more detailed tuning is often required for specific 
problems and datasets. During the manual tuning process, the 
model's AUC value (Area Under the Curve) was always used 
as an evaluation metric to find the combination of 
hyperparameters that would optimize the model's performance. 
Overall, a high-performance employee turnover prediction 
model was successfully constructed by combining Sklearn's 
Random Forest Classifier tool and the FLAML automated 
machine learning library. This model can not only help 
enterprises better understand the pattern of employee turnover 
but also provide powerful data support for human resource 
planning to occupy a more favorable position in the fierce 
competition in the market. LightGBM, the open-source 
Gradient Boosting Decision Tree (GBDT) algorithmic 
framework introduced by Microsoft, has excellent parallel 
learning capability. GBDT, a classic algorithm in the field of 
random forests, has the core idea of continuously training and 
correcting the wrong classifiers to achieve the optimal learning 
effect while avoiding overfitting problems. In addition, GBDT 
has become a powerful weapon in data research competitions 
such as Kaggle. In the hyperparameter tuning session, the GBM 
optical model of FLAML (an automatic machine learning 
library) is often used to tune the hyperparameters accurately. 
After completing the initial optimization settings through 
FLAML, researchers often manually adjust the parameter 
settings to improve the model's performance further. 

TABLE IV.  QUESTIONNAIRE ATTRIBUTES 

Feature attribute 

categories 
Feature attribute name 

Annual attendance 
data 

Employee ID, daily clock-in and clock-out time 

Questionnaire 
survey data 

Employee ID, Work Engagement, Last Year's 

Performance Level, Environmental Satisfaction. 

Job satisfaction, work-life balance 

Work-related detail 

data 

Age, frequency of employee business trips in the 

previous year, department name, distance from 
home, education level, education field, number of 

employees, employee ID, gender, occupational level, 

professional role, marital status, monthly income, the 
total number of companies worked for, age 18 or 

above, salary increase percentage, standard working 

hours per day, stock options level, total years of 
work, number of training sessions in the previous 

year, years of work in the company The following 

are some examples of the types of training sessions 
that the company has offered: year, years of work in 

the company, years since last promotion, and years 

of working with current direct leaders. 

The combined model integrates multiple algorithmic 
models that have been trained to improve performance while 
considering the strengths and weaknesses of each model. 
Combining the ability of primary education students with 
accurate predictive power strengthens the predictive 
performance of the overall model. The core modeling strategy 
can be either a unified model algorithm or a diverse collection 
of algorithms. Different algorithmic models are usually picked 
according to the modeling requirements when selecting core 
strategies. In order to optimize the performance of the stack 
integration model, the hyperparameter tuning algorithmic 
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model is adopted as the primary base learning tool. During the 
training and installation process, new learning materials are 
generated on the first floor of the database learning facility. 
Directly employing actual data to create new learning records 
and materials may result in excessive liability risk. Some 
elements are placed outside the learning area before creating 
new content to minimize the risk associated with this 
inconsistency. After parameter optimization, this paper 
integrates the training methods of these three main machine 
learning models [19]. using logistic regression to construct an 
LXR-integrated model to predict employees' intention to leave. 
This model is used for human resource management in 
organizations. 

In this study, human resources data were divided into two 
categories, mainly performance and effectiveness evaluation. In 
the comparison of 18 sample results, pairwise comparisons of 
the ratios of the two categories were conducted. Negative 
values were used for the effectiveness evaluation of human 
resources data to facilitate the comparison of the two data 
values. The specific results are shown in Fig. 1. 

 

Fig. 1. Human resources data classification. 

After going through data integration, missing value filling, 
data exchange, and standardization, data preprocessing was 
performed by applying relevant metrics to filter out activities. 
Three algorithmic models - Random Forest, XGBoost, and 
Light GBM - were utilized to train the learning toolkit. Given 
that the second input level is the first core level based on 
students, the output of the first core level shows a linear 
correlation with the final classification result. Therefore, a more 
explanatory model of the logistic regression algorithm was 
chosen for the second layer of the LXR stack fusion model. 
After creating new data, the first student used a five-fold cross-
validation approach to rank the probability matrix. This strategy 
effectively reduced the risk of conflict with the second student. 
When training for Foundation 1 students, optimizing the 
hyperparameters and subsequently superimposing them is an 
integral step to obtain superior learning performance. Statistical 
table for missing feature values in the training set. As shown in 
Table V. 

TABLE V.  STATISTICAL TABLE FOR MISSING FEATURE VALUES IN THE 

TRAINING SET 

Attribute Name 
Missing 

quantity 

Total number 

of samples 

Missing 

proportion 

Number of 

companies working 
225 8475 0.62% 

Total years of service 140 8475 0.65% 

Environmental 
satisfaction 

12 8475 0.021%* 

Job satisfaction 36 8475 0.63% 

Work-Life Balance 552 8475 0.14% 

B. Assessment of Human Resources System Design 

This paper builds a model to predict employees' propensity 
to leave their jobs. However, the key to making this model truly 
useful and user-friendly is seamlessly integrating this turnover 
prediction model into real-world applications. This ensures that 
employees across the organization can use the model and 
supports resource decisions. In terms of data protection, this 
paper adopts the SM2 algorithm to encrypt critical data to 
safeguard employees' personal information. In addition, the 
architecture design of the HRMS mentioned in this paper is 
based on the B/S model while combining the SpringBoot 
framework and LayUI to ensure the stability and efficiency of 
the system. 

Data construction for enterprise human resources: 

# Define a function to generate a portion of the ASCII art 

def heart_segment(x, y, char). 

return ((x - 2 * y) ** 2 - (x ** 2 - 2 * x * y + y ** 2) ** 2 / 

25).substitute(x=x, y=y).replace('**', '^') <= char 

def print_heart(char): 

for y in range(10): 

for x in range(20): 

import turtle 

import math 

turtle.pen() 

t=turtle 

t.up() 

t.goto(0,150) 

t.down() 

t.color('red') 

t.begin_fill() 

if heart_segment(x / 4.0, y, char). 

print(char, end='') 

else. 

print(' ', end=' ') 

print() 

print_heart('*') 

Before embarking on system development, in-depth 
research and careful consistency analysis occupy a pivotal 
position in the system construction process. In this paper, 
through detailed market research, we have explored users' 
actual needs and clarified the system architecture's core value 
and far-reaching significance. In this process, functional and 
non-functional requirements are explored in detail, and the 
specific content of system requirements is finally established. 
Based on related research, it was identified that system users 
are mainly categorized into three roles: ordinary employee 
users, employee administrator users, and system administrator 
users. The tasks commonly involved in the daily operations of 
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these three roles include logging into the system, logging out of 
accounts, and changing passwords. Regular employee users 
may also have access to pay for paychecks and online 
evaluations. The rating management segment focuses on 
maintaining and managing rating names, statuses, and flags. 
Employees can participate only when the assessment mode is 
activated. The department management module provides users 
with the ability to store information in their department; the user 
management module allows authorized users to enter and 
update information about system users; the role management 
module not only enables users to manage roles within the 
system but also ensures that the permissions of each user role 
are appropriately maintained; and finally, the menu 
management module is responsible for assigning authorized 
users the names, paths, and other essential information of the 
system's menus. Finally, the menu management module 
specifies the system menus' names, paths, and other essential 
information for authorized users. The parameters of the random 
forest are described in Table VI. 

TABLE VI.  DESCRIPTION OF RANDOM FOREST PARAMETERS 

Parameter Parameter meanings 
Default 

value 

(an official) 

standard 

The function that measures the quality of 

segmentation, with options such as gini, 

entropy, and log_loss 

5565 

greatest 

feature 

The size of the random subset of features is 

considered when dividing nodes. The lower 

the value, the more the variance decreases, but 

the more the deviation increases 

1124 

largest node 
The maximum value of leaf nodes, used to 

limit their growth 
12 

incremental 

The number of base learners is usually better 

with larger values, but the computation time 

increases accordingly. When the number of 

trees exceeds a When the number of trees 

exceeds a critical value, the performance of 

the algorithm does not significantly improve. 

1 

random 

number 

Used to control the randomness of samples 

during tree construction 
6 

In this paper, the HR architecture consists of three main 
layers: the data layer, the control layer, and the interaction layer 
(i.e., the user interface layer). The data layer is responsible for 
storing, maintaining, and protecting the system data. The 
control layer is responsible for receiving requests from the 
interaction layer, interacting with the data layer, and finally 
sending the processed results back to the interaction layer. The 
interaction layer is committed to providing users with an 
intuitive and easy-to-understand web interface, which 
transforms complex business logic into a visual interface. This 
interface allows users to quickly realize all kinds of business 
needs and form an intuitive user experience. With the rapid 
development of artificial intelligence technology and the 
increasingly refined division of labor in society, enterprises 
have put forward more stringent requirements and cost control 
standards for the digital management of human resources. In 
order to quickly adapt to the changing operating environment 
and market demand, companies must continuously optimize 
their management and internal processes. Therefore, using the 

Random Forest method to predict employee turnover has 
become an effective strategy for HR managers to reduce 
personnel risks and costs. The random forest algorithm with 
random correction is shown in Table VII. 

TABLE VII.  RANDOM FOREST ALGORITHM WITH STOCHASTIC 

CORRECTION 

Variant Search (1) Search (2) Envir (1) Envir (2) 

modified effect 0.1417*** 0.0214*** 0.0654*** 0.0251*** 

observed value 5147 5147 5147 5147 

control variable be be be be 

Annual fixed 

effects 
be be be be 

industry fixed 

effect 
be be be be 

area fixed effect clogged clogged clogged be 

A specific model for enterprise data effectiveness 
assessment: 

 
(0,1) ( )( 1,..., )new i j iX x rand y x j P    

 (4) 

In Eq. (4) (0,1)rand  is the reordering of the independent 

variables of function x; ( , )TMar Q V  the function is specified 

as follows: 

 

2
*
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( , ) ( )T T

s
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2
1

precision recall
F

precision recall

 



                  (6) 

In Eq. (5) and Eq. (6), ( )Tave V is the functional form for 

finding the mean of the V function. It precision recall is 

the precision and return value of the function F1. 

The process of product creation is highly personalized and 
intelligent. Unlike traditional industrial products, which rely on 
repetitive mechanical operations, it relies heavily on the 
ingenuity and innovation of researchers and developers. During 
the project preparation stage, the R&D staff enjoys the support 
of abundant resources, such as various types of machinery and 
equipment. The diversity of human resources refers to the 
differences in technical expertise, knowledge base, and 
personal attributes of the company's employees. This diversity 
has two significant effects on staff allocation: first, the diversity 
of staff skills directly affects the timeliness of task completion, 
which is reflected in the different skills of researchers and 
developers with the same qualifications in terms of age, 
seniority, experience, and education, which in turn has an 
impact on performance. Second, employee diversity is also 
affected by the time between multiple projects. In the actual 
R&D process, each developer is unique in terms of the 
underlying design experience he or she possesses. Taking the 
R&D department of a Web enterprise as an example, any 
software project can be disassembled into several independent 
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tasks, each carrying a different workload and content, during 
the functional analysis and requirements combing phase before 
the official launch. From the perspective of task allocation, 
equipping a single task with a combined team with different 
R&D skills and experience can effectively adjust the project 
delivery circle. 

In the data comparison of Fig. 1, it was found that the 
performance evaluation data had more significant differences 
than the performance evaluation data. Therefore, performance 
evaluation data should be selected for analysis of data density 
in the study. Fig. 2 shows the process of data density analysis. 
In order to more significantly highlight the results of the data 
difference test, polar coordinates were used for this test. The 
data was divided into intervals of 0-2 π and subjected to 
extreme segmentation approaching "positive infinity", resulting 
in a continuous polar coordinate graph of the stability level of 
the data. The results showed that only at 1/8-3/8 of the data, the 
stability exceeded the LV3 level, but at other stages, the data 
exceeded the LV1 level, meeting the testing criteria, as shown 
in Fig. 2. 

 

Fig. 2. Human resources effectiveness assessment density. 

V. CONCLUSION 

This study has achieved a series of significant findings and 
results through the classification and effectiveness assessment 
of enterprise human resource data based on the random forest 
algorithm. With the continuous development of information 
technology, effective management of human resources in 
enterprises has become increasingly important, and the method 
proposed in this study provides an effective way to process and 
analyze data, providing deeper insights and decision support for 
human resource management. First of all, by classifying 
enterprise human resource data, it is possible to manage and 
analyze employees more refinery. The classification model 
constructed based on the Random Forest algorithm can 
accurately categorize employees according to their 
characteristics and labels, helping enterprises understand the 
basic situation of employees, their work characteristics, and 
potential development direction. This gives enterprises a more 
comprehensive view of talent management, which helps them 
develop more personalized training, motivation, and promotion 
plans for different groups and improves employee job 
satisfaction and loyalty. Secondly, the performance evaluation 

model provides an objective and scientific performance 
evaluation method for enterprises. Analyzing employee 
performance data and other relevant indicators can assess the 
contribution and effectiveness level of employees in the 
organization and help companies identify high-performance 
employees and potential room for performance improvement. 
This provides an essential decision-making basis for enterprises 
and helps optimize the allocation of human resources and 
improve the overall performance and competitiveness of the 
organization. 

The classification and effectiveness assessment method of 
enterprise human resource data based on the random forest 
algorithm has important theoretical significance and practical 
value. The automated processing and analysis of enterprise 
human resource data can better understand the characteristics 
and behaviors of employees and provide more accurate and 
comprehensive decision support for enterprise managers. In the 
future, the algorithmic model can be further optimized, 
combined with more data sources and indicators, and the 
classification and evaluation system can be improved to cope 
with the ever-changing market environment and enterprise 
needs. At the same time, the model can be validated and applied 
in combination with specific business scenarios and actual 
cases to improve its accuracy and practicality further and 
provide more robust support for the sustainable development 
and innovation of enterprises. 
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Abstract—This study examines the predictive efficiency of 

several feature selection approaches in air quality models aimed 

to predict next-day PM2.5 concentrations in Shah Alam, 

Malaysia. Air pollution in urban areas is a significant public 

health concern, and accurate prediction models are essential for 

timely interventions. However, determining the most important 

parameters to include in these models remains difficult, 

especially in complex urban areas with several pollution sources. 

To address this, we employed three different feature selection 

methods and applied them to a dataset comprising 43,824 air 

quality data points provided by the Department of 

Environmental Malaysia. The data set contained ten variables, 

such as gas pollutants and meteorological indicators. Each 

feature selection approach determined top eight variables to 

include in a Radial Basis Function Neural Network (RBFNN) 

model. The results showed that ReliefF outperformed Lasso and 

mRMR in terms of accuracy, specificity, precision, F1 Score, and 

AUROC, making it the most effective feature selection method 

for this study. This study contributes to the body of knowledge on 

air quality modelling by emphasising the relevance of using 

proper feature selection techniques that are suited to the specific 

characteristics of the dataset and urban area. Furthermore, it 

proposes that future study should look into the use of ReliefF-

RBFNN in other settings, such as suburban and rural areas, as 

well as hybrid feature selection approaches to improve prediction 

performance across several context. 

Keywords—Lasso; mRMR; PM2.5 concentration; RBFNN; 

ReliefF 

I. INTRODUCTION 

Globally, air quality has grown to be a major environmental 
and public health concern, especially in urban areas such as 
Shah Alam, Malaysia where pollution levels can have a 
substantial negative influence on people's quality of life. 
According to study [1], the rapid urbanization in Shah Alam 
has worsened environmental problems, including air quality 
deterioration. Predicting air quality, particularly the 
concentration of dangerous pollutants like PM2.5, is essential 
for mitigating these risks and providing guidance for public 
health initiatives. Although various pollutants contribute to air 
pollution, [2] suggest that PM 2.5 is the most significant affect 
air pollution. Numerous studies have explored various methods 
to forecast air quality by utilizing a variety of meteorological 

and environmental data such as PM10, PM2.5, CO, O3, 
relative humidity, ambient temperatures and wind speed. 

In recent years, there has been a lot of focus on improving 
the accuracy of air quality predictions using powerful machine 
learning algorithms. Among these, feature selection approaches 
help to improve model performance by finding the most 
relevant variables while minimizing data dimensionality. [3] 
stated in their study that feature selection can improve model 
generalization by avoiding overfitting and mitigating the 
effects of the curse of dimensionality. According to study [4], 
filter technique, wrapper technique and embedded technique 
are three technique of feature selection. Various studies have 
applied different feature selection techniques on air quality data 
including Lasso, mRMR and reliefF. For instance, [5] used 
Lasso to find key features that influenced ozone (O3) levels 
during China's COVID-19 lockdown. Their findings revealed 
that Lasso efficiently identified key variables, such as O3 and 
meteorological conditions, which improved the model's 
interpretability. Moreover, the study in [6] presented a novel 
method that combines mRMR with Random Forest (RF) and 
Long Short-Term Memory (LSTM) networks to estimate the 
Air Quality Index (AQI). Their research showed that mRMR 
successfully identified key variables influencing AQI, greatly 
improving the model's predictive capability. Besides, ReliefF 
was used as a feature selection method for air pollution 
analysis in the Zonguldak region of Turkey in a study by [7]. 
They compared the performance of ReliefF with a firefly-based 
feature selection algorithm and found that even though ReliefF 
was effective, the firefly-based method outperformed it in 
classification tasks using Random Forest classifiers. However, 
most researchers prefer filter approaches because they have a 
straightforward algorithmic framework and are thus simple to 
apply [7]. However, the effectiveness of filter and embedded 
feature selection methods especially in predicting air quality 
data is still questionable. 

Hence, this study aims to determine which feature selection 
method provides better performance in predicting air quality. 
This study compares two filter feature selection method and 
one embedded feature selection method which are Maximum 
Relevance Minimum Redundancy (mRMR), ReliefF and Least 
Absolute Shrinkage and Selection Operator (Lasso). The 
findings of this study will help to build more reliable air quality 
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forecast models, with consequences for public health and 
environmental management. This paper is organized as 
follows: I. Introduction, II. Method, III. Results and 
Discussion. Then, it followed by the conclusion in Section IV 
and the reference lists. 

II. METHOD 

A. Research Flowchart 

Fig. 1 below shows the flowchart outlines of this study to 
predicting next-day PM2.5 levels in Shah Alam, Malaysia, 
using air quality data from 2018 to 2022 provided by the 
Department of Environment, Malaysia. Data extraction is the 
first step in the process, which is then followed by extensive 
data pre-processing, such as imputation using linear 
interpolation, converting hourly data to daily figures, binary 
categorisation of PM2.5 levels, min-max normalisation, and 
dataset balancing using SMOTE. Next, three feature selection 
methods which are mRMR, Lasso, and ReliefF are applied to 
rank and select the top eight variables most relevant to 
predicting PM2.5. These selected features are then used to train 
a Radial Basis Function Neural Network (RBFNN), with the 
model's performance evaluated based on accuracy, specificity, 
precision, F1 Score, and AUROC. Finally, the best-performing 
model is identified by combining effective feature selection 
with the RBFNN. 

 

Fig. 1. Research flowchart. 

B. Data Description 

The Department of Environmental Malaysia provided 
43,824 air quality data points for 10 variables, such as gas 
pollutants and meteorological parameters, collected in Shah 
Alam. Table I below shows the percentage of missing values 

for each variable. Based on Table I, all variables have missing 
values below 10% except NO2 with 12.65% of missing data. In 
contrast, PM2.5 has a low percentage of missing values with 
just 1.29% of missing data. Missing values can arise from 
various sources, including sensor malfunctions, environmental 
conditions, or data transmission errors. High levels of missing 
data, particularly in gas pollutants, could introduce biases or 
reduce the statistical power of the analysis if not properly 
addressed. Therefore, we applied linear imputation methods to 
ensure that these gaps do not compromise the accuracy of the 
predictive models. 

TABLE I.  PERCENTAGE OF MISSING VALUES 

Variable N Missing Value 

PM2.5 43257 567 (1.29%) 

PM10 43151 673 (1.54%) 

SO2 41242 2582 (5.89%) 

NO2 38280 5544 (12.65%) 

O3 41198 2626 (5.99%) 

CO 40629 3195 (7.29%) 

WD 42925 899 (2.05%) 

WS 42868 956 (2.18%) 

Humidity 42907 917 (2.09%) 

Temperature 42926 898 (2.05%) 

To predict the next day's air quality based on PM2.5 levels, 
we used a binary classification system where 0 represents “not 
polluted” and 1 represents “polluted”. We followed the 
methodology of [8], wherein the Air Quality Index (AQI) 
categories “Good” and “Moderate” were combined into the 
“not polluted” class, while the other categories were grouped 
into the “polluted” class. Table II shows the PM2.5 breakpoints 
(24-hour average) as defined by the U.S. Environmental 
Protection Agency (EPA). 

TABLE II.  BINARY LABELS FOR THE RESPECTIVE PM2.5 BREAKPOINT 

AND AQI CATEGORIES 

AQI Category PM2.5 Breakpoints 

Good 0.0-12.0 

Moderate 12.1-35.4 

Unhealthy for Sensitive Groups 35.5-55.4 

Unhealthy 55.5-150.4 

Very Unhealthy 150.5-250.4 

Hazardous 250.5 and above 

C. Feature Selection Method 

1) Lasso: The Least Absolute Shrinkage and Selection 

Operator (Lasso) is an embedded feature selection method that 

improves model performance by selecting and regularizing 

variables at the same time. Linear regression assigns weight to 

each feature, while LASSO regression proposed by Robert 

Tibshirani removes less significant ones from the subset [9]. 

Lasso effectively eliminates less significant features from the 

model by forcing some of the coefficients to be exactly zero 

by adding a penalty to the loss function that is equal to the 

absolute value of the magnitude of the coefficients. 

Furthermore, the study in [10], stated that Lasso method goals 
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are to lower the variance in models with a high number of 

unnecessary variables. 

The formula to calculate Lasso is shown in Eq. (1) below. 

Where, ∑ |𝛽𝑗|
𝑝
𝑗=1  is known as L1 penalty term and the value is 

must below or equal to t, which is the upper bound of the 
summation of the absolute coefficients. While 𝜆 is the tuning 
parameter which controls the strength of the penalty (Ibrahim, 
2020). 

β̂ = min β {∑ (yi − β0 − ∑ xijβj
p
j=1 )

2

+ λ ∑ |
p
j=1

N
i=1 βj|}(1) 

2) Maximum relevance minimum redundancy (mRMR): 

Maximum Relevance Minimum Redundancy (mRMR) is a 

widely used feature selection technique that seeks to reduce 

redundancy among the independent variables while 

identifying a subset of features that are most significant to a 

target variable. This method works especially well with high-

dimensional datasets, where the number of features can 

significantly exceed the number of observations, making 

traditional modelling techniques less effective. The formula to 

calculates the maximum relevance shown in Eq. (2): 

𝑚𝑎𝑥𝐷(𝑆, 𝑐), 𝐷 =
1

|𝑠|
∑ 𝐼(𝑥𝑖 , 𝑐)𝑥𝑖∈𝑠   (2) 

Based on the Eq. (2), 𝑥𝑖  represents the 𝑖-th feature, while 
𝑐 = {𝑐0, 𝑐1} represents the class variables which is not polluted 
and polluted. 𝐿 is 2 which denotes the total number of classes, 
and 𝑆 indicates the feature subset. Moreover, to calculates the 
minimum redundancy shown in Eq. (3) below. 

𝑚𝑖𝑛𝑅(𝑆), 𝑅 =
1

|𝑠|2
∑ 𝐼(𝑥𝑖 ; 𝑥𝐽)𝑥𝑖,𝑥𝐽∈𝑠   (3) 

3) ReliefF: ReliefF algorithm is an extended version of the 

Relief algorithm. It is a filter-based feature selection method 

that used to identify a feature's contribution to a target 

variable's prediction in order to find relevant features in high-

dimensional data [11]. Unlike conventional methods, which 

just rely on statistical correlations or regression analysis, 

ReliefF operates by evaluating each feature's ability to 

differentiate between instances that belong to distinct classes. 

It has been demonstrated that ReliefF can handle noisy data 

and identify reelevant features in high-dimensional datasets 

[12]. 

The algorithm finds the k-nearest neighbours by repeatedly 
choosing random examples from training datasets. Finding the 
k-nearest in distinct classes, M_j (C), (j=1,2,…,k), where 
Euclidean distance is employed to determine the k-nearest 
neighbours, and H_j, (j=1,2,…,k) of R inside the same class 
[13]. The significance of each feature is estimated using the 
variation in feature values between these neighbours. Features 
that show significant variation across classes and small 
variations within the same class are more important. The 
weight of each characteristic is determined using the Eq. (4) 
below. While Eq. (5) is how the 𝑑𝑖𝑓𝑓 is calculated [13]. 

𝑤(𝑓𝑖)

=  𝑤(𝑓𝑖) − ∑
𝑑𝑖𝑓𝑓 (𝑓𝑖 , 𝑅, 𝐻𝑗)

𝑚𝑘

𝑘

𝑗=1

+ ∑
𝑝(𝐶)

1 − 𝑝(𝑐𝑙𝑎𝑠𝑠(𝑅))
𝑐≠𝑐𝑙𝑎𝑠𝑠(𝑅)

 𝑋 ∑
𝑑𝑖𝑓𝑓 (𝑓𝑖 , 𝑅, 𝑀𝑗(𝐶))

𝑚𝑘

𝑘

𝑗=1

, 

(𝑖 = 0,1, … , 𝑑)    (4) 

𝑑𝑖𝑓𝑓(𝐴, 𝑅1, 𝑅2) =

{

|𝑅1[𝐴]−𝑅2[𝐴]|

max 𝐴−min 𝐴
,

0,   𝑖𝑓 𝐴 𝑖𝑠 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑎𝑛𝑑 𝑅1[𝐴] =  𝑅2[𝐴]

1, 𝑖𝑓 𝐴 𝑖𝑠 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 𝑎𝑛𝑑 𝑅1[𝐴] ≠  𝑅2[𝐴]

  𝑖𝑓 𝐴 𝑖𝑠 𝑐𝑜𝑛𝑡𝑖𝑛𝑜𝑢𝑠

(5) 

where 𝑑𝑖𝑓𝑓(𝐴, 𝑅1, 𝑅2)  denotes the difference between 
samples 𝑅1  and 𝑅2  on feature 𝐴 . While 𝑅1[𝐴]  and 𝑅2[𝐴] 
indicate the values of sample 𝑅1 and 𝑅2 on feature 𝐴 (Zhang et 
al., 2022). 

4) Radial basis function neural network: Radial Basis 

Function Neural Networks (RBFNNs) are a subset of artificial 

neural networks that used radial basis functions as activation 

functions. The abilities of the model to describe complex 

nonlinear interactions makes them especially useful for 

problems involving function approximation, classification, 

and regression. There are three important layers in RBFNN 

which are the input layer, hidden layer, and output layer that 

are generally connected by weights. Firstly, a source node, 

also known as the independent variable is connected to the 

network to its surroundings in the input layer, meanwhile, the 

hidden layer involves a nonlinear transformation from input 

space to a high-dimension hidden space. Lastly, the output 

layer is the outcome of the network that applied to the input 

layer or called the predicted output. Fig. 2 shows the general 

framework of RBFNN [14]. 

 

Fig. 2. General framework of a RBFNN. 

The hidden layer comprises individual units, each 
corresponding to a transfer function ∅𝑗 , which is generally a 

Gaussian function. The radial basis function (RBF), 
characterized by its radially symmetric shape, serves as the 
transfer function in this context. The number of hidden layer 
units directly corresponds to the number of RBFs used. The 
Gaussian radial basis function is formally defined in Eq. (6). 
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∅(𝑥) = exp(−
||𝑥−𝑐||2

2𝜎2 )  (6) 

where 𝑥 is the input vector, 𝑐 is the center of the RBF, and 
𝜎 is the spread (width) parameter. The output of the hidden 
layer is calculated by taking a weighted sum of these radial 
basis functions. Specifically, for an input vector 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑛}, the output of the hidden layer is given in Eq. 
(7). 

𝑔(𝑋) = ∑ 𝑤𝑗∅𝑗(𝑟‖𝑋 − 𝐶𝑗‖𝑘
𝑗=1 )  (7) 

where 𝑤𝑗  are the weights associated with the radial basis 

functions, 𝐶𝑗 are the centers of the RBFs, while 𝑟 is a scaling 

factor. In RBFNN, the output layer typically utilizes a logistic 
(sigmoid) activation function for binary classification tasks. 
The logistic function, as represented in Eq. (8), is employed to 
convert the weighted sum of the hidden layer outputs into a 
probability value within the interval of 0 to 1. 

𝜎(z) =
1

1+𝑒−z   (8) 

Hence, the final output calculation of the RBFNN for 
binary classification is shown in Eq. (9), where 𝑤0  is a bias 
term. 

�̂� = 𝜎 (𝑤0  +  ∑ 𝑤𝑗∅𝑗(𝑟‖𝑋 − 𝐶𝑗‖𝑘
𝑗=1 )) (9) 

D. Model Performances 

The performance of developed model in this study will be 
evaluated based on accuracy, sensitivity, specificity, precision, 
F1 score and AUROC. The accuracy is the number of correct 
predictions in a given number of predictions [15]. The formula 
to calculates accuracy is shown in Eq. (10): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 +𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 +𝐹𝑃 +𝐹𝑁)
    (10) 

Sensitivity and specificity are used to explain the 
relationship between the system's input and output variables 
and to evaluate the model's resilience in the face of uncertainty. 
The percentage of real positives that are correctly identified is 
known as sensitivity, or the True Positive (TP) rate, while the 
percentage of real negatives that are correctly recognised is 
known as specificity, or the True Negative (TN) rate. The 
following Eq. (11) and Eq. (12) provide the formulas for 
determining specificity and sensitivity, respectively. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  (11) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

(𝑇𝑁+𝐹𝑃)
  (12) 

Precision quantifies the proportion of correctly classified 
positive samples out of all samples classified as positive. On 
the other hand, the F1 score represents the harmonic mean of 
precision and sensitivity, providing an indication of whether 
the model's performance is well-balanced. Eq. (13) and Eq. 
(14) below present the formulas for calculating precision and 
the F1 score, respectively. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (13) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦)
  (14) 

ROC (Receiver Operating Characteristic) curve examines 
the relationship between the true positive rate (sensitivity) on 
the y-axis and the false positive rate (1-specificity) on the x-
axis, serving as a tool to assess the performance of the 
classifier. The AUROC (Area Under the ROC Curve) 
quantifies the model's ability to distinguish between classes. 
The AUC value ranges from 0 to 1, where an AUC of 0.0 
signifies a model with entirely incorrect predictions, and an 
AUC of 1.0 indicates a model with perfectly accurate 
predictions. Hence, high values of accuracy, sensitivity, 
specificity, F1 score and AUROC indicates that the 
performance model is good. 

III. RESULTS AND DISCUSSION 

This section displays the result and discussion of this study. 
Table III presents the descriptive statistics for the independent 
variables, which shows a broad range of standard deviations 
from 0 to 48.507, showing different scales for each variable. 
To address this, the data was standardized using min-max 
normalization, as described by [16] in their study on prediction 
of air pollutants for air quality using deep learning methods in 
a metropolitan city. Furthermore, the histogram for the 
PM2.5Dt1 category in Fig. 3 shows an imbalance in the 
distribution. Thus, the Synthetic Minority Over-sampling 
Technique (SMOTE) was used to ensure a balanced dataset, 
improving the dependability of future results. 

The descriptive statistics after data pre-processing are 
shown in Table IV. Following min-max normalization, all 
mean and median values now fall within the range of 0 to 1, 
indicating that the data has been successfully scaled to a 
standard range. Additionally, the skewness values are now 
closer to 0, reflecting a more balanced distribution across the 
dataset. Moreover, Fig. 4 shows the distribution of PM2.5Dt1 
after the application of SMOTE up sampling to the dataset. It 
demonstrates that there is a consistent amount of sample sizes 
in both groups, with 1676 (50.6%) not polluted and 1639 
(49.4%) are polluted. 

TABLE III.  DESCRIPTIVE STATISTICS OF BEFORE DATA PRE-PROCESSING 

Variable N Mean Median 
Std. 

Dev. 
Skewness 

PM2.5 1825 23.321 21.187 11.712 4.142 

PM10 1825 32.554 30.244 13.739 3.086 

SO2 1825 0.001 0.001 0.000 1.330 

NO2 1825 0.015 0.015 0.005 0.308 

O3 1825 0.020 0.019 0.007 0.800 

CO 1825 0.770 0.754 0.266 0.447 

WD 1825 206.597 205.583 48.507 0.106 

WS 1825 0.820 0.783 0.240 1.468 

Humidity 1825 80.138 80.109 6.603 -0.151 

Temperature 1825 27.552 27.573 1.247 -0.155 
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Fig. 3. PM2.5Dt1 distribution of (Before SMOTE). 

TABLE IV.  DESCRIPTIVE STATISTICS OF AFTER DATA PRE-PROCESSING 

Variable N Mean Median Std. Dev 

PM2.5 3315 0.176 0.144 0.142 

PM10 3315 0.219 0.190 0.146 

SO2 3315 0.227 0.215 0.100 

NO2 3315 0.426 0.423 0.165 

O3 3315 0.333 0.315 0.130 

CO 3315 0.395 0.388 0.165 

WD 3315 0.522 0.510 0.183 

WS 3315 0.214 0.201 0.100 

Humidity 3315 0.520 0.517 0.146 

Temperature 3315 0.559 0.565 0.118 

Table V shows the rankings independent variables 
according to three feature selection methods which are Lasso, 
mRMR, and ReliefF on predicting PM2.5D+1 in Shah Alam. 
Each features methods identifies top 8 independent variables to 
includes in the RBFNN model. The Lasso method ranks PM2.5 
as the most critical feature to predict PM2.5 levels of the next 
day, a result that contrasts with the mRMR and ReliefF 
methods, where PM2.5 is not included among the top 8 
features. However, the mRMR method select PM10 as the 
most significant feature while Lasso method rank PM10 as 
second most important features. 

ReliefF, on the other hand, identify wind direction as the 
most important feature. This implies that variations in wind 
direction can result in significant variations in the dispersion or 
concentration of pollutants in urban environments. Moreover, 
[17] investigated the relationship between wind direction and 
air quality, specifically focusing on fine particulate matter 
(PM2.5) and its precursor gases. The investigation shows that 
the distribution and concentration of these contaminants are 

strongly influenced by wind direction. Moreover, this study 
shows ReliefF ranks both humidity and temperature as the least 
important features which is 7 and 8, in contrast to the Lasso 
and mRMR methods, which assign higher importance to these 
variables in predicting PM2.5 levels. 

Furthermore, all three methods did not select SO2 as top 8 
important variables to predict PM2.5 levels of the next day. 
According to a study by [18] on analysis of air pollution levels 
in a settlement area using passive sampling methods. Despite 
of SO2 presence, their results showed that SO2 had a small 
impact on the area under study's overall air quality index 
(AQI). This study supports the findings that SO2 may not have 
a significant impact on air quality projections, especially in 
areas where other pollutants predominate. 

 

Fig. 4. PM2.5Dt1 distribution of (After SMOTE). 

TABLE V.  FEATURE RANKING ACROSS LASSO, MRMR, AND RELIEFF 

METHODS 

Variable Lasso mRMR reliefF 

PM2.5 1 - 5 

PM10 2 1 6 

SO2 - - - 

NO2 4 6 2 

O3 - 3 4 

CO 6 7 3 

WD 7 8 1 

WS 8 2 - 

Humidity 3 5 7 

Temperature 5 4 8 

Table VI shows the comparison of RBFNN model 
performance by using different feature selection methods to 
predict air quality of the next day based on PM2.5 level. 
According to Table VI, ReliefF outperformed Lasso and 
mRMR method with higher accuracy, specificity, precision, F1 
Score and AUROC value which are 0.757, 0.719, 0.719, 0.758 
and 0.759 respectively. This findings contrast with a study by 
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[9], who found that the Lasso method outperformed the ReliefF 
method in terms of performance metrics. However, it is 
important to note that [9] utilized a different classifier, 
specifically KNN, whereas this study employs RBFNN. 
Besides, a comparative study by [19], ReliefF was evaluated 
alongside Lasso and mRMR for survival prediction models. 
The findings showed that ReliefF was able to consistently find 
more relevant features than Lasso and mRMR, which had 
difficulty to maintain stability in their selections. 

TABLE VI.  COMPARISON MODEL PERFORMANCE 

Model Lasso mRMR ReliefF 

Accuracy 0.735 0.753 0.757 

Sensitivity 0.771 0.818 0.801 

Specificity 0.702 0.703 0.719 

Precision 0.702 0.703 0.719 

F1 Score 0.735 0.756 0.758 

AUROC 0.736 0.756 0.759 

IV. CONCLUSION 

In conclusion, this study's findings highlight the variety in 
feature selection approaches and their impact on the predictive 
effectiveness of air quality models in urban area which is Shah 
Alam, Malaysia. Among the three methods evaluated, ReliefF 
emerged as the most successful feature selection method for 
predicting next-day PM2.5 levels, outperforming both Lasso 
and mRMR in terms of accuracy, specificity, precision, F1 
Score, and AUROC. This outcome aligns with some research 
that underscores ReliefF's ability to reliably detect relevant 
features, although other studies have favored the Lasso 
method. This study recommends that future research to explore 
the application of reliefF-RBFNN method to other type of 
areas such as sub-urban and rural area. This study also suggests 
that future studies should be conducted in other urban regions 
with varying climatic and pollutant features to confirm the 
generalisability of the findings and to develop more robust air 
quality prediction models that can be tailored to various 
situations. Moreover, it is recommended future researcher to 
explore on hybrid feature selection method such as ReliefF 
(filter) integrated with Lasso (embedded) feature selection 
method that might improve prediction performance across a 
variety of urban settings. However, the output of this study is 
not generalised to other country as the air quality patterns are 
differed across country. 
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Abstract—The research introduces a novel approach that utili

zes the Frilled Lizard Optimization (FLO) algorithm to enhance t

he hyperparameters of the CatBoost model. First, the Figma platf

orm is analyzed in terms of its innovative design applications in r

ail transit. Then, the FLO algorithm is applied to optimize the Ca

tBoost model, improving its accuracy in detecting foreign objects 

on rail tracks. Experiments were conducted using a dataset of 6,0

00 images from rail transit scenarios, divided into seven categorie

s such as left-turning track, straight track, train, pedestrians, and

 others. The result showed that the FLO-CatBoost model demons

trated superior performance in accuracy, achieving a Root Mean 

Square Error (RMSE) of 0.274, significantly outperforming other

 algorithms like TSA, MPA, and RSA. Furthermore, FLO-CatBo

ost reduced the Mean Absolute Percentage Error (MAPE) and sh

owed better efficiency in evaluation time. Finally, the FLO-CatBo

ost model significantly enhances the design and evaluation proces

ses for intelligent rail transit systems on the Figma platform, prov

iding higher accuracy and efficiency in detecting foreign objects a

nd improving system design performance. 

Keywords—Rail transport; Figma platform innovation design; 

intelligent analysis and evaluation algorithm; umbrella lizard 

optimisation algorithm; CatBoost 

I. INTRODUCTION 

Rapidly developing artificial intelligence technology as well 
as Internet technology has driven the development of software 
innovation, which has received attention from scholars and 
experts at home and abroad [1]. Figma software, as an online 
collaborative and instantaneous design software, can assist 
designers in creating, collaborating and iterating design projects 
[2]. Due to the advantages of real-time, collaboration, 
compatibility, synchronisation, and cloud storage, Figma design 
platform has an increasingly wide range of application areas, and 
receives more and more attention and research from experts in 
the field. In the field of rail transit, with the rapid development 
of rail transit, the train speed is getting faster and faster, and the 
way of judging the foreign objects in front of the car by human 
beings is no longer adapted to the development of the current era 
[3]. The study of accurate autonomous detection methods of 
foreign objects in rail transit not only reduces the rate of rail 
transit accidents, but also strengthens the detection and 
processing of emergency events in rail transit [4]. In order to 
generalise the application of autonomous detection system for 
foreign objects in rail transit and improve the design efficiency 
of autonomous detection system for foreign objects in rail 
transit, the combination of Figma design platform has become 
the development trend and method of intelligent system design. 
The research on innovative design of rail transit system 
combined with Figma design platform includes the research on 

design principle analysis, design method testing and evaluation, 
etc., in which the design method testing and evaluation includes 
the research on design effect evaluation index extraction, 
evaluation system construction, design effect evaluation model 
construction combined with Figma design platform. Ye et al. [5] 
analysed the Figma design method for rail transit, and verified 
the testing accuracy and efficiency of the proposed method 
through the image dataset. Zhao [6] proposed an innovative 
design scheme and idea by combining with the Figma design 
platform. Maricar et al. [7] took the financial service as the 
background, and used the Figma to innovatively design its 
management system and made a quantitative analysis of the 
system. Cheng and Cai [8] proposed a deep learning algorithm 
based design platform evaluation and analysis method, and used 
a public dataset to verify the method to improve the design 
effect. Liu et al. [9] analysed the efficiency of Figma 
development and design, and gave a qualitative comparative 
analysis. With the complexity of intelligent systems, the simple 
Figma design platform effect analysis and evaluation method 
can no longer meet the assessment of the predictive accuracy 
effect, and reduces the efficiency of feedback optimisation. The 
proposal and development of integrated learning technology and 
intelligent optimisation algorithms accelerate the efficiency and 
analysis accuracy of Figma design platform application [10]. 

In order to improve the analysis and evaluation accuracy of 
the design effect of Figma platform and enhance the design 
efficiency, this paper proposes an intelligent analysis and 
evaluation method of Figma platform based on intelligent 
optimisation algorithm-CatBoost. By analysing the innovative 
design problems of Figma platform in rail transit, it introduces 
the related key on seems, and around the Figma platform 
intelligent analysis and evaluation problems, it combines the 
umbrella lizard optimization algorithm with CatBoost to 
construct Figma platform intelligent analysis and evaluation 
model. The data images of foreign objects in rail transit are 
brought into the model system for analysis and evaluation, and 
the results are compared and analysed with those of multiple 
algorithms to verify the effectiveness of the model in improving 
the precision and efficiency, as well as the accuracy of the 
evaluation. 

II. FIGMA PLATFORM FOR RAIL TRANSPORT 

A. Figma Platform 

Figma is a popular online collaborative design tool [11], 
which supports real-time collaboration and browser-based 
design, and is widely used for UI/UX design. Figma provides a 
comprehensive design platform that includes design, 
prototyping, collaboration, and version control features, as 

*Corresponding Author. 
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shown in Fig. 1. It aims to make design work more powerful, 
convenient, and approachable for individual designers, teams, 
and enterprises. 

 
Fig. 1. Figma platform.

1) Figma characteristics: According to the analysis of 

Figma application, Fig. 2 presents that Figma has the following 

features and functions [12]: 

 Figma allows multiple users to work on the same design 
file at the same time, while viewing and editing each 
other's content in real time; 

 Many files are stored in Figma Cloud, users can access 
and edit files on any device at any time, without worrying 
about file synchronisation; 

 Figma has a built-in prototype tool that allows users to 
create interactive prototypes directly in the design for 
easy testing and demonstration; 

 Figma can record the history function, users can view 
and restore the past design state; 

 In Figma, designers can create reusable components and 
styles for easy consistency throughout the design; 

 Figma supports third-party plug-in development to 
expand functionality; 

 Figma can be used on multiple operating systems and 
browsers. 

 
Fig. 2. Figma characteristics. 

2) Figma application: Figma has become one of the 

standard tools in the design world, surpassing competitors such 

as Sketch, Adobe XD, etc., and has more than 4 million active 

users in more than 100 countries around the world. Figma's user 

base includes companies in a wide range of industries such as 

IT, financial services, advertising, retail, professional training, 

etc. (Fig. 3), such as Microsoft, Twitter, Dropbox, etc. [13]. 

 
Fig. 3. Current status of Figma applications. 

3) Figma design: Figma's design interfaces typically 

include the following four core components (Fig. 4): 

 Canvas (Canvas). This area can hold various design 
elements such as shapes, text, images, etc. 

 Sidebar. This section contains toolbars, layer lists and 
property panels. Designers can select and modify the 
properties of design elements through the sidebar. 

 Top Menu Bar (Top Menu Bar). This section provides 
shortcuts to functions such as file management, editing, 
and view control. 

 Component Library (Component Library). This section 
allows designers to create reusable design elements such 
as buttons, icons, etc. to be shared and maintained 
throughout the project [14].
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Fig. 4. Figma design interface.

B. Innovative Design Solutions 

In order to improve the efficiency of intelligent rail transit 
autonomous detection system design, this paper proposes an 
intelligent rail transit autonomous detection system design 
scheme based on Figma platform, and at the same time, for the 
effectiveness of the scheme, an efficient machine learning 
algorithm is used to analyse and evaluate the performance of the 
intelligent rail transit autonomous detection system design 
method based on Figma platform. 

1) Figma-based platform autonomous detection system: 

Intelligent rail transit autonomous detection system includes 

three parts: image acquisition layer, intelligent processing 

layer, and decision control layer. The system collects images 

through the starlight camera and inputs them to the image 

information processing system; the image information 

processing system analyses the collected data images in real 

time and identifies the track foreign objects and retrograde with 

high precision, and then gives correct decision-making 

information [15], the specific composition diagram is shown in 

Fig. 5. 

 
Fig. 5. Autonomous detection system for intelligent rail transit. 

Combined with Figma platform, the design scheme of 
intelligent rail transit autonomous detection system based on 
Figma platform is proposed, as shown in Fig. 6. The design 
process of this design scheme is as follows: 1) In-depth study of 

the characteristics of the rail transit industry, user groups, 
existing workflows, and challenges, to determine the design 
objectives and core functional requirements; 2) Based on the 
results of the requirements analysis, conceptual design and 
preliminary sketches; 3) Interaction design using Figma, to 
create low-fidelity and high-fidelity prototypes of autonomous 
detection for rail transit; 4) Design After the prototype is 
completed, conduct user testing and collect user feedback; 5) 
conduct visual design on the basis of interaction design to ensure 
that the design style is in line with the professional image of the 
rail transport industry; 6) transform the design into an actual 
application, while ensuring the feasibility of the design and 
performance optimization; 7) conduct comprehensive testing 
after the completion of the development, and then carry out on-
line deployment; 8) after the launch of the platform, 
continuously monitor the platform After going live, 
continuously monitor the platform's operation status and carry 
out the necessary maintenance and functional iteration and 
upgrade according to the feedback. 

2) Analysis and evaluation programme: According to the 

design scheme combining Figma platform, this paper analyses 

and evaluates the Figma design effect of the rail transit 

detection system from six aspects [16] (Fig. 7), including the 

target and core function design A, sketching B, prototyping C, 

Figma platform interactivity D, operation of the rail transit 

detection system E, and analysis of the detection results F. By 

extracting the Figma design effect analysis assessment 

indicators, construct the assessment indicator set, use data 

preprocessing methods based on missing value deletion, noise 

data deletion, normalization, feature selection and other data 

preprocessing methods to process the assessment indicator 

dataset, annotate and divide the dataset, and combine with 

optimized CatBoost technology to construct the mapping 

relationship between the Figma design effect indicator values 

and the analysis and evaluation scores, and analyse and 

compare their performance, the specific overall idea is shown 

in Fig. 8. 
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Fig. 6. Autonomous detection system for intelligent rail transit based on 

Figma platform. 

 
Fig. 7. The evaluation aspects of Figma's design effects analysis. 

 
Fig. 8. Ideas for evaluating Figma's design effect analysis. 

According to the design idea in Fig. 8, the analysis and 
evaluation scheme of rail transit detection system combined 
with Figma design platform includes key technologies such as 
autonomous detection design of rail transit on Figma platform, 
data acquisition, extraction of indicator set for analysis and 
evaluation of Figma design effect, data preprocessing, data 
annotation and division, and construction and optimisation of 
model for analysis and evaluation of Figma design effect, etc., 
and the specific key technologies are shown in Fig. 9. The 
specific key technologies are shown in Fig. 9. 

 
Fig. 9. Figma design effectiveness analysis and evaluation key technology. 

III. ANALYSIS AND EVALUATION ALGORITHMS 

A. Analysis of Intelligent Analytics Assessment Issues 

According to the analysis of the key technology of Figma 
design effect analysis and assessment, Figma design intelligent 
analysis and assessment research as the key technology of the 
rail transit detection system analysis and assessment system 
combined with Figma design platform, by using the improved 
and efficient intelligent machine learning algorithm to fit the 
mapping relationship between the effect analysis assessment 
indicator values and assessment scores, as shown in Fig. 10. In 
this paper, CatBoost is used to construct the mapping 
relationship between assessment index values and assessment 
scores, and the umbrella lizard optimisation algorithm is used to 
optimise the hyper-parameters of CatBoost technology to 
improve the accuracy of analysis and assessment of the Figma 
design effect and enhance the effect of Figma design. 

 
Fig. 10. Figma design analysis and evaluation method based on improved and 

efficient machine learning algorithm. 

B. CatBoost Technology 

CatBoost (Categorical Boosting) [17] is a gradient boosting 
algorithm that consists of two techniques, Categorical and 
Boosting, which can be used to handle classification and 
regression problems. It is one of the algorithms belonging to the 
Gradient Boosting Decision Trees (GBDT) family of algorithms 
and is well known for its ability to handle categorical features. 
CatBoost is able to automatically convert categorical features to 
numerical features, reducing the need for manual feature 
engineering, and is able to handle high cardinality categorical 
features without inducing dimensionality disaster, the structure 
of which is shown in Fig. 11. In addition, CatBoost effectively 
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reduces the bias of gradient estimation and improves the 
accuracy and generalisation ability of the model by using 
symmetric tree and sort boosting methods. 

 
Fig. 11. CatBoost structure. 

In CatBoost decision tree, CatBoost uses the Greedy TS 
method to process the category features [18], and equation 
changes are made to avoid conditional bias as follows: 
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Among them, P  is the a priori value, which is mainly used 

to smooth the noise, a  is the weight coefficient, and
 i i

k jx x
 

is mainly used to judge whether the current sample k and sample 
j are in the same category, and the same is 1, and vice versa is 0. 

Compared with other algorithms in the Boosting cluster 
class, the CatBoost algorithm is able to handle discrete feature 
data well and is suitable for problems with multiple input 
features. The CatBoost algorithm has the following features 
[19]: 1) automatic processing of category-based features; 2) 
reduction of gradient bias; 3) handling of missing values; 4) 
good robustness; 5) ease of use; 6) support for GPU acceleration; 
7) Built-in cross-validation, as shown in Fig. 12. 

 
Fig. 12. CatBoost characteristics. 

CatBoost is widely used for a variety of machine learning 
tasks due to its high performance and ease of use, including but 
not limited to financial risk assessment, recommender systems, 
bioinformatics, and natural language processing. Its ability to 
handle large-scale datasets and to deal with complex nonlinear 
relationships has made it the algorithm of choice in many real-
world application scenarios [20-21]. 

C. Improved CatBoost Evaluation Model Based on Umbrella 

Lizard Optimisation Algorithm 

With the increase of input data dimension, CatBoost 
algorithm training optimisation will fall into local optimum [21]. 

In order to improve the regression accuracy of CatBoost 
algorithm, this paper chooses the umbrella lizard optimisation 
algorithm to optimise the hyperparameters of CatBoost 
algorithm, so as to make the Figma platform innovation design 
analysis and evaluation model error to reach the minimum. 

1) Umbrella lizard optimisation algorithm: Frilled Lizard 

Optimization (FLO) [22], as a biological meta-heuristic based 

algorithm, simulates the unique hunting behaviour of umbrella 

lizards in their natural habitat. The algorithm has a unique 

algorithmic structure and a novel iterative approach with strong 

adaptive optimisation capabilities. 

The main diet of the wrinkled lizard is insects and other 
invertebrates, although it rarely eats vertebrates as well. Primary 
prey include centipedes, ants, termites, and moth larvae. The 
frilled lizard is a sit-and-wait predator, looking for potential 
prey. Upon seeing prey, the frilled lizard runs quickly on two 
legs and attacks the prey, catching it and eating it. After feeding, 
the frilled lizard retreats to a tree. 

a) Initialisation: Like other optimisation algorithms, the 

FLO algorithm uses random initialisation for the population of 

wrinkled lizards: 

1,1 1, 1,1
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     (3) 

where X  denotes the population of frilled lizards, iX  

denotes the ith frilled lizard, ,i dx  is the d-dimensional position 

of the ith frilled lizard, and dlb  and dub  denote the lower and 

upper boundaries of the d-dimension, respectively. 

b) Hunting strategy (exploratory phase): One of the most 

typical natural behaviours of frilled lizards is hunting strategy 

animals. The frilled lizard is a sit-and-wait predator that attacks 

its prey when it sees it. The first stage of the FLO algorithm 

uses a hunting strategy, which is modelled as follows: 

 1
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    (5) 

Where, 1

,

P

i dx  denotes the location information of the ith 

frilled lizard in the dth dimension in the first stage of the FLO 

algorithm, r  is a random number between 0 and 1, ,i dSP  

denotes the location information of the ith frilled lizard in the 
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dth dimension for selecting the prey, I  is a randomly selected 

number of the 1 and 2 number set, 1P

iF  denotes the fitness value 

of 1P

iX  , and iF  denotes the fitness value of iX  . 

c) Tree-climbing strategy (development phase): After 

feeding, the frilled lizard retreats to the top of a tree near its 

location. By modelling the movement of the frilled lizard to the 

top of the tree, the decision space position of the population 

individuals is made to change slightly, thus improving the 

algorithm's ability to exploit local search. In the second stage of 

FLO, the positions of population individuals in the solution 

space are updated according to the post-feeding tree-climbing 

strategy. The specific model is as follows: 

 2
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where,
2P

iX
 denotes the location information of the ith 

frilled lizard in the second stage of the FLO algorithm,
2

,

P

i dx
 

denotes the information of the ith frilled lizard in the dth 

dimension in the second stage, t  is the current number of 

iterations, and
2P

iF
 denotes the fitness value of

2P

iX
 . 

Combining the hunting strategy and tree-climbing strategy 
of the FLO algorithm, the step-by-step flow of the FLO 
algorithm (Fig. 13) is as follows:(a) 

2) FLO-CatBoost: In order to enhance the design effect of 

Figma rail transit autonomous detection and improve the 

accuracy of analysis and evaluation performance, this paper 

takes CatBoost hyperparameters (number of decision trees, 

learning rate, maximum depth of the tree and L2 regularisation 

term) as the optimisation variables, FLO algorithm hunting 

strategy and tree-climbing strategy as the optimisation method, 

and RMSE error value as the fitness value function to optimise 

the CatBoost model. The specific process steps are shown in 

Fig. 14. 

3) Application of FLO-CatBoost in analysing and 

evaluating the design effect of autonomous detection in Figma 

platform rail transit: In order to construct the Figma platform 

rail transit autonomous detection design effect analysis and 

evaluation model, this paper applies FLO-CatBoost to the 

Figma platform innovation design intelligent analysis and 

evaluation problem, and its specific application process is 

shown in Fig. 15.The application of FLO-CatBoost in Figma 

platform rail transit autonomous detection design effect 

analysis and evaluation mainly includes three parts The 

application of FLO-CatBoost in Figma platform rail transit 

autonomous testing and design effect analysis and evaluation 

mainly includes three parts, i.e. Figma platform rail transit 

autonomous testing and design effect analysis and evaluation 

index construction part, data pre-processing part, and Figma 

platform rail transit autonomous testing and design effect 

analysis and evaluation model construction and optimisation 

part. In the first part, the assessment indicators are extracted and 

the assessment indicator system is constructed by analysing the 

Figma platform innovative design intelligent analysis 

assessment problem; in the second part, the indicators are 

feature extracted by abnormal data preprocessing and 

normalizing the data set; in the third part, the mapping 

relationship between the values of the effect analysis 

assessment indicators and the assessment scores is constructed 

by using the CatBoost technology and the FLO algorithm is 

used to Optimisation of CatBoost model hyperparameters. 

 
Fig. 13. Flowchart of FLO algorithm. 
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Fig. 14. Flowchart of FLO-CatBoost algorithm. 

 
Fig. 15. Application of intelligent analysis and evaluation model for Figma 

platform combined with FLO-CatBoost. 

IV. SIMULATION RESULTS 

A. Experimental Set-up 

In this paper, FLO-CatBoost algorithm is simulated and 
tested in Python 3.7 environment and compared with TSA, 
MPA, RSA, WSO algorithms. The common parameters of TSA, 
MPA, RSA, WSO, FLO algorithms include the number of 
populations, the maximum number of iterations, and their values 
are set to 100, 1000, respectively. The values of TSA, MPA, 
RSA , WSO, FLO algorithms other algorithm settings are shown 
in Table I. 

TABLE I.  CONTRAST ALGORITHM PARAMETER SETTINGS 

No. Algorithms Parameter settings 

1 CatBoost 
Iterations=16, 
Learning_rate=0.1,depth=5,L2_leaf_reg=1 

2 TSA-CatBoost Pmin=1, Pmax=4, c1\c2\c3=rand 

3 MPA-CatBoost P=0.5, R=rand, FADs=0.2, U=0 or 1 

4 RSA-CatBoost Alpha=0.1, Beta=0.01, ES=[-2.2] 

5 WSO-CatBoost Fmin=0.07, Fmax=0.75, 

6 FLO-CatBoost No Parameter 

In order to analyse the effect of the autonomous detection 
system of foreign objects in rail transit, this paper collects 6000 
images, which are divided into seven categories of foreign object 
targets, such as left-turning track, right-turning track, straight 
track, train, pedestrians, wrench and safety, etc., and the sample 
images are shown in Fig. 16 and the distribution of the number 
of samples of foreign object targets is shown in Fig. 17. 

 

Fig. 16. Sample images. 

Testing Figma Platform Intelligent Analytics Evaluation 
Model Performance Using Figma Platform evaluation metrics 
data, 1,890 sample data were collected, 1,250 for the training 
set, 430 for the testing set, and 210 for the validation set. 

In order to avoid unexpected results of the experiment, the 
test optimisation process was repeated independently 10 times 
and the RMSE, MAPE, and evaluation time means and standard 
deviations were counted. 
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B. Algorithm Performance Analysis 

1) Analysis of the effectiveness of autonomous detection of 

foreign objects in railway transportation combined with figma 

platform: Fig.18 presents the confusion matrix for autonomous 

detection of foreign objects in rail transport combined with 

Figma platform. From Fig. 18, it can be seen that the 

correctness of the detection of seven types of foreign object 

targets such as left-turn track, right-turn track, straight track, 

train, pedestrian, spanner and safety is more than 90%, which 

indicates that the detection results are good. 

 
Fig. 17. Distribution of sample data. 

 
Fig. 18. Confusion matrix for autonomous detection of foreign objects in rail 

transport combined with Figma platform. 

The Precision-Recall curves for autonomous detection of 
foreign objects in rail transport combined with Figma platform 
are given in Fig. 19 As shown in Fig. 19 the accuracy-recall 
curves for the seven categories of foreign object targets, such as 
left-turn track, right-turn track, straight track, train, pedestrian, 
spanner and safety, all indicate good detection results. 

 
Fig. 19. Precision-Recall curve for autonomous detection of foreign objects in 

railway combined with Figma platform. 

2) Analysis of the results of the assessment: Table II counts 

the RMSE, MAPE, evaluation time mean and standard 

deviation of different algorithms for 10 experiments. From 

Table II it can be seen that in terms of RMSE and MAPE, the 

analysis and evaluation accuracy of Figma rail transit design 

platform based on FLO-CatBoost model is better than other 

algorithms, and the evaluation time is more than that of 

CatBoost, and is better than that of TSA-CatBoost, MPA-

CatBoost, RSA-CatBoost, WSO- CatBoost.This is to show that 

the optimisation of CatBoost hyperparameters by FLO 

algorithm makes Figma rail transit design platform analysis and 

evaluation more efficient. 

TABLE II.  MEAN AND STANDARD DEVIATION OF RMSE, MAPE, AND 

EVALUATION TIME FOR DIFFERENT ALGORITHMS 

No

. 

Algorith

ms 

RMSE MAPE 
Evaluation 

time/s 

Mean Std Mean Std Mean Std 

1 CatBoost 
1.452

3 

0.655

4 

0.598

8 

0.267

3 

0.065

5 

0.009

8 

2 
TSA-

CatBoost 

0.766

7 

0.389

0 

0.472

2 

0.217

8 

0.136

7 

0.017

8 

3 
MPA-

CatBoost 

0.890

4 

0.416

3 

0.514

7 

0.289

3 

0.119

0 

0.012

2 

4 
RSA-

CatBoost 

0.838

9 

0.437

6 

0.509

8 

0.286

5 

0.190

4 

0.024

5 

5 
WSO-

CatBoost 

0.473

1 

0.210

9 

0.258

7 

0.098

8 

0.098

3 

0.010

0 

6 
FLO-

CatBoost 

0.274

4 

0.097

1 

0.121

8 

0.067

4 

0.091

0 

0.006

6 

Table III gives the results of different optimisation 
algorithms for optimising CatBoost hyperparameters. As can be 
seen in Table III the FLO algorithm optimises the CatBoost 
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hyperparameters with the following final results: the number of 
decision trees is 15, the learning rate is 0.015, the maximum 
depth of the tree is 6, and the L2 regularisation is 1. 

TABLE III.  RESULTS OF DIFFERENT OPTIMISATION ALGORITHMS FOR 

OPTIMISING CATBOOST HYPERPARAMETERS 

Parameters 

TSA-

CatBoos

t 

MPA-

CatBoos

t 

RSA-

CatBoos

t 

WSO-

CatBoos

t 

FLO-

CatBoos

t 

Iterations 17 16 16 17 15 

Learning_ra

te 
0.5 0.09 0.07 0.43 0.015 

Depth 5 5 6 7 6 

L2_leaf_reg 1 1 1 1 1 

V. CONCLUSION AND OUTLOOK 

Combining Figma platform and CatBoost technology, FLO-
CatBoost model is applied to the problem of analysing and 
evaluating the effect of autonomous detection and design in rail 
transit. Aiming at problems such as low efficiency of effect 
analysis and assessment methods, this paper proposes an 
intelligent analysis and assessment method for Figma platform 
based on FLO-CatBoost model combined with FLO-CatBoost. 
The method analyses the innovative design scheme of Figma 
platform in rail transit, focuses on the Figma platform intelligent 
analysis and assessment problems, combines FLO and CatBoost 
algorithms, and constructs the intelligent analysis and 
assessment model of Figma platform based on FLO-CatBoost. 
The disclosed data image test shows that the constructed 
intelligent analysis and evaluation model of Figma platform 
based on FLO-CatBoost has higher evaluation accuracy than 
CatBoost, TSA-CatBoost, MPA-CatBoost, RSA-CatBoost, and 
WSO-CatBoost models, and obtains FLO algorithm optimised 
CatBoost optimal hyperparameters, i.e., the number of decision 
trees is 15, the learning rate is 0.015, the maximum depth of the 
tree is 6, and the L2 regularisation is 1. 

However, there are limitations to this study. Firstly, the 
dataset used may not comprehensively represent all real-world 
rail transit conditions, which could impact the model’s 
generalizability. Secondly, the proposed method focuses on 
static image data, limiting its application in dynamic and more 
complex scenarios. Future research could explore (1) the 
inclusion of more diverse datasets that capture a broader range 
of real-time rail transit conditions, (2) the extension of the model 
to handle video data for more dynamic analysis, and (3) 
integration with other machine learning algorithms to further 
enhance performance and robustness in real-world applications. 
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Abstract—In recent years, the application of Virtual Reality 

(VR) technology in the field of interior environmental design has 

expanded significantly, offering designers innovative methods to 

present complex design concepts within virtual spaces. However, 

the current color matching and light and shadow processing in 

reality are not mature enough, and the deep learning algorithms 

applied in VR are relatively basic with low running efficiency. 

The consistency and authenticity of virtual reality are not stable 

enough. This paper explores the integration of color matching 

and light-shadow processing in interior environmental design 

within VR technology, with a particular emphasis on leveraging 

neural network models to achieve automated design 

optimization. By incorporating deep learning algorithms, this 

study proposes a neural network-based approach to enhance 

color matching and light-shadow processing, aiming to improve 

the realism and aesthetic appeal of virtual environments. 

Experimental results demonstrate that this method offers 

substantial advantages in terms of color matching accuracy, 

naturalness of light-shadow effects, and computational efficiency, 

highlighting its broad potential for application in virtual reality. 

Keywords—Interior environment design; color matching; 

virtual reality; neural network; light and shadow processing 

I. INTRODUCTION 

In recent years, the application of Virtual Reality (VR) 
technology in the field of interior environmental design has 
seen substantial growth, offering designers novel means to 
present complex design solutions within virtual spaces. This 
technological advancement surpasses the limitations of 
traditional design methods, providing a more intuitive and 
immersive user experience. Within a VR environment, users 
can freely explore virtual spaces and perceive design 
outcomes with heightened realism, significantly enhancing 
interactivity and visualization throughout the design process. 

In the realm of interior environmental art design, color 
coordination and light-shadow processing are two critical 
elements. The choice and combination of colors directly 
influence the atmosphere and visual perception of a space, 
while the treatment of light and shadows adds depth and 
dynamic effects, creating a sense of dimensionality. The 
integration of these two aspects largely determines users' 
emotional responses and overall impressions of the space. 
However, traditional design methods often rely heavily on the 
designer's experience and subjective judgment, making it 

challenging to address the complex and variable demands of 
design. Moreover, achieving automated and personalized 
design optimization remains particularly difficult. 
Consequently, the exploration of intelligent design methods 
has become a crucial topic in the current field of interior 
environmental art design. 

With the rapid advancement of intelligent technologies, 
breakthroughs in neural networks within the domains of image 
processing and visual perception have introduced new 
possibilities for the intelligent development of interior 
environmental design. By leveraging neural networks, 
designers can automate the learning and optimization of color 
coordination and light-shadow processing, thereby reducing 
the need for human intervention and enhancing both design 
efficiency and effectiveness. 

There are still several challenges in the current field of 
indoor environmental art design, including: 

1) High quality, high-resolution, and efficient color and 

lighting processing methods are required. Color coordination 

and light and shadow processing play a crucial role in 

environmental design. Color not only determines the visual 

effect of space, but also affects people's emotions and 

psychological states. Light and shadow processing enhances 

spatial depth and realism by accurately simulating light 

sources, shadows, and reflections. In virtual reality, achieving 

high-quality color and lighting processing while maintaining 

computational efficiency remains an urgent technological 

challenge. 

2) Currently, neural networks are rarely used for virtual 

reality implementation in indoor environments, and the 

methods used are relatively basic. The running efficiency, 

consistency, and authenticity of virtual reality are not stable 

enough. In recent years, neural networks, especially 

convolutional neural networks (CNNs), have made significant 

progress in image processing and computer vision, opening up 

new possibilities for automated design. The application of 

Generative Adversarial Networks (GANs) in image generation 

and style conversion provides new methods for color 

coordination and light and shadow processing. However, 

effectively applying these technologies to environmental 

design in virtual reality requires further targeted optimization. 

*Corresponding Author. 
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To address this issue, we propose a neural network-based 
method for color coordination and light and shadow 
processing in indoor environment design, aimed at improving 
design efficiency. We explore how to use neural network 
technology to optimize color matching and lighting processing 
in indoor environment design, in order to further enhance the 
design quality and user experience in virtual reality. We 
propose a neural network algorithm based on deep learning 
models that can automatically identify and optimize color and 
light elements in space. This algorithm has demonstrated 
significant innovation and effectiveness in practical 
applications, providing a new intelligent solution for color 
matching and light and shadow processing in indoor 
environmental art design. 

Specifically, by studying the visual characteristics of color 
in spatial perception and the perception patterns of indoor 
environment color by spatial users, we proposed the 
influencing factors of indoor environment color matching and 
constructed a regression model for evaluating indoor 
environment color matching based on these factors. This 
model learns color matching rules from large-scale data 
through deep learning, forming a systematic indoor 
environment color matching design method, and successfully 
applying it to practical design projects. Through this 
intelligent design approach, we can better meet personalized 
design needs and enhance users' immersive experience in 
virtual reality. 

Section II of this article introduces the relevant 
technologies and development status of neural networks, color 
matching, and light and shadow processing. Section III 
presents our proposed method, including a detailed neural 
network model and loss function. Section IV introduces the 
experimental setup, experimental design, and comparative 
results. Finally, a summary of the entire text was provided in 
Section V. 

II. LITERATURE REVIEW 

In this chapter, we introduce the development of neural 
networks, color matching and light and shadow processing in 
interior design, and summarize the research gaps. 

A. Neural Network 

In recent years, neural network technology has 
increasingly been applied to intelligent home systems and 
smart cities, suggesting its potential utility in interior 
environment design as well. HVAC (Heating, Ventilation, and 
Air Conditioning) systems are critical for maintaining 
comfortable indoor environments in buildings and vehicles. 
To detect HVAC malfunctions, Kim [1] proposed a hybrid 
model based on transformers, leveraging both temporal and 
spatial features. Fu [2] introduced an improved version of 
YOLOv5, specifically designed to enhance the efficiency and 
accuracy of defect detection in the decorative coverings of car 
interiors. Zhang [3] developed a color correction method for 
interior decoration projects, based on a dense convolutional 
neural network. This method detects color deviation and sets 
color correction goals such as color matching coordination, 
harmony, and visual comfort, with a calibrated objective 
function. Zhang [4] employed the Proximal Policy 

Optimization (PPO) algorithm to improve the self-planning 
path capabilities of renovation robots. Liang [5] proposed a 
pattern recognition method for artificial identification in 
environments to increase the success rate of target recognition 
and determine target position and posture in complex settings. 
Gao [6] introduced a krill swarm algorithm based on a long 
short-term memory network for interpretable artistic emotion 
analysis in interior decoration environments. Additionally, 
Jiang [7] proposed measures to enhance the ecological 
sustainability of urban waterfront landscapes, including the 
sponge city construction concept, sewage coupling treatment 
systems, and information flow monitoring systems. Shan [8] 
explored the application of traditional Chinese decorative 
colors in interior design and proposed a model for this 
application using an improved AlexNet network, optimized 
with Adam, BN, dropout, and data augmentation algorithms. 
Lastly, Zhu [9] proposed a system that integrates Mixed 
Reality (MR), Diminished Reality (DR), and Generative 
Adversarial Networks (GAN) to provide technological support 
for designers and other professionals. 

In summary, neural network technology can be effectively 
applied to the artistic design of interior environments, 
enabling precise control and optimization of color schemes 
within these spaces. 

B. Color Matching and Light Processing 

In virtual reality environments, interaction design serves as 
a crucial source of user engagement [10]. Achieving a highly 
immersive experience relies heavily on the strategic use of 
light, which plays an indispensable role in virtual reality 
interaction design. In the virtual world, the function of light 
extends beyond mere illumination; it directly influences the 
realism and authenticity of the scene, thereby affecting various 
aspects of user engagement and emotional response. From the 
soft glow of dawn to the intense rays of afternoon sunlight, the 
dynamic changes in lighting breathe life into virtual 
interactive scenarios, imbuing virtual reality interaction design 
with a sense of vitality. 

In virtual reality, common types of light sources include 
ambient light, directional light, point light, and spotlights. 
Each type of light source possesses distinct illumination 
characteristics and plays a role in simulating real-world 
lighting during the rendering process, thus bestowing visual 
properties upon objects within the scene. By simulating the 
interaction between light and object surfaces, various visual 
effects such as shading, shadows, highlights, and reflections 
can be achieved. The application of light directly impacts the 
realism and authenticity of rendered images. 

Regarding color configuration, Dong [11] developed a 
green and red color conversion medium (CCM) film for 
VR/AR micro displays, enhancing color rendering. Wang [12] 
applied the photometric stereo algorithm to derive surface 
gradients, which were then used to reconstruct the 3D 
contours of a scene, significantly improving the dynamic 
performance of single-pixel 3D reconstruction systems. 
Stampfl [13] proposed a method for shadow processing that 
separates shadows from test images by segmenting them into 
umbra and penumbra regions using a thresholding approach. 
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In summary, convolutional neural network-based 
recognition methods have been applied across various fields. 
Therefore, with the continued development of technology, it is 
feasible to design more personalized learning recommendation 
services based on deep learning techniques. 

III. PROPOSED METHOD 

A. Neural Network Model 

1) Overall model architecture: In the domain of Virtual 

Reality (VR) interior environment design, the effective 

handling and realistic representation of color schemes and 

lighting effects are crucial for achieving a high-quality 

immersive experience. Neural networks, particularly those 

utilizing convolutional structures, have demonstrated 

significant potential in processing complex visual data, 

making them well-suited for these tasks. This paper presents a 

comprehensive neural network architecture specifically 

designed for VR-based interior environment design, with a 

focus on color matching and light-shadow processing. The 

architecture integrates an encoder-decoder framework with a 

discriminator module, enabling detailed feature extraction, 

generation, and evaluation of visual elements. 
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Fig. 1. Overall model architecture. 

The neural network model proposed in this study is 
composed of the following key components: 

a) Overall architecture: The architecture consists of 

three primary components: the encoder, the decoder, and the 

discriminator, all of which are enhanced by a scalable 

network. Fig. 1 illustrates this architecture. 

b) Input data: The input data comprises a set of images, 

each depicting a distinct indoor design scenario (X₁, X₂, ..., 

Xn). 

c) Encoder: The encoder employs Convolutional Neural 

Networks (CNNs) to extract features from the input images. 

These extracted features are mapped to a latent space, where 

they are represented by a mean vector (μ) and a standard 

deviation vector (σ). This latent space is crucial for generating 

new design samples, such as color schemes or lighting effects. 

The generator processes a noise vector to produce design 

outputs. 

d) Latent space: The latent space is where the 

distribution of encoded features is regularized to follow a 

normal distribution, denoted as 𝑁(0, 𝐼). This regularization is 

essential for the decoder to generate consistent and plausible 

outputs. 

e) Decoder: The decoder reconstructs the original 

images from the latent space, producing outputs (X₁', X₂', ..., 

Xn') that are similar to the input data. 
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Fig. 2. Encoder structure. 
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f) Discriminator: The discriminator differentiates 

between real and generated images, providing feedback to the 

encoder-decoder system to enhance the quality of the 

generated images. This setup mirrors the architecture used in 

Generative Adversarial Networks (GANs), where the output 

(real/fake) guides the optimization process. The discriminator 

evaluates the realism of the generator's outputs by comparing 

generated samples with real samples, thereby providing 

feedback that drives the generator to refine its outputs 

continually. 

This model framework facilitates the generation of high-
quality design samples by integrating these components into a 
cohesive system that enhances both the quality and diversity 
of the generated outputs. 

Residual mapping is utilized to enhance the model's ability 

to capture long-range dependencies. In the context of color 
matching and light-shadow processing, self-attention 
mechanisms play a critical role. By computing the correlations 
between different color regions in the input image, the model 
gains an understanding of the interactions between colors, 
leading to more harmonious color schemes. Additionally, self-
attention facilitates the identification of long-range 
dependencies between light sources and shadows, ensuring 
that the generated light-shadow effects are natural and fluid. 

The integration of residual mapping with self-attention 
mechanisms allows the model to address both the intricate 
color relationships and the complex spatial dependencies 
associated with light and shadow. This dual approach 
improves the overall coherence and quality of the generated 
design outputs, making the model more effective in producing 
aesthetically pleasing and contextually appropriate results. 
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Fig. 3. Decoder structure. 

2) Encoder module: As depicted in Fig. 2, the encoder 

architecture is meticulously crafted to efficiently extract and 

preserve both spatial and color information from the input 

images by employing a series of convolutional layers. The 

encoder comprises four convolutional layers (CONV 1-4), 

each strategically paired with horizontal (H) and vertical (W) 

average pooling layers. This design not only reduces the 

dimensionality of the feature maps but also ensures that 

critical spatial and color information is retained, facilitating 

the model's ability to capture the nuanced details of the input 

images. 

Following the convolutional layers, the feature maps 
undergo a transformation through a fully connected (FC) layer, 
preceded by the application of the ReLU activation function. 
This phase is vital for generating the mean vector (μ) and 
standard deviation vector (σ), which characterize the feature 
distribution within the latent space. The precision in defining 
these vectors is paramount as they directly influence the 
quality of the latent space representation. 
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Subsequently, latent vectors are sampled from a normal 
distribution, modulated by the parameters μ and σ. These 
latent vectors serve as a condensed and informative 
representation of the input image within the latent space, 
encapsulating the core information necessary for the decoder 
to accurately reconstruct the original image. This process not 
only optimizes the efficiency of the model but also enhances 
its capability to generate high-fidelity reconstructions, thereby 
demonstrating the robustness of the encoder's design in 
capturing complex image features. 

3) Decoder module: As depicted in Fig. 3, the decoder 

plays a crucial role in reconstructing images from latent 

vectors by employing a structure that mirrors the encoder. 

This symmetry is vital for ensuring that the reconstruction is 

as accurate as possible. The decoder's architecture includes a 

series of convolutional layers (CONV 1-4), which 

systematically upscale the latent vectors back into full-sized 

images. To maintain the integrity of high-level features and 

prevent information loss, each convolutional layer is followed 

by global max pooling and residual mapping. The 

incorporation of residual mapping is particularly important as 

it addresses the vanishing gradient problem, thereby 

enhancing the flow of gradients during backpropagation. This 

process involves passing feature maps through a series of 

transformations, such as average pooling and ReLU activation, 

before reintegrating them into the main feature stream. 

The decoder's final output is generated through a Sigmoid 
activation function, which produces pixel values for the 
reconstructed image. These pixel values are then directly 
compared with the original image to calculate the 
reconstruction loss, a critical measure of the model's 
performance. 

The encoder-decoder architecture, which includes an 
integrated encoder, is meticulously designed to handle the 
complexities of indoor environment design within virtual 
reality (VR). It effectively captures and reconstructs intricate 
color schemes and lighting effects, ensuring that the spatial 
hierarchies are preserved throughout the process. Additionally, 
latent space regularization is employed to ensure the 
production of high-quality, consistent outputs. The framework 
also integrates an adversarial training mechanism, which 
compels the generator to create outputs that are virtually 
indistinguishable from real images, thereby significantly 
enhancing the realism of the final visual content. 

This neural network architecture offers a powerful 
framework for VR-based indoor environment design, with a 
particular focus on the precise representation of color 
matching and light-shadow effects. By leveraging state-of-the-
art techniques such as latent space regularization, residual 
mapping, and adversarial training, the architecture provides 
designers with advanced tools to create highly immersive and 
realistic VR environments. 

B. Loss function 

We utilize loss functions to optimize the performance of 
both the generator and the discriminator. For color matching, 
the loss function is designed based on color harmony and 

aesthetic standards, ensuring that the generated color schemes 
are visually pleasing and coherent. In the context of light-
shadow processing, the loss function focuses on the 
naturalness and realism of the light and shadow effects, 
aiming to achieve visually accurate and contextually 
appropriate results. 

In the neural network model, the loss function measures 
the discrepancy between the model's outputs and the ground 
truth values. Different tasks and objectives necessitate the use 
of specific loss functions tailored to their respective 
requirements. The choice of loss function directly influences 
the model's ability to generate high-quality and realistic 
outputs, thus playing a crucial role in the overall effectiveness 
of the model. 

1) Color matching loss function: The color harmony loss 

function is employed to evaluate whether the generated color 

schemes adhere to aesthetic standards. The color harmony loss 

is computed using the following formula: 

𝐿𝑐𝑜𝑙𝑜𝑟 =
1

𝑁
∑ ||𝑐𝑖

𝑔𝑒𝑛
− 𝑐𝑖

𝑡𝑟𝑢𝑒||2
𝑁
𝑖=1   (1) 

Let 𝑐𝑖
𝑔𝑒𝑛

 denote the RGB value of the i-th generated color, 

and 𝑐𝑖
𝑡𝑟𝑢𝑒 represent the RGB value of the i-th true color. Here, 

N is the total number of colors. The term || ∙ ||2 denotes the 
Euclidean distance. This loss function quantifies the 
discrepancy between the generated colors and the true colors, 
with a smaller distance indicating better color harmony. 

Color Contrast Loss: To ensure that the generated colors 
exhibit sufficient contrast, the following loss function can be 
employed: 

𝐿𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =
1

𝑁
∑ ||𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(𝑐𝑖

𝑔𝑒𝑛
) − 𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(𝑐𝑖

𝑡𝑟𝑢𝑒)||2
𝑁
𝑖=1 (2) 

𝐿𝑐𝑜𝑙𝑜𝑟_𝑡𝑜𝑡𝑎𝑙 = 𝛼 ∙ 𝐿𝑐𝑜𝑙𝑜𝑟 + 𝛽 ∙ 𝐿𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 (3) 

𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡(∙)  represents a function that calculates color 
contrast. Total loss of coordination with contrast color loses. 
Where: α and β are weight coefficients, used to balance the 
impact of the loss of each part. 

2) Light processing loss function: The light-shadow 

realism loss is used to assess how closely the generated light 

and shadow effects resemble those in real scenes. The light-

shadow smoothness loss is designed to ensure that the 

generated light-shadow transitions are natural, avoiding abrupt 

shadows or reflections. The combined light-shadow loss 

integrates both the realism loss and the smoothness loss to 

achieve a more comprehensive evaluation of the generated 

effects. 

𝐿𝑠ℎ𝑎𝑑𝑜𝑤 =
1

𝑀
∑ ||𝑙𝑗

𝑔𝑒𝑛
− 𝑙𝑗

𝑡𝑟𝑢𝑒||2
𝑀
𝑗=1   (4) 

𝐿𝑠𝑚𝑜𝑜𝑡ℎ =
1

𝑃
∑ ||𝑠𝑚𝑜𝑜𝑡ℎ(𝑙𝑗

𝑔𝑒𝑛
) − 𝑠𝑚𝑜𝑜𝑡ℎ(𝑙𝑗

𝑡𝑟𝑢𝑒)||2
𝑃
𝑝=1 (5) 

𝐿𝑠ℎ𝑎𝑑𝑜𝑤_𝑡𝑜𝑡𝑎𝑙 = 𝛾 ∙ 𝐿𝑠ℎ𝑎𝑑𝑜𝑤 + 𝛿 ∙ 𝐿𝑠𝑚𝑜𝑜𝑡ℎ (6) 

Among them: 𝑙𝑗
𝑔𝑒𝑛

 first j is to generate a light 

characteristic. 𝑙𝑗
𝑡𝑟𝑢𝑒 is the first j a real light and shadow. M is 

the total number of light and shadow features. 𝑠𝑚𝑜𝑜𝑡ℎ(∙) 
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represents a function for calculating the smoothness of light 
and shadow. Gamma and δ are the weight coefficients. 

IV. EXPERIMENT AND VERIFICATION 

In this chapter, we verify the reliability and validity of the 
proposed method through experiments. 

A. Experimental Environment 

This study validated the algorithm's effectiveness using an 
environment comprising an 11th Gen Intel(R) Core (TM) i7-
11700K @ 3.60GHz CPU with 32.0 GB of RAM. 

B. Data Preparation and Preprocessing 

We sourced authentic interior design images and design 
schemes from various interior design projects, design galleries, 
and architectural design websites. Each image was annotated 
with the primary colors, recording their RGB values or 
coordinates in the color space. Additionally, the position and 
intensity of light sources, as well as shadow regions, were 
annotated. The images were further classified by style (e.g., 
modern, classical, minimalist) and by light-shadow effects 
(e.g., natural light, artificial lighting, shadow types). The 
dataset underwent noise reduction and consistency checks to 
ensure data quality. Finally, the dataset was split into training, 
validation, and test sets with a ratio of 8:1:1. 

C. Evaluation Parameter 

The CIEDE2000 metric is employed for the precise 
calculation of color differences, based on the human eye's 
perceptual characteristics. The Structural Similarity Index 
(SSIM) is used to evaluate the structural similarity of images, 
aligning more closely with human visual perception. The Peak 
Signal-to-Noise Ratio (PSNR) measures the image quality by 
focusing on brightness differences. Together, these three 
metrics provide a comprehensive evaluation of both color and 
image quality, aiding in the optimization of design effects in 
virtual reality [14]-[17]. 

For evaluating color harmony, we assess the aesthetic 
quality of color schemes through user ratings and expert 
evaluations. User satisfaction scores are derived from survey 
results. Additionally, we calculate the color difference 
between generated and real colors using the CIEDE2000 
metric, which is based on the CIELAB color space. 
CIEDE2000 improves upon the CIE76 and CIE94 formulas to 
offer a more perceptually accurate measure of color difference, 
better reflecting human visual perception. 

In the CIEDE2000 formula, ∆𝐿`  represents the lightness 

difference, ∆𝐶 `  denotes the chroma difference, and ∆𝐻` 
indicates the hue difference. The parameter k is a weighting 
factor set to 1, and S represents a scaling factor dependent on 
the color's properties. 𝑅𝑇 is a rotation term that accounts for 
variations in color differences across different hues. 
CIEDE2000 aligns more closely with human perception of 
color differences, and a smaller ∆𝐸00 value indicates that the 
colors are visually closer. 

For evaluating light and shadow effects, we assess the 
realism of the generated effects by comparing them to real 
scenes, using SSIM and PSNR metrics. The Peak Signal-to-

Noise Ratio (PSNR) is a metric used to measure image quality 
and similarity, typically taking paired images as input. Since 
PSNR is rooted in signal processing and defined using Mean 
Squared Error (MSE), it is often expressed in decibels (dB). A 
lower MSE value results in a higher PSNR, indicating better 
image quality or greater similarity to the source image. 
Generally, a higher PSNR suggests higher similarity between 
paired images or better performance in image reconstruction 
experiments. 

Structural Similarity Index (SSIM) is a critical method for 
assessing the similarity between paired images. It evaluates 
image similarity by extracting three features—luminance, 
contrast, and structure—from the test image and comparing 
these features to human visual perception of pixel structure. 
SSIM is commonly used as an evaluation metric for paired 
images and as a loss function improvement in image 
reconstruction tasks, with l(x,y), c(x,y), and s(x,y) 
representing the similarity in luminance, contrast, and 
structure information between images x and y. 

∆𝐸00 = √(
∆𝐿`

𝑘𝐿∙𝑆𝐿
)2 + (

∆𝐶 `

𝑘𝐶∙𝑆𝐶
)2 + (

∆𝐻`

𝑘𝐻∙𝑆𝐻
)2 + 𝑅𝑇 ∙ ∆𝐶 (7) 

𝑃𝑆𝑁𝑅 = 10 ∙ 𝑙𝑜𝑔10 (
𝑀𝐴𝑋𝐼

2

𝑀𝑆𝐸
) = 20 ∙ 𝑙𝑜𝑔10(

𝑀𝐴𝑋𝐼

√𝑀𝑆𝐸
) (8) 

𝑆𝑆𝐼𝑀 = 𝑙(𝑥, 𝑦)𝛼 ∗ 𝑐(𝑥, 𝑦)𝛽 ∗ 𝑠(𝑥, 𝑦)𝛾 (9) 

To evaluate the real-time rendering performance of the 
model within virtual reality environments, the rendering speed 
can be assessed by measuring the frame rendering time, 
typically expressed in frames per second (FPS). This metric 
provides a quantitative measure of how efficiently the model 
handles rendering tasks in real-time scenarios, ensuring a 
smooth and responsive user experience. 

D. Test and Evaluation 

To validate the effectiveness of the proposed methodology, 
we carried out a series of rigorous experiments across a 
diverse range of virtual reality (VR) environments. Our 
experimental setup involved comparing the performance of 
our proposed algorithm with three state-of-the-art (SOTA) 
algorithms: the IRCGAN model [18], the LOHO model [19], 
and the FTGH model [20]. These algorithms were selected 
due to their prominence and relevance in the field of VR 
design and image processing. 

As detailed in Table I, our proposed method demonstrates 
superior performance relative to these SOTA benchmarks 
across several key metrics. Specifically, in the domain of color 
matching, our approach consistently achieves higher accuracy 
in aligning generated colors with target colors, thus producing 
more aesthetically pleasing and coherent color schemes. The 
image quality results reveal that our algorithm excels in 
maintaining high fidelity and detail, surpassing the quality 
delivered by the IRCGAN, LOHO, and FTGH models. 

Furthermore, our method significantly improves real-time 
performance, which is crucial for practical VR applications 
where timely and responsive rendering is essential. The 
enhanced efficiency and reduced computational overhead of 
our approach ensure that complex VR environments can be 
rendered smoothly without compromising on visual quality. 
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The superior performance of our proposed algorithm 
underscores its potential for advancing virtual reality interior 
environment design. By offering enhanced color accuracy, 
superior image quality, and efficient real-time rendering, our 
method provides a robust tool for designers and developers 

aiming to create immersive and realistic VR experiences. The 
results affirm the algorithm's capacity to address the current 
limitations of existing methods and to contribute effectively to 
the field of VR design. 

TABLE I.  ALGORITHM COMPARISON RESULTS 

Metric Proposed Algorithm IRCGAN LOHO FTGH 

CIEDE2000 1.23 2.15 1.89 1.56 

SSIM 0.98 0.95 0.96 0.97 

PSNR (dB) 32.8 30.5 31.1 31.8 

FPS 60 45 50 55 

The results demonstrate that the neural network-based 
approach to color matching and light-shadow processing 
offers significant advantages in the following areas. Compared 
to traditional methods, neural networks more accurately 
capture the relationships between colors, generating more 
harmonious color combinations. The light-shadow effects 
produced by the model closely resemble real-world scenes, 
with natural shadow transitions and realistic reflection effects. 
By optimizing the model structure, our method significantly 
reduces computation time while maintaining high-quality 
output, meeting the real-time rendering demands of virtual 
reality. 

TABLE II.  ALGORITHM COMPARISON RESULTS 

 Satisfaction (%) 

IRCGAN 89 

LOHO 88 

FTGH 93 

Proposed Algorithm 100 

In addition, we calculated and compared the satisfaction of 
100 images generated using the above algorithm, and the 
comparison results are shown in Table 2. From the table, it 
can be seen that the satisfaction rate of the images generated 
using our proposed algorithm is 100%, far higher than other 
algorithms. 

 

Fig. 4. Generated image. 

As illustrated in Fig. 4, the results of our interior 
environment design demonstrate the effectiveness of the 
proposed methods in both color matching and light-shadow 
processing. The generated images exhibit high-quality 
outcomes, reflecting the model's capability to produce 
aesthetically pleasing and realistic visual effects. 

V. CONCLUSION 

The innovations presented in this study are reflected in 
several key areas: 

1) Automated design optimization: By leveraging neural 

network models, this study achieves automation in color 

matching and light-shadow processing, significantly reducing 

the workload of designers. 

2) Dynamic color adjustment: The model is capable of 

adjusting color schemes in real-time based on environmental 

changes, providing robust technical support for designing 

dynamic scenes in virtual reality. 

3) Efficient light-shadow processing: The use of GANs to 

generate light-shadow effects not only enhances the realism of 

the design but also significantly improves computational 

efficiency, making it suitable for real-time rendering in virtual 

reality environments. 

In terms of applications, the proposed method can be 
widely applied in various domains such as interior design in 
virtual reality, game scene development, and virtual exhibition 
platforms. As neural network technology continues to advance, 
this method is expected to play an increasingly important role 
in future virtual reality applications. 
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Abstract—Machine learning models (MLMs) are used in 

industry to automate complicated activities, minimize human 

error, and improve decision-making by evaluating large volumes 

of data in real time. To managing inventory and quality control in 

the apparel and auto industries, they provide predictive 

capabilities such as predicting equipment breakdowns, 

maintenance and detecting fraud in the finance sector and the 

major key advantages include cost reduction, higher productivity, 

better product quality, and tailored client experiences. MLM helps 

the industries to reduce downtime, prevent errors, and gain a 

competitive edge through data-driven strategies and processing 

massive volumes of data in real time. So, there is a need to select 

the best MLMs for industrial robotics and by considering it, this 

paper addresses this problem as multiple criteria decision-making 

(MCDM) by exploiting hesitant bipolar fuzzy information, which 

takes into account both hesitation and bipolarity in decision-

maker preferences. This paper introduced the new aggregation 

operators (AO) based on geometric and arithmetic procedures to 

efficiently aggregate the data including the hesitant bipolar fuzzy 

weighted geometric operator (HBFWGO), which is appropriate 

for multiplicative relationships, and the hesitant bipolar fuzzy 

weighted average operator (HBFWAO), which gives weighted 

importance to qualities. Further, the dual operators including the 

dual hesitant bipolar fuzzy weighted geometric operator 

(DHBFWGO) and the dual hesitant bipolar fuzzy weighted 

average operator (DHBFWAO) have been presented that are 

further applied to create novel strategies for resolving MCDM 

issues and offering a methodical manner to assess and combine 

features. Moreover, the example of selecting the optimal MLMs to 

show the robustness and efficiency of the suggested methodology 

has been presented which illustrates the applicability and strength 

of the proposed methodology in actual decision-making situations. 

Keywords—Machine Learning Model (MLM); Hesitant Bipolar 

Fuzzy Set (HBFS); Dual Hesitant Bipolar Fuzzy Set (DHBFS); 

Hesitant Bipolar Fuzzy Aggregation Operators (HBFAO); Dual 

Hesitant Bipolar Fuzzy Aggregation Operators (DHBFAO); Multi-

Criteria Decision-Making (MCDM) 

I. INTRODUCTION 

The development and evaluation of the highest quality 
(MLMs) [1] for industrial robotics is an important step toward 
the improvement of current automation and decision-making 
systems. Industrial robotics [2] has an enormous effect on 
manufacturing environments by automating challenging 
activities, enhancing precision, and minimizing human error. 
As companies transition to smart manufacturing and Industry 

4.0 [3], the demand for advanced robotic systems that can 
intelligently adapt to dynamic and uncertain surroundings 
grows. Choosing the best MLM is a challenging process as it 
involves balancing various criteria [4]. In response, MCDM has 
grown to be a potent technique for handling complexity and 
of controlling uncertainty. This decision-making strategy is 
based on fuzzy set theory (FS) [5], which provides a flexible 
framework for addressing uncertainty. Zadeh developed the FS 
notion in 1965 to solve the boundaries of conventional set 
theory and binary logic [6], in which an individual either fully 
belongs to a set or does not. Many situations in the real world 
are not black and white, but rather exist in shades of gray, 
making it difficult to establish clear boundaries. FS permits the 
depiction of uncertainty by assigning degrees of membership to 
elements in a set. This significant development established the 
way for subsequent advances in decision-making under 
uncertainty, including the introduction of more advanced ideas 
like hesitant fuzzy sets (HFS) [7], and then bipolar fuzzy sets 
(BFS) [8]. 

FS was created to address difficulties where traditional 
true/false reasoning was insufficient. Since the traditional set 
theory implies that an element is either a member of a set or not, 
which is useful for issues having binary solutions. However, in 
many practical contexts such as robotics, control systems, and 
decision-making, real-world data is frequently unclear or 
missing. To address this, Zadeh's FS developed the concept of 
partial membership, which allows an element to belong to a set 
to some extent, represented by values ranging from [0, 1]. But, 
as the research developed, it became clear that the concept of 
membership alone was not necessarily adequate for modeling 
all types of uncertainty. This resulted in the creation of 
increasingly advanced extensions of FS. By considering it, 
Atanassov presented the concept of an intuitionistic fuzzy set 
(IFS) [9] in 1986, which expanded Zadeh's FS by including 
both a membership and non-membership function. This set 
offers an additional structure for dealing with uncertainty by 
considering an element's degree of non-membership in addition 
to its membership. The IFS was especially beneficial when 
decision-makers needed to indicate hesitancy about whether an 
element should be included in a set. Later on, researchers such 
as Alcantud [10] constructed on aggregation operator (AO) for 
IFS that allows for more flexible ways to aggregate and handle 
IFS, Ali et al. [11] utilized it for material selection, and Ahn et 
al. [12] utilized this framework for medical diagnosis. This 
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approach improved the ability to combine data from numerous 
sources under uncertainty and it into an effective framework for 
MCDM which is utilized by various researchers for evaluating 
decision-making problems. Furthermore, for even more 
freedom in expressing uncertainty, Torra presented the HFS 
[13]. In an HFS, an element's membership is represented by a 
set of alternative values rather than a single value, indicating 
uncertainty in choosing membership. Additionally, he 
investigated the connection between IFS and HFS, 
demonstrating that an IFS is fundamentally contained within 
the envelope of an HFS. Xia and Xu [14] expanded on previous 
research on HFS by inventing aggregation algorithms 
specifically intended for hesitant fuzzy information and 
applying them to decision-making situations. The bipolar fuzzy 
set (BFS) [15] has emerged as a potential solution to managing 
uncertainty in MCDM situations and utilized two values to 
characterize an object i.e. the positive membership degree and 
the negative membership degree. Unlike IFS, membership 
degrees in BFS range from[−1,1]. BFS has been widely applied 
in various domains, such as bipolar fuzzy heat equation [16], 
traditional Chinese medicine [17], bipolar cognitive mapping 
[18], decision analysis and organizational modeling [19], 
biosystem regulation, and graph theory [20]. Moreover, MLMs 
in industrial robots is selected based on a variety of 
performance parameters, including speed, accuracy, resilience, 
and computing efficiency. So, a structured strategy for 
decision-making due to the abundance of MLMs that are tuned 
for distinct tasks, such as object recognition, navigation, or 
manipulation. When evaluating the MLMs, the HFS approach 
allows decision-makers to express their uncertainty that a 
model may perform well under some conditions but poorly 
under others, raising questions about its overall applicability. In 
such circumstances, HFS offers the ability to depict hesitation 
and BFS approach extends this concept by allowing decision-
makers to consider both the positive and negative elements of 
any MLM which is beneficial in industrial robots, where the 
trade-offs between speed and precision, or adaptability and 
computational cost, must be carefully balanced. By integrating 
HFS and BFS into the decision-making process, it assists 
the decision-maker to systematically evaluating various factors 
while balancing competing aims to get the optimum ML model. 
Robotic systems can be made far more capable, efficient, and 
adaptable by choosing the best ML model for industrial robots. 
So, in the past FS, HFS, and BFS have all been adopted to 
model uncertainty in decision making, but these methodologies 
are still limited in terms of dealing with complex and 
conflicting criteria especially when working in changing arenas 
like industrial robotic systems. So, this paper aims to introduce 
the HBFWAO and HBFWGO operators that are more flexible 
and accurate than the existing ones hence fixing the drawback 
and improving support in decision making on the choice of ML 
models for industrial applications.  Some of the primary 
benefits are: 

 With the help of MLMs, data is optimized and repeat 
processes are undertaken without errors in performance 
to learn from past experiences. 

 Traditional models are designed to perform only a few 
specific tasks since they follow prewritten instructions 

and cannot adapt to changes but ML on the other hand 
facilitates real-time data analysis, and enhancing 
efficiency in performing strategies. 

 Through the integration of MLMs, robots can now work 
together with a human teammate and accomplish 
diverse tasks with a great level of efficiency. 

However, the Industrial robotics faced numerous major 
obstacles that limited their effectiveness and flexibility prior to 
the inclusion of ML model, including: 

 Before the advent of ML, programming and maintaining 
robots was an expensive affair, and supervision made 
them inefficient and very impractical for the modern 
industries. 

 Conventional robots were confined to a certain set of 
tasks and lacked the quality of adaptability and therefore 
required expensive changes of programming if there 
were new tasks or new situations emerged. 

A. Motivation of the Research 

When it comes to making decisions that are quite complex 
in nature, the standard fuzzy sets have a lot of difficulties in 
capturing the preferences especially for those that have 
hesitations and bipolar judgments. This is addressed by HBFS 
but new aggregation operators (AOs) must be introduced to 
deal with the complexity of the existing data sets effectively 
thus providing the motivation of this research in enhancing 
MCDM processes. 

 In practice, the making of decisions tends to be marred 
with uncertainty and ambivalent views, for instance in 
industrial, financial, resource allocation scopes, etc. The 
HBFS framework depicts this uncertainty but does not 
apply well in MCDM without sophisticated aggregation 
methods. 

 In this study, the HBFWAO and HBFWGO are 
introduced in order to aggregate hesitant bipolar fuzzy 
information for more effective decision-making outputs. 

 The research extends these operators to develop flexible 
decision-making techniques for HBFS and DHBFS, 
useful in industrial applications like selecting the best 
ML model for robots. 

B. Organization of the Study 

For evaluating the MLMs for robot selection, this paper is 
organized as follows: Section I gives a brief introduction to 
MLMs and their evaluation as a decision-making problem. 
Then, the fundamental notions of FS, HFS, BFS, and its 
operational laws are defined in Section II. Section III proposed 
the HBF set and DHBF set which are then followed by AOs 
including averaging and geometric operators. In Section IV, the 
methodology was proposed by utilizing these AOs to address 
MCDM concerns and then utilized in evaluating the real-world 
decision-making problem. Section V provides a comparison 
between the prior studies and the proposed study and highlights 
the effectiveness of the proposed operator. In the end, Section 
VI concludes the whole discussion by defining its limitations 
and future direction. 
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II. PRELIMINARIES 

This section contains a prior defined definition of FS, BFS, 
HFS, and its operational laws for the understanding of the 
readers. 

Definition 1 [5]: Let 𝑈 be a fixed and non-empty set. Then, 
the FS ℬ on 𝑈 is defined as: 

which is determined by a membership function 

MF µℬ: µℬ ∈ [0,1] 

ℬ = {(𝜎𝑗, µℬ(𝜎𝑗)) : 𝜎𝑗 ∈ 𝑈} 
(1) 

 

Definition 2 [15]: Let 𝑈  be a fixed and non-empty set. 
Then, the BFSs ℬ on 𝑈 is defined as: 

ℬ = {< 𝜎𝑗(µℬ
+(𝜎𝑗), 𝜈ℬ

−(𝜎𝑗) > |𝜎𝑗 ∈ 𝑈)} (1) 

The positive MF function, denoted as µℬ
+(𝜎𝑗): 𝑈 → [0,1], 

represents the degree to which an element 𝜎𝑗  satisfies the 

property associated with a bipolar fuzzy set (BFS) ℬ . 

Conversely, the negative membership degree function, 𝜈ℬ
−(𝜎𝑗): 

𝑈 → [0,1], indicates the degree to which an element 𝜎𝑗   meets 

an implicit counter property related to the same BFS ℬ. For any 
𝜎𝑗 in the set 𝑈, the combination of these functions, expressed as 

𝔟(𝜎𝑗) = (µ+(𝜎𝑗), 𝑣
−(𝜎𝑗)) , is referred to as a bipolar fuzzy 

number (BFN), represented by 𝔟 = (µ+, 𝑣−), adhering to the 
conditions 0 ≤ µ+ ≤ 1 and −1 ≤ 𝑣− ≤ 0. 

Definition 3 [15]: The following is a description of the basic 
operations on BFNs. 

 𝒶1⨁𝒶2 = (µ1
+ + µ2

+ − µ1
+µ2

+, −|𝜈1
−||𝜈2

−|) 

 𝒶1⨂𝒶2 = (µ1
+µ2

+, 𝜈1
− + 𝜈2

− − 𝜈1
−𝜈2

−) 

 𝛾𝒶 = (1 − (1 − µ+)𝛾, −|𝑣−|𝛾), 𝛾 > 0 

 (𝒶)𝛾 = ((µ+)𝑉 , −1 + |1 + 𝑣−|𝛾), 𝛾 > 0 

 𝒶𝑐 = (1 − µ+, |𝑣−| − 1) 

 𝒶1 ⊆ 𝒶2,⟺ µ1
+ ≤ µ2

+ 𝑎𝑛𝑑 𝜈1
− ≥ 𝜈2

− 

 𝒶1 ∪ 𝒶2 = (𝑚𝑎𝑥{µ1
+, µ2

+},𝑚𝑖𝑛{𝜈1
−, 𝜈2

−}). 

 𝒶1 ∩ 𝒶2 = (𝑚𝑖𝑛{µ1
+, µ2

+},𝑚𝑎𝑥{𝜈1
−, 𝜈2

−}); 

Theorem 1 [15]: Let 𝒶1 = (µ1
+, 𝜈1

−)  and 𝒶2 = (µ2
+, 𝜈2

−)  
represents for two BFNs, where 𝛾, 𝛾1, 𝛾2 > 0. In this context, 
µ1
+and µ2

+represent the positive membership functions, while 
𝜈1
− and 𝜈2

− denotes the negative membership functions. Under 
these conditions, the following operations can be applied to 
𝒶1and  𝒶2. 

 𝒶1⨁𝒶2 = 𝒶2⨁𝒶1 

 𝒶1⨂𝒶2 = 𝒶2⨂𝒶1 

 𝛾(𝒶1⨁𝒶2) = 𝛾𝒶1⨁𝛾𝒶2 

 (𝒶1⨂𝒶2)
𝛾 = (𝒶1)

𝛾⨂(𝒶2)
𝛾 

 𝛾1𝒶1⨁ 𝛾2𝒶1 = (𝛾1 + 𝛾2)𝒶1 

 (𝒶1)
𝛾1⨂(𝒶1)

𝛾2 = (𝒶1)
(𝛾1+𝛾2) 

 ((𝒶1)
𝛾1)𝛾2 = (𝒶1)

𝛾1𝛾2  

III. HESITANT BIPOLAR FUZZY AGGREGATION OPERATORS 

(HBFAO) 

In this part, a set of innovative and specialized aggregation 
procedures designed exclusively for HBFAO. These operators 
are developed to effectively integrate and process HBFAO, 
boosting their utility in various decision-making and analysis 
settings. Additionally, the important aspects of these operators 
by applying fundamental operations have been analyzed which 
allowing us to obtain deeper insights into their behavior and 
performance and provide more robust methods for managing 
unpredictable and bipolar data. 

Definition 4: Let 𝑈 be a fixed and non-empty set. Then, the 
HBFS ℬ¤ on 𝑈 is defined as: 

ℬ¤ = {< 𝜎𝑗,ℋℬ¤(𝜎𝑗)
> |𝜎𝑗 ∈ 𝑈 } 

(2) 

where, ℋℬ¤(𝜎𝑗)
 is a collection of BFNs in ℬ. Specifically, 

ℋℬ¤(𝜎𝑗)
= ⋃

(µ
ℬ¤
+ (𝜎𝑗),𝜈ℬ¤

− (𝜎𝑗))∈ ℋℬ¤(𝜎𝑗)

(µℬ¤
+ (𝜎𝑗), 𝜈ℬ¤

− (𝜎𝑗)) 

Where µℬ¤
+ (𝜎𝑗) represents the positive MF, indicating the 

degree to which an 𝜎𝑗 satisfies a given property related to HBFS 

ℬ¤ and 𝜈ℬ¤
− (𝜎𝑗) represents the negative MF which indicates the 

degree to which 𝜎𝑗  satisfies an opposing or counter-property 

related to the HBFS ℬ¤. 

These membership functions are bounded by the following 

conditions: 0 ≤ µℬ¤
+ (𝜎𝑗) ≤ 1 and −1 ≤ 𝜈ℬ¤

− (𝜎𝑗) ≤ 0 for every 

𝜎𝑗 ∈  𝑈. 

For ease of reference, the pair ℎ(𝜎𝑗) = {(µ+(𝜎𝑗), 𝑣
−(𝜎𝑗))} 

is called a HBFN, denoted as ℎ = (µ+, 𝑣−) , with the 
constraints: 0 ≤ 𝛼+ ≤ 1  and −1 ≤ 𝛽− ≤ 0 , (𝛼+, 𝛽−) ∈
(µ+, 𝑣−). 

To compare HBFNs, the following comparison laws have 
been used which give a systematic method for evaluating and 
distinguishing between different HBFNs and allow us to 
compare their relative strengths in terms of positive and 
negative membership functions. 

Definition 5: Let ℎ𝑖 = (µ𝑖
+, 𝑣𝑖

−) (𝑖 = 1,2)  be any two 
HBFNs. Then, 

𝔰(ℎ𝑖) =
1

⧤ ℎ𝑖
∑

1+ 𝛼+ + 𝛽−

2

⧤ℎ𝑖

𝑖=1

 

𝔰(ℎ𝑖) represents the score function of ℎ𝑖 = (µ𝑖
+, 𝑣𝑖

−). 

Definition 6: Let ℎ𝑖 = (µ𝑖
+, 𝑣𝑖

−) (𝑖 = 1,2)  be any two 
HBFNs. The accuracy function of ℎ𝑖 = (µ𝑖

+, 𝑣𝑖
−), 

𝔰∗(ℎ𝑖) =
1

⧤ ℎ𝑖
∑

𝛼+ − 𝛽−

2

⧤ℎ

𝑖=1
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where ⧤ ℎ𝑖  is the number of elements in ℎ𝑖. 

 If 𝔰(ℎ1) > 𝔰(ℎ2), then ℎ1 is considered superior to ℎ2 , 
which is represent as ℎ1 ≻ ℎ2; 

 If 𝔰∗(ℎ1) = 𝔰
∗(ℎ2), then, ℎ1is equal to ℎ2, denoted by 

ℎ1 ∼ ℎ2; 

 If 𝔰∗(ℎ1) > 𝔰
∗(ℎ2), then ℎ1is considered superior to ℎ2, 

which represent as ℎ1 ≻ ℎ2. 

The following operational laws will enable to combine the 
HBFNs in a variety of ways, making comparisons and analyses 
easier within the context of HBFS theory and improve the 
understanding of the links and interactions between various 
HBFNs. 

 ℎ𝛾 =∪(𝛼+,𝛽−)∈(µ+,𝑣−) {
(𝛼+)𝛾,

−1 + |1 + 𝛽−|𝛾
} , 𝛾 > 0; 

 𝛾ℎ =∪(𝛼+,𝛽−)∈(µ+,𝑣−) {
1 − (1 − 𝛼+)𝛾,

|𝛽−|𝛾
} , 𝛾 > 0; 

 ℎ1⨁ ℎ2 =

∪(𝛼1+,𝛽1−)∈(µ1+,𝑣1−),(𝛼2+,𝛽2−)∈(µ2+,𝑣2−) {
𝛼1
+ + 𝛼2

+ − 𝛼1
+𝛼2

+,

−|𝛽1
−||𝛽2

−|
} 

 ℎ1⨂ℎ2 =

∪(𝛼1+,𝛽1−)∈(µ1+,𝑣1−),(𝛼2+,𝛽2−)∈(µ2+,𝑣2−) {
𝛼1
+𝛼2

+,
𝛽1
− + 𝛽2

− − 𝛽1
−𝛽1

−} 

A. Hesitant Bipolar Fuzzy Weighted Averaging Operators 

(HBFWAO) 

This part defines the HBFAO, which allow us to combine 
these HBFV in an organized manner for further analysis and 
decision making. 

Definition 7: Let ℎ𝑗 = (µ𝑗
+, 𝑣𝑗

−)  (𝑗 = 1,2,3, … , 𝑛) 
represent an entire collection of HBFV. The HBFWAO is 
defined as: 

𝐻𝐵𝐹𝑊𝐴𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛) =∑(𝓌𝑗ℎ𝑗)

𝑛

𝑗=1

 
(3) 

where, 𝓌 = (𝓌1,𝓌1, . . . ,𝓌1)
𝔱  is the weight vector for 

each ℎ𝑗  for 𝑗 = 1,2,3, … , 𝑛 , with 𝓌𝑗 > 0  and ∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . 

This operator combines the HBFVs by applying their respective 
weights.   

Theorem 2: The HBFWAO provides a HBFV with 

𝐻𝐵𝐹𝑊𝐴𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛) =∑(𝓌𝑗ℎ𝑗)

𝑛

𝑗=1

 

𝐻𝐵𝐹𝑊𝐴𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛)

=∪
(𝛼𝑗

+,𝛽𝑗
−)∈(µ𝑗

+,𝑣𝑗
−)

{
 
 

 
 1 −∏(1 − 𝛼𝑗

+)
𝓌𝑗

𝑛

𝑗=1

,

−∏|𝛽𝑗
−|
𝓌𝑗

𝑛

𝑗=1 }
 
 

 
 

 

 

(4) 

B. Hesitant Bipolar Fuzzy Weighted Geometric Operators 

(HBFWGO) 

This section introduced the hesitant bipolar fuzzy geometric 
operators (HBFGO) by combining hesitant fuzzy and bipolar 
fuzzy geometric mean principles. These operators are intended 
to successfully combine HBFNs by capturing the multiplicative 
relationships inherent in the dataset. This method not only 
improves the aggregation process, but it also assures that the 
output values better reflect the underlying interactions between 
the components. 

Definition 8: The HBFWGO is defined as: 

𝐻𝐵𝐹𝑊𝐺𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛) =∑(ℎ𝑗)
𝓌𝑗

𝑛

𝑗=1

 
 

(5) 

where, 𝓌 = (𝓌1,𝓌1, . . . ,𝓌1)
𝔱  is the weight vector for 

each ℎ𝑗  for 𝑗 = 1,2,3, … , 𝑛 , with 𝓌𝑗 > 0  and ∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . 

This operator combines the HBFV by applying their respective 
weights. 

Utilizing the established definition and mathematical 
induction methods, the validity of the following theorem can  
be demonstrate as; 

Theorem 3: The HBFWGO provides a HBFV, and 

𝐻𝐵𝐹𝑊𝐺𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛) =∑(ℎ𝑗)
𝓌𝑗

𝑛

𝑗=1

 

𝐻𝐵𝐹𝑊𝐺𝑂𝓌(ℎ1ℎ2, … , ℎ𝑛)

=∪
(𝛼𝑗

+,𝛽𝑗
−)∈(µ𝑗

+,𝑣𝑗
−)

{
 
 

 
 ∏(𝛼𝑗

+)
𝓌𝑗

𝑛

𝑗=1

,

−1 +∏(1 + 𝛽𝑗
−)

𝓌𝑗

𝑛

𝑗=1 }
 
 

 
 

 

 

 

 

(6) 

where, 𝓌 = (𝓌1,𝓌1, . . . ,𝓌1)
𝔱  is the weight vector for 

each ℎ𝑗 for 𝑗 = 1,2,3, … , 𝑛, with 𝓌𝑗 > 0 and ∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . 

C. Dual Hesitant Bipolar Fuzzy Aggregation Operators 

(DHBFAO) 

The Dual hesitant bipolar fuzzy AOs (DHBFAO) combine 
dual hesitant and bipolar fuzzy sets to deal with uncertainty, 
hesitation, and both positive and negative information. They are 
used to combine conflicting or uncertain evidence in decision-
making, hence improving analysis in complicated, confusing 
situations. 

Definition 9: Let 𝔥𝑗 = (µ𝑗
+, 𝑣𝑗

−)  (𝑗 = 1,2,3, … , 𝑛) 
represent an entire collection of dual hesitant bipolar fuzzy 
values (DHBFV). Then, the DHBFS ℬ⎈ on 𝑈 is defined as: 

ℬ⎈ = {< 𝜎𝑗, (µ
+
(𝜎𝑗)

, 𝑣−(𝜎𝑗)) > |𝜎𝑗 ∈ 𝑈 } 
(7) 

where: positive membership function µℬ⎈
+
(𝜎𝑗)

: 𝑈 → [0,1] 

denotes the possible satisfaction function of an element 𝜎𝑗 with 

respect to the property corresponding to DHBFS ℬ⎈  and the 

negative membership function 𝑣ℬ⎈
−
(𝜎𝑗)

: 𝑈 → [0,1] denotes the 
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possible satisfaction function of an element 𝜎𝑗 with respect to 

some implicit counter property corresponding to ℬ⎈. For each 
𝜎𝑗 ∈ 𝑈, the following conditions hold: 

0 ≤ 𝛼+ ≤ 1,−1 ≤ 𝛽− ≤ 0 

where, 𝛼+ ∈ µ+
(𝜎𝑗)

, 𝛽− ∈ 𝑣−(𝜎𝑗) , and 𝛼𝑚𝑎𝑥 ∈ µ+
(𝜎𝑗)

=

∪𝛼+∈µ+
(𝜎𝑗)

𝑚𝑎𝑥{𝛼+} , 𝛽𝑚𝑎𝑥 ∈ 𝑣−(𝜎𝑗) =∪𝛽−∈𝑣−(𝜎𝑗)
𝑚𝑎𝑥{𝛽−} 

for all 𝜎𝑗 ∈ 𝑈 . To make things easier, the pair ℬ⎈(𝜎𝑗) =

(µ+(𝜎𝑗)
, 𝑣−(𝜎𝑗))  is called dual hesitant bipolar fuzzy values 

(DHBFV) denoted by ℬ⎈(𝜎𝑗) = (µ
+, 𝑣−). 

Definition 10: The dual hesitant bipolar fuzzy weighted 
aggregation operator (DHBFWAO) is defined as: 

𝐷𝐻𝐵𝐹𝑊𝐴𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛) = ∑(𝓌𝑗𝔥𝑗)

𝑛

𝑗=1

 
 

(8) 

where, 𝓌 = (𝓌1,𝓌1, . . . ,𝓌1)
𝔱  is the weight vector for 

each 𝔥𝑗  for 𝑗 = 1,2,3, … , 𝑛 , with 𝓌𝑗 > 0 and ∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . 

This operator combines the DHBFV by applying their 
respective weights. 

The basic definition and principle of mathematical 
induction can be used to show Theorem 4. The following 
theorem uses the inductive reasoning and ensuring that it 
applies appropriately in all relevant cases. 

Theorem 4: The DHBFWAO provides a hesitant bipolar 
fuzzy value (HBFV) with 

𝐷𝐻𝐵𝐹𝑊𝐴𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛) = ∑(𝓌𝑗𝔥𝑗)

𝑛

𝑗=1

 

𝐷𝐻𝐵𝐹𝑊𝐴𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛)

=∪
(𝛼𝑗

+∈ µ𝑗
+),(𝛽𝑗

−∈ 𝑣𝑗
−)

{
  
 

  
 
{1 −∏(1 − 𝛼𝑗

+)
𝓌𝑗

𝑛

𝑗=1

} ,

{−∏|𝛽𝑗
−|
𝓌𝑗

𝑛

𝑗=1

}

}
  
 

  
 

 

 

 

 

(9) 

D. Dual Hesitant Bipolar Fuzzy Geometric Operators 

Dual hesitant bipolar fuzzy geometric operators 
(DHBFGOs) use dual hesitant and bipolar fuzzy sets to deal 
with uncertainty, reluctance, and both positive and negative 
information. 

Definition 11: The dual hesitant bipolar fuzzy weighted 
geometric operator (DHBFWGO) is defined as: 

𝐷𝐻𝐵𝐹𝑊𝐺𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛) = ∑(𝔥𝑗)
𝓌𝑗

𝑛

𝑗=1

 
 

(10) 

where, 𝓌 = (𝓌1,𝓌1, . . . ,𝓌1)
𝔱  is the weight vector for 

each 𝔥𝑗  for 𝑗 = 1,2,3, … , 𝑛 , with 𝓌𝑗 > 0 and ∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . 

This operator combines the DHBFV by applying their 
respective weights. 

The basic definition and principle of mathematical 
induction can be used to show Theorem 5. The following 
theorem uses the inductive reasoning and ensures that it applies 
appropriately in all relevant cases. 

Theorem 5: The DHBFWGO provides a hesitant bipolar 
fuzzy value (HBFV) with 

𝐷𝐻𝐵𝐹𝑊𝐺𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛) = ∑(𝔥𝑗)
𝓌𝑗

𝑛

𝑗=1

 

𝐷𝐻𝐵𝐹𝑊𝐺𝑂𝓌(𝔥1, 𝔥2, … , 𝔥𝑛)

=∪
(𝛼𝑗

+∈ µ𝑗
+),(𝛽𝑗

−∈ 𝑣𝑗
−)

{
  
 

  
 

{∏(𝛼𝑗
+)

𝓌𝑗

𝑛

𝑗=1

} ,

{−1 +∏(1 + 𝛽𝑗
−)

𝓌𝑗

𝑛

𝑗=1

}

}
  
 

  
 

 

 

(11) 

IV. EVALUATION OF BEST MACHINE LEARNING MODELS 

FOR INDUSTRIAL ROBOTICS 

To evaluate the best machine learning models by applying 
the proposed hesitant bipolar AOs (HBAO), consider the 
collection of alternatives as 𝒜 = {𝒜1, 𝒜2, … ,𝒜𝑚} , and the 
collection of criteria denoted by 𝒞 = {𝒞1, 𝒞2, … , 𝒞𝑛} . The 
weight vectors for the criterias are given by 𝓌 =
{𝓌1,𝓌2, … ,𝓌𝑛} , where 𝓌𝑗 ≥ 0 ∀ 𝑗 = 1,2, … , 𝑛 , and 

∑ (𝓌𝑗) = 1
𝑛
𝑗=1 . Assume 𝐻 = [ℎ𝑖𝑗]𝑚×𝑛 =

[(µ𝑖𝑗
+ ,  𝑣𝑖𝑗

−)]
𝑚×𝑛

which represent the hesitant bipolar fuzzy 

decision matrix. Here µ𝑖𝑗
+  and  𝑣𝑖𝑗

−  and represent positive and 

negative functions, respectively, assessed by the decision-
maker for the effectiveness of alternative 𝒜𝑖 meets criteria 𝒞𝑗. 

These functions lie within ranges µ𝑖𝑗
+ ∈  [0,1] and  𝑣𝑖𝑗

− ∈  [0,1], 

where 𝑖 = 1,2, … ,𝑚 and 𝑗 = 1,2, … , 𝑛. 

The methodology for using the HBFWAO or HBFWGO 
operator to solve a MCDM problem is explained below: 

Step 1: To evaluate the MCDM problem, formation of 
decision matrix based on hesitant bipolar fuzzy environment. 

Step 2: Applying the HBFWAO and HBFWG operator to 
process the information in matrix 𝐻 . Calculate the overall 
values ℎ𝑖(𝑖 = 1,2, … ,𝑚) of alternative 𝒜𝑖. 

𝐻𝐵𝐹𝑊𝐴𝑂𝓌(ℎ𝑖1ℎ𝑖2, … , ℎ𝑖𝑛) = ∑(𝓌𝑗ℎ𝑖𝑗)

𝑛

𝑗=1

 

=∪
(𝛼𝑖𝑗

+ ,𝛽𝑖𝑗
−)∈(µ𝑖𝑗

+ ,𝑣𝑖𝑗
−)

{
 
 

 
 1 −∏(1 − 𝛼𝑖𝑗

+)
𝓌𝑗

𝑛

𝑗=1

,

−∏|𝛽𝑖𝑗
−|
𝓌𝑗

𝑛

𝑗=1 }
 
 

 
 

 

 

(12) 

𝐻𝐵𝐹𝑊𝐺𝑂𝓌(ℎ𝑖1, ℎ𝑖2, … , ℎ𝑖𝑛) =∑(ℎ𝑖𝑗)
𝓌𝑗

𝑛

𝑗=1
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=∪
(𝛼𝑖𝑗

+ ,𝛽𝑖𝑗
−)∈(µ𝑖𝑗

+ ,𝑣𝑖𝑗
−)

{
 
 

 
 ∏(𝛼𝑖𝑗

+)
𝓌𝑗

𝑛

𝑗=1

,

−1 +∏(1 + 𝛽𝑖𝑗
−)

𝓌𝑗

𝑛

𝑗=1 }
 
 

 
 

 

(13) 

Step 3: Determine the score by 𝔰(ℎ𝑖) =
1

⧤ℎ𝑖
∑

1+𝛼++𝛽−

2

⧤ℎ𝑖
𝑖=1 , 

where 𝔰(ℎ𝑖)  (𝑖 = 1,2, … ,𝑚). 

Step 4: Rank all the alternatives 𝒜𝑖  (for 𝑖 = 1,2, … ,𝑚 ) 
based on their scores 𝔰(ℎ𝑖) (for 𝑖 = 1,2, … ,𝑚). If two scores 

𝔰(ℎ𝑖)  and 𝔰(ℎ𝑗)  are identical, then calculate the accuracy 

functions 𝔰∗(ℎ𝑖)  and 𝔰∗(ℎ𝑗)  to differentiate and rank 

alternatives 𝒜𝑖and 𝒜𝑗 . 

Step 5: Select the most suitable alternatives based on their 
score values. 

 

Fig. 1. Methodology of MCDM.

The pictorial representation of methodology to evaluation 
of best ML models is shown in Fig. 1. 

A. Illustrative Example 

Consider a manufacturing business that specializes in 
electronic device assembly. To boost their production 
efficiency, they decide to adopt an industrial robotic arm that 
can independently handle duties such as assembly and quality 
control. To maximize performance, however, choosing the best 

ML model for the robotic arm's functioning is essential. The 
main objective is to maximize the robotic arm's performance on 
the assembly line by selecting the best ML model from a pool 
of candidates using HBFAO. In this section, an empirical case 
study to assess the quality of ML model for industrial robots. 
The objective of the study is to evaluate which ML model, 
among several options that maximizes robotic performance in 
assembly line activities. The ML model for industrial robotic 
systems is shown in Fig. 2. 

 
Fig. 2. Some ML models for industrial robotic system.

 
Figure 1: Some ML models for industrial robotic system 
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So, for the evaluation of the ML model, consider the 
following machine learning models (alternatives) which are 
evaluated based on the following criteria including accuracy of 
the model, training period, robustness, and interpretability 
which can be formulated as an MCDM problem. 

The five machine learning models (alternatives) based on 
the following criteria are: 

 𝒜1  is Support Vector Machines (SVM): A high-
dimensional space classification algorithm that locates 
the hyperplane dividing distinct classes 

 𝒜2 is Random Forest (RF): An ensemble technique for 
reliable regression and classification with insights into 
feature relevance that uses several decision trees. 

 𝒜3 is Deep Neural Networks (DNN): A flexible model 
with numerous layers capable of learning complicated 
patterns from vast datasets. 

 𝒜4  is Gradient Boosting Machines (GBM): An 
ensemble technique that creates models in a step-by-step 
manner, fixing mistakes in earlier models to increase 
accuracy. 

 𝒜5 is k-Nearest Neighbors (k-NN): A straightforward 
technique that relies on the closest training instances in 
the feature space to classify have been recognized. 

These models will be assessed by a panel of experts who 
will make decisions based on the following four criteria: 

 𝒞1: Accuracy of the model 

 𝒞2: Training time required for the model. 

 𝒞3: Robustness of the model under various operational 
conditions. 

 𝒞4: Interpretability of the model results. 

The weight values assigned by the decision makers 
(hypothetically) to each criterion represented by weighting 
vector 𝓌 = (0.20,0.10,0.30,0.40). 

The decision-making problem i.e. evaluation of the ML 
model is evaluated by utilizing the above-defined methodology 
as follows; 

Step 1: To evaluate the MCDM problem, the formation of 
a decision matrix from the opinion of the decision-maker based 
on a hesitant bipolar fuzzy environment is shown in Table I.

TABLE I. DECISION MATRIX 

 𝒞1 𝒞2 𝒞3 𝓒𝟒 

𝒜1 {(0.7,0.8,0.1), (−0.7,−0.4,−0.1)} {(0.4,0.6,0.8), (−0.4,−0.3,−0.2)} {(0.6,0.8,0.7), (−0.6,−0.3,−0.1)} {(0.3,0.8,0.1), (−0.6,−0.4,−0.1)} 

𝒜2 {(0.6,0.7,0.2), (−0.6,−0.2,−0.7)} {(0.6,0.7,0.1), (−0.6,−0.5,−0.1)} {(0.5,0.7,0), (−0.3,−0.7,−0.1)} {(0.5,0.7,0), (−0.3,−0.6,−0.2)} 

𝒜3 {(0.8,0.6,0), (−0.4,−0.3,0)} {(0.5,0.6,0), (−0.4,−0.3,0)} {(0.4,0.6,0.8), (−0.2,−0.5,−0.2)} {(0.7,0.6,0.3), (−0.2,−0.4,−0.2)} 

𝒜4 {(0.6,0.7,0.8), (−0.4,−0.3,−0.3)} {(0.7,0.8,0.2), (−0.2,−0.5,−0.4)} {(0.6,0.7,0), (−0.2,−0.4,−0.1)} {(0.6,0.7,0.8), (−0.2,−0.2,−0.4)} 

𝒜5 {(0.8,0.5,0), (−0.3,−0.4,−0.1)} {(0.6,0.8,0), (−0.3,−0.5,−0.4)} {(0.4,0.5,0.8), (−0.5,−0.4,−0.6)} {(0.4,0.5,0), (−0.5,−0.3,−0.4)} 

Step 2: By following above step 2, applying the HBFWAO 
and HBFWGO to process the information in a decision matrix 

𝐻 . Calculate the overall values ℎ𝑖(𝑖 = 1,2, … ,𝑚)  of each 
alternative 𝒜𝑖 corresponds to the criteria, shown in Table II.

TABLE II. AGGREGATION OF DECISION MATRIX 

 HBFWAO HBFWGO 

𝒜1 {(0.5081,0.7856,0.4431), (−0.5942,−0.3565,−0.1072)} {(0.4503,0.7773,0.2207), (−0.6067,−0.3618,−0.1105)} 

𝒜2 {(0.5324,0.7000,0.0537), (−0.3693,−0.4953,−0.1947)} {(0.5281,0.7000,0.0), (−0.4082,−0.5690,−0.3108)} 

𝒜3 {(0.6416,0.6000,0.4650), (−0.2462,−0.3923,0)} {(0.5877,0.6000,0.4650), (−0.2661,−0.4050,−0.1446)} 

𝒜4 {(0.6113,0.7119,0.6277), (−0.2297,−0.2927,−0.2491)} {(0.6093,0.7094,0.6277), (−0.2447,−0.3183,−0.3012)} 

𝒜5 {(0.5375,0.5438,0.3830), (−0.4290,−0.3646,−0.3424)} {(0.4785,0.5241,0.0), (−0.4469,−0.3734,−0.4238)} 

Step 3: Compute the score function of the evaluated 
decision matrix by step 3 and display in Table III. 

TABLE III. SCORE VALUE 

 𝒜1 𝒜2 𝒜3 𝒜4 𝒜5 

HBFWAO 0.1679 0.1227 0.2068 0.2179 0.1328 

HBFWGO 0.1369 0.0940 0.1372 0.1455 0.0758 

Step 4: Rank all the ML model 𝒜𝑖  (for 𝑖 = 1,2, … ,5) in 
according with the score function 𝔰(ℎ𝑖) = ℎ𝑖(𝑖 = 1,2, … ,5) 
and demonstrate in Table IV. 

TABLE IV. RANKING OF THE BEST ML MODEL FOR INDUSTRIAL ROBOTIC 

 Ranking Value 

HBFWAO 𝒜4 ≻ 𝒜3 ≻ 𝒜1 ≻ 𝒜5 ≻ 𝒜2 

HBFWGO 𝒜4 ≻ 𝒜3 ≻ 𝒜1 ≻ 𝒜2 ≻ 𝒜5 
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Step 5: The most suitable alternatives based on their score 
values are shown in Table V. 

TABLE V. SUITABLE ML MODEL FOR INDUSTRIAL ROBOTIC 

 Ranking Value Suitable ML 

(Alternative) 

HBFWAO 𝒜4 ≻ 𝒜3 ≻ 𝒜1 ≻ 𝒜5

≻ 𝒜2 

𝒜4 

HBFWGO 𝒜4 ≻ 𝒜3 ≻ 𝒜1 ≻ 𝒜2

≻ 𝒜5 

𝒜4 

The graphical representation of the ranking of alternatives 
is shown in Fig. 3(a) and Fig. 3(b). 

 
Fig. 3. Ranking of alternatives.

 
Fig. 4. Ranking of alternatives.

B. Result and Discussion 

To evaluate the MLMs that are best suited for industrial 
robotics, the following Aos HBFWAO and HBFWGO have 
been employed, in this study. The proposed operators show that 
the Gradient Boosting Machines (GBM) model i.e. A₄ ranks 
higher than the other models, as shown by Table IV i.e. ranking 
of the ML model for industrial robotics based on these 
operators. By utilizing both AOs i.e. HBFWAO and HBFWGO, 
the results show that  𝒜4  is the most appropriate model, 
followed by 𝒜3, 𝒜2, and so on. The ultimate rankings in Table 
5 indicate that 𝒜4 is the best-fit ML model based on both 
operators. The constancy of these operators' rating findings 
demonstrates their competence in decision-making, 
guaranteeing that the best model is chosen for industrial 
robotics jobs. 

V. COMPARATIVE ANALYSIS 

To check the validity and effectiveness of the proposed 

operator, this comparison study demonstrates the benefits and 

drawbacks of several fuzzy-based operators, from the simpler 

FS to the more sophisticated HBFAO. While HFS adds the 

capacity to model uncertainty but lacks flexibility, FS are 

limited in their ability to handle complicated attribute 

interactions. Although BFS introduces both positive and 

negative attribute dimensions, they are still insufficient for 

parametric flexibility, which hinders decision-making. 

Flexibility is further increased by operators like HBFWAO and 

HBFWGO, which consider the weighted relationships between 

criteria. We have compared the proposed AOs with the prior 

operators as shown in Table VI, which demonstrates how 

inadequate and ineffective the previous approaches are at 

handling connections between attribute values. To close this 

gap, we developed the HBFWAO and HBFWGO, which 

support optimal decision-making by thoroughly addressing 

these constraints.
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TABLE VI. COMPARISON BETWEEN PRIOR APPROACHES AND THE PROPOSED APPROACH

Approaches Connection 

Between Two 

Attributive 

Values 

Relationships 

between Various 

Attributive Values 

Reduced 

Adverse 

Effects 

Parametric Method 

Increases 

Flexibility 

Scalability Robustness 

FS [5] ✗ ✗ ✗ ✗ ✗ ✗ 

HFS [13] ✓ ✗ ✗ ✗ ✗ ✗ 

BFS [15] ✓ ✓ ✗ ✓ ✗ ✗ 

HFAO [21] ✓ ✓ ✓ ✗ ✗ ✗ 

BFAO [22] ✓ ✓ ✓ ✓ ✓ ✗ 

HFGO  [21] ✓ ✓ ✓ ✗ ✓ ✗ 

BFGO [22] ✓ ✓ ✓ ✓ ✓ ✗ 

HBFAWO (Proposed Operator) ✓ ✓ ✓ ✓ ✓ ✓ 

HBFGWO (Proposed Operator) ✓ ✓ ✓ ✓ ✓ ✓ 

So, the above Table VI demonstrate the proposed operators 
has the ability to highlights the relation between the various 
attributive values and reducing the adverse effects which make 
it flexible, efficient and versatile operator which assists the 
decision makers in making decisions. The proposed HBFWAO 
and HBFWGO operators are advanced and less laborious 
approaches to decision making under uncertainty, conflict, and 
incompleteness. Compared to earlier works, they afford a 
superior incorporation of uncertainty and flexibility with 
respect to complex with many criteria and objectives problems, 
especially those relating to industrial robotics, which have been 
the focus of this study. 

VI. CONCLUSION 

The MLMs are increasingly utilized in industrial 
applications to automate the complex activities, reduce human 
error, and enhance decision-making by analyzing large volumes 
of data in real-time. In this paper, a comprehensive novel 
approach for evaluating the best MLMs in industrial robots has 
been developed by utilizing the hesitant bipolar fuzzy and dual 
hesitant bipolar fuzzy AOs within the averaging and geometric 
framework. i.e. HBFWAO, HBFWGO, DHBFWAO, and 
DHBFGO. These operators, inspired by arithmetic and 
geometric operations, effectively address MCDM challenges 
and capturing the uncertainties associated with hesitancy and 
bipolarity which enabling a robust evaluation of positive and 
negative attributes. To demonstrate the effectiveness and 
robustness of proposed operator, an exemplary case study has 
been defined which is evaluated by utilizing the proposed 
decision-making algorithm.  The proposed operators 
demonstrated their practical utility, providing precise and 
adaptable solutions for real-world applications in industrial 
robotics. 

Moreover, a rigorous comparative analysis demonstrates 
the superiority of the proposed approach over existing methods 
and highlighting its robustness, accuracy, and flexibility. The 
parametric adaptability of the framework ensures its broad 
applicability across various decision-making scenarios, 

minimizing errors and optimizing the outcomes in complex 
industrial environments. 

A. Limitations and Future Direction 

To demonstrate the thorough evaluation and defines the 
balanced perspective, it is necessary to discuss the limitations 
of the proposed approach. 

 The proposed approach offers complexity in handling a 
large data set, resulting in a high processing time and 
memory consumption. 

 The proposed operators may be sensitive towards the 
various parameters and then improper selection may 
affect the accuracy and effectiveness. 

 The complex nature of integrating the hesitant and 
bipolar environment can lead to complex situations in 
evaluating decision-making problems. 

 Although the proposed operators show flexibility and 
robustness, however, it is not applicable in a highly 
dynamic framework and demands further modification. 

So, to improve the precision and adaptability of decision-
making, future research could concentrate on merging the 
proposed operators with sophisticated fuzzy logic systems [23], 
Intuitionistic fuzzy framework [24], and Pythagorean fuzzy set 
(PyFS) [25] framework, Neutrosophic framework [26] that may 
handle hesitation and more complex decision scenarios 
precisely. Furthermore, it can be extended by utilizing the AOs 
[27], [28], [29], [30] that can be useful for dealing with noisy 
or incomplete data. More resilient and adaptable decision-
making models can be created by fusing these operators with 
sophisticated fuzzy techniques. Moreover, it could expand the 
applicability of these models beyond industrial robots to 
industries where uncertainty is crucial, such as healthcare, 
finance, and autonomous systems. Including different sectors, 
such as healthcare in diagnostic decision support systems, 
finance in risk assessment tools and autonomous systems for 
vehicle navigation or resource allocation, in the research     
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activities or case studies developed would serve to indicate the 
extensibility of the methods suggested. This wider perspective 
reveals not only the usefulness of the methods in practice across 
different sectors, but also the desire to appeal to a larger 
audience. Such examples would emphasize how these types of 
models can be adapted to different industries yet remain 
internally consistent and accurate in the face of uncertainty 
when making decisions. 
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Abstract—This paper aims to improve the accuracy and 

efficiency of SCADA software design and testing for oil and gas 

pipelines. It proposes a JavaWeb-based SCADA software solution 

optimized by the Bird Foraging Search (BFS) algorithm combined 

with an Echo State Network (ESN) for enhanced testing and 

analysis. A multi-tiered distributed SCADA software architecture 

based on the Java EE framework was designed to provide real-

time data acquisition, monitoring, control, and data analysis. The 

BFS algorithm was used to optimize the hyperparameters of the 

ESN model to improve testing accuracy and convergence speed. 

The BFS-ESN model was compared with other optimization 

algorithms such as PSO and DE. Experimental results show that 

the BFS-ESN model achieved a testing accuracy of 97.33% and 

faster convergence within 700 iterations. It outperformed other 

algorithms in both accuracy and convergence speed. The 

JavaWeb-based SCADA software design for oil and gas pipelines 

is feasible, and the BFS-ESN model significantly enhances the 

accuracy and efficiency of SCADA software testing. This 

approach demonstrates the potential for application in SCADA 

systems, with future research needed to simplify the model and 

extend its applicability for large-scale deployment. 

Keywords—JAVAWeb; oil and gas pipelines; SCADA software; 

design analysis; bird foraging search algorithm 

I. INTRODUCTION 

Supervisory Control and Data Acquisition (SCADA) is a 
kind of industrial control system for long-distance data 
acquisition and monitoring [1], which is widely used in long-
distance oil and gas pipelines [2], and its ability to work properly 
directly affects the production and operation of oil and gas 
pipelines and even the national oil and gas industry [3]. In recent 
years, with the great development of pipeline construction, the 
normal operation of the pipeline has had a direct impact on the 
production and operation of oil and gas pipelines and even the 
national oil and gas industry [3]. In recent years, with the great 
development of pipeline construction, the pipeline scale is 
getting bigger and bigger, the demand for SCADA system 
software is getting higher and higher, the database management 
scale reaches millions of nodes, the supported devices are 
diversified, and the number of collection devices is required to 
reach hundreds or even thousands [4]. In order to improve the 
efficient, stable and safe operation of the system, combined with 
Java Web technology, the design of SCADA software, to build 
multi-level, distributed applications [5]. In the consideration of 

safe production, after the SCADA software for oil and gas 
pipelines passes the software test in the laboratory simulation 
environment, it is also necessary to select real scenarios at the 
operation site and use the SCADA software to carry out a 
controlled range of trial operation [6]. Therefore, the study of 
SCADA software analysis for oil and gas pipelines based on 
Java Web technology is of great significance for software 
design, which is not only conducive to the efficiency of software 
design, but also contributes to the efficient, stable and safe 
operation of SCADA systems [7]. 

The research on the design and analysis of SCADA software 
for oil and gas pipelines based on Java Web technology mainly 
includes the research on the demand analysis of SCADA system 
for oil and gas pipelines, Java Web development of SCADA 
software, and test analysis of SCADA software [8]. Oil and gas 
pipeline SCADA system requirements analysis is mainly to 
improve the performance of oil and gas pipeline SCADA 
system, study in [9] from the perspective of market research, 
analysed the existence of pipeline transmission characteristics, 
for this feature, designed a long-distance oil and gas pipeline 
SCADA system; study in [10] from the perspective of economic 
benefits, research on oil and gas pipeline SCADA project 
construction specific design ideas. SCADA software Java Web 
development is mainly to study the process of developing 
SCADA software based on Java Web technology, study in [11] 
used Java Web technology to develop SCADA software for oil 
and gas pipelines, and introduces the relevant functions and 
structure. SCADA software testing and analysis research is 
mainly the use of software testing process, according to the test 
indexes, analyse the effectiveness and functionality of SCADA 
software. The effectiveness and functionality of SCADA 
software is analysed according to the testing indexes. Currently, 
data-driven algorithms are used to test SCADA software, 
including neural networks [12], SVM [13], LSTM [14] and other 
methods. Although scholars at home and abroad have done a lot 
of rich research on the design and analysis of SCADA software 
for oil and gas pipelines based on Java Web technology, there 
are still some problems [15]: firstly, there are fewer research 
studies on the development of SCADA software for oil and gas 
pipelines based on Java Web technology; secondly, there are 
fewer methods for testing SCADA software for oil and gas 
pipelines; and lastly, the testing methods for SCADA software 
accuracy is not high enough. 
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In order to improve the accuracy of SCADA software testing 
and analysis methods for oil and gas pipelines based on Java 
Web technology, this paper provides relevant ideas for the 
design problems of SCADA software for oil and gas pipelines 
based on Java Web technology, focusing on the key problems of 
SCADA software design and testing for oil and gas pipelines, 
combining the Echo State Network [16] with the Bird Foraging 
Search Algorithm [17], and proposing a method based on the 
BFS-ESN network in Java Web framework of oil and gas 
pipeline SCADA software design testing method. The 
experimental results of relevant data analysis show that the 
SCADA software design method for oil and gas pipelines based 
on BFS-ESN network under the Java Web framework realises 
the SCADA software design and analysis problems of oil and 
gas pipelines, and improves the accuracy and efficiency of the 
SCADA software design test. 

II. SCADA SOFTWARE FOR OIL AND GAS PIPELINES 

A. Java Web Technologies 

Java Web is a web development framework based on Java 
technology [18] for building dynamic websites and enterprise 
applications. It includes a variety of technologies and server-side 
components, such as Servlet, JSP (JavaServer Pages), Spring, 
Hibernate, as well as web servers and application servers, such 
as Apache Tomcat, Jetty, GlassFish and WildFly. The Java Web 
technology system covers the full range of development needs 
from front-end presentation to back-end logic processing. Java 
Web technology system covers a full range of development 
needs from the front-end display to the back-end logic 
processing. Java Web schematic diagram shown in Fig. 1. 

 
Fig. 1. Java web technology. 

The technology system of Java Web includes front-end 
technologies (HTML, CSS, JavaScript) and back-end 
technologies (Servlet, JSP, MVC frameworks, database 
interaction technologies) [19]. Developers can use these 
technologies to create dynamic web pages, handle user requests, 
access databases, and implement business logic. The Java Web 
technology system and roles are shown in Fig. 2. 

 
Fig. 2. Java Web technology system and role. 

Java Web servers usually work based on a B/S 
(Browser/Server, browser and server) model (Fig. 3). The client 
sends an HTTP request to the server through the browser, and 
the server receives the request and processes it according to the 
type of request (static resource or dynamic resource). If it is a 
dynamic resource, the server forwards the request to the Web 
container (Tomcat), which loads the Servlet or JSP page, 
executes the corresponding business logic, and returns the 
generated dynamic content to the client browser. 

 
Fig. 3. Java web server fundamentals. 

B. SCADA System for Oil and Gas Pipelines 

Oil and gas pipeline SCADA (Supervisory Control And 
Data Acquisition) [20] systems are key industrial control 
systems used to monitor and control oil and gas transmission 
processes. Java Web-based SCADA software design typically 
involves the use of the Java EE (Jakarta EE) technology stack to 
build multi-tiered, distributed applications that provide real-time 
data acquisition, monitoring, control, and data analysis, as 
shown in Fig. 4. 

 
Fig. 4. Logical relationship between SCADA and Java Web. 
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In designing Java Web-based SCADA software for oil and 
gas pipelines, the multi-tier architecture provided by the J2EE 
platform can be used, including the client layer, Web layer, 
business logic layer, and enterprise information system layer 
[21]. Such an architecture helps to improve the modularity, 
maintainability, and scalability of the system.1) The client layer 
can be a Web-based interface for remote access; 2) the Web 

layer handles HTTP requests and responses and provides the 
user interface; 3) the business logic layer contains components 
that process data and execute control logic; and 4) the enterprise 
information system layer is responsible for integrating with 
external systems such as energy Management System (EMS). 
Fig. 5 shows Java Web-based SCADA software design 
architecture. 

 
Fig. 5. Java Web-based SCADA software design architecture.

C. Design Thinking 

According to the Java Web-based SCADA software design 
architecture for oil and gas pipelines, this paper uses various 
technologies and services provided by Java EE (Servlet, 
JavaServer Pages (JSP), Enterprise JavaBeans (EJB), Java 
Message Service (JMS), Java Transaction API (JTA)) to achieve 
high performance, reliability and security of the system; using a 
database management system (DBMS) to store historical data 
and real-time data; the use of Web services and RESTful APIs 
to achieve inter-system communication and data exchange, as 
shown in Fig. 6. 

 
Fig. 6. Key technologies and tools. 

With the help of these tools and technologies, security and 
reliability are fully considered to ensure that real-time data 
monitoring and control response can be provided, and interface 
interaction is designed to enable operators to easily monitor 
pipeline status and perform necessary control operations. The 
design flow of Java Web-based SCADA software is shown in 
Fig. 7. 

 
Fig. 7. Design flow. 

III. SOFTWARE DESIGN APPLICATION AND TEST ANALYSIS 

A. Echo State Network 

One type of recursive neural network is the echo state 
network (ESN) [22], which is typically used for time series 
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prediction [19] and builds the network hidden layer using the 
"reserve pool" technique. The input layer, storage layer, and 
output layer comprise the vast majority of ESN. Fig. 8 illustrates 
its precise configuration. Following the initial randomization, 
the connection weights between the input layer and the storage 

pool 

r n
in
W

are not trained and won't be altered. Similarly, the 

state feedback weight 
r r

W  is arbitrarily initialized and does 
not require training, while the reserve pool input is derived from 
the output of the previous state of the input layer and the reserve 
pool, respectively. A reserve pool for the output layer weights 

m r
out


W
 must be trained, typically using the Ridge regression 

(Ridge regression) method for connection weights. This method 
is expressed as follows: 

 
1

T T
out long r



 W Y H HH I     (1) 

The storage pool state and the regularization factor are 

represented by H and r , respectively. The condition H of 

the pool is depicted below: 

      tanh 1in longt t t  H W X WH  

where the hyperbolic tangent activation function is indicated 
by tanh. 

 
Fig. 8. Echo state neural network. 

The Echo State Network (ESN) algorithm consists of two 
main phases: the initialization of weight parameters and the 
training process. During the initialization phase, the connection 
weights within the network are randomly generated. 
Specifically, the connection weights between neurons in the 
reservoir (or storage pool) are sparsely distributed, meaning that 
not all neurons are connected, which helps reduce computational 
complexity. In the training phase, only the weights connecting 
the reservoir to the output layer are adjusted, typically using 
methods like Ridge regression, while other weights remain fixed 
[23], where the ESN hyperparameters include the size of the 

storage pool rN , the spectral radius SR  , and the input scaling 

factor IS  , storage pool sparsity SD . 

A key characteristic of ESNs is the relatively large number 
of neurons present in the reservoir, which allows the network to 
capture complex dynamics. However, the performance of an 
ESN is highly dependent on its hyperparameters, making 
hyperparameter tuning a crucial step for optimal performance. 
The key hyperparameters include the size of the reservoir, which 
determines how much internal memory the network has; the 
spectral radius, which controls the stability and dynamic range 
of the network; the input scaling factor, which influences the 
sensitivity of the reservoir to input signals; and the sparsity of 
the reservoir, which affects the degree of connectivity between 
neurons. Proper adjustment of these hyperparameters is essential 
for improving the prediction accuracy of the ESN, especially in 
time series forecasting and other complex tasks. 

B. Bird Foraging Search Algorithm 

Drawing inspiration from the diverse behaviors exhibited by 
birds while foraging, this paper introduces a new swarm 
intelligence optimization algorithm known as the Birds Foraging 
Search (BFS) algorithm [17]. Each phase contributes uniquely 
to the optimization process. 

In the flight search behavior phase, birds engage in 
exploratory movements, mimicking how birds scout for food 
sources over large areas. This phase primarily focuses on 
exploration, allowing the algorithm to cover a wide search 
space. The domain behavior phase, on the other hand, 
emphasizes exploitation, where birds refine their search within 
specific territories to locate better resources more precisely. The 
balance between these two phases—exploration and 
exploitation—is essential for optimizing the algorithm's 
performance. The cognitive behavior phase enhances the 
algorithm's search efficiency by allowing individual birds to 
learn from their past experiences. This phase simulates self-
learning, enabling birds to adjust their strategies based on 
previously gathered information, which helps in avoiding 
redundant searches and accelerating convergence. The detailed 
search strategies for each phase are illustrated in Fig. 9. 

 

Fig. 9. Search strategy of the BFS algorithm. 

The initial position of the bird in space is represented as 
follows: 

1
( )

i
X UB r UB LB      

where
i

X  denotes the position of the ith bird,UB  and LB  

denote the upper and lower bounds of the search space, 

respectively, and 1
r  is a random value. 
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1) Flight search behaviour stage: Birds of prey, like 

falcons, typically choose areas with high potential for finding 

prey and hover over these regions while searching for food. 

Through extensive research, scientists have observed that the 

flight patterns of these raptors closely resemble a logarithmic 

spiral. This spiral movement allows the birds to efficiently 

cover a specific area, increasing their chances of locating prey. 

The spiral pattern is mathematically defined, and its unique 

structure enables the predator to maintain focus on a targeted 

zone while gradually expanding or contracting their search 

radius, optimizing their hunting strategy (as shown in Fig. 10): 

1
cos(2 )

iter iter

i i p
X D e PA







   



where  1,2,3, ,  Ni   , and N is the population size. 

is a random number between -1 and 1. 
iter iter

i p iD X PA  

denotes the distance from the ith bird to the potential region,
iter

iX  denotes the position of the ith bird at iter iteration, and

iterPA  denotes the position of the potential region at iter 
iteration. 

 
Fig. 10. Logarithmic spiral flight pattern. 

2) Stages of domain behavior: In the Birds Foraging Search 

(BFS) algorithm, these two types of birds follow different 

movement behaviors. The territorial bird focuses on patrolling 

a small region around its current position, both to search for 

better food sources and to defend its territory from other 

competing birds. This localized exploration allows the 

territorial bird to refine its current solution while preventing 

others from entering its domain. Meanwhile, the invasive birds 

attempt to enter the territory in search of resources. The 

behavior of the territorial bird, balancing exploration and 

defense, can be mathematically modeled as follows: 
, 1 ,T iter T iter

dX X r     

Where,
,T iterX  is the position of the territorial bird at iterth 

iteration; dr  is a random value between -1 and 1, representing 

the search direction of the territorial bird;  is a scale factor, 

which is generally set to
, ,( )T iter S iterX X

 , and
,S iterX  is the 

position of the suboptimal individual. 

Once a territorial bird has claimed a region as its exclusive 
domain, all invading birds will begin moving toward that area in 
search of resources. At this stage, the territorial bird takes 
defensive action to protect its claimed space, using warning calls 
or chirping to deter the invaders. This defense mechanism can 
lead to two possible outcomes. 

a) Scenario 1: In this case, the invasive bird's position is 

updated as it moves closer to the territory. The invasive bird’s 

persistence reflects a focus on resource acquisition, and the 

algorithm models this movement as a rapid progression toward 

the territorial bird’s domain, following a predefined 

mathematical update rule. This allows the invasive bird to keep 

adjusting its position despite the territorial bird's efforts to 

protect its resources. 

, 1 , , ,

2
( )

I iter I iter T iter I iter

j j j
X X r X IF X


     

Where,

,I iter

j
X

 is the position of the jth invasive bird at the 

iterth iteration, 2
r

 is a random number between 0 and 1; IF  is 
the invasion factor, which determines how the position of the 
invasive bird changes, and the specific effects are shown in Fig. 
11. 

 
Fig. 11. Vector representation of invasive bird movements with different 

invasion factors. 

b) Scenario 2: When the bird continues its search but 

fails to discover an improved solution, its current position 

remains unchanged from the previous one(
1=iter iter

i iX X 
 ). In 

this scenario, the bird's movement is modeled using a Gaussian 

distribution, allowing for random variations in its search path. 

This randomness helps the bird explore new areas more 

effectively. 

, 1 , , , , ,

, , 3 , , 4 , ,
+ ( )+ ( )

I iter I iter I iter I iter I iter I iter
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The Scenarios 1 and 2 optimisation process is summarised 
as: 
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3) Cognitive behavioural stage: Cognitive behavior in 

birds is essentially a self-learning process that draws on 

accumulated experience. Birds use the information gathered 

from previous searches to refine their strategies, helping them 

avoid redundant or inefficient searching. This self-guided 

learning enhances their foraging efficiency, allowing them to 

focus on more promising areas. Cognitive behavior can be 

broken down into two distinct parts. 

a) Scenario 1: In this case, the birds are continuously 

discovering better food sources, which means their current 

position differs from the previous one
1iter iter

i iX X  . Here, 

the birds actively learn by leveraging the gradient information 

from their previous searches. By following this targeted search 

approach, they adjust their movements in a way that is guided 

by prior successes, which ultimately helps them refine their 

foraging strategy. This focused learning process not only allows 

them to zero in on better resources but also significantly speeds 

up the algorithm’s convergence. The efficiency gained from 

this self-learning behavior means the birds are more likely to 

optimize their search pattern faster, avoiding unnecessary 

wandering and making the overall process more streamlined. 

The specific mathematical calculations for updating their 

positions during this phase are based on their learning from 

previous gradients. 

1 1

5 ( )iter iter iter iter

i i i iX X r X X     

Where
iter

iX  and
1iter

iX 
 are the i-th bird at iter-th iteration 

and iter-1 iteration position respectively; 5r  is a random number 

between 0 and 1. 

b) Scenario 2: The bird continues to search but fails to 

find a better result. That is, the current position is the same as 

the previous position (
1=iter iter

i iX X 
 ). The process is 

implemented based on Gaussian distribution: 

1= ( , )iter iter

i bestX Gaussian X 


Where ( , )k

bestGaussian X   denotes a Gaussian 

distributed random number with mean
k

bestX  and standard 

deviation  ;
iter

bestX  is the population optimal solution for iter 

iteration number. 

6(log( ) / ) ( )iter iter

best iiter iter abs X r X     

where 6r  is a random value and log( ) /iter iter  denotes 

the size used to adjust the standard deviation. 

To prevent such ineffective searches, BFS introduces a 
boundary control policy: 

, 7 , ,
( )

iter iter iter

i d i d i d
X UB r UB LB if X LB or X UB      

where
,

iter

i d
X  denotes the position of the dth dimension of the 

ith individual at the iter iteration number and
7

r  denotes the 

random value. 

According to the optimisation strategy of the BFS algorithm, 
the pseudo code is shown in Table I. 

TABLE I.  BIRD FORAGING SEARCH ALGORITHM 

Algorithm 1: Bird Foraging Search Algorithm 

1 Set the parameter values UB, LB, N and Max_iter; 

2 Random initialisation of bird populations in the solution space; 

3 iter=1; 

4 While iter<=Max_iter do 

5 // Perform flight search phase 

6 Individuals are generated by logarithmic spiral flight; 

7 // Behavioural stages in the field of implementation 

8 /* Territorial birds */ 

9 Generate a new location for the territorial bird; 

10 /* Invasive bird */ 

11 Calculate the new location of the invasive bird; 

12 // Implementation of the cognitive-behavioural stage 

13 Consolidation of stocks; 

14 Detecting transgressive constraints; 

15 
Evaluate the new location of the individual bird, update the 

location 

16 End while 

17 Output the optimal solution. 

C. BFS-ESN Method 

In order to improve the feasibility and accuracy of SCADA 
software design test for oil and gas pipelines based on Java Web 
technology, this paper uses to optimise the hyperparameters of 
ESN network using BFS algorithm to construct the SCADA 
software design test model, and the specific structure is shown 
in Fig. 12. 

 
Fig. 12. BFS-ESN structure. 

BFS-ESN uses ESN hyperparameters, i.e., storage pool size

rN  , spectral radius SR  , input scale factor IS  , and storage 

pool sparsity SD  as the optimisation variables, and the coding 

mode is real number coding mode, the specific coding structure 
is shown in Fig. 13. 
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Fig. 13. BFS-ESN coding structure. 

BFS-ESN uses RMSE as the optimisation fitness value and 
the on-the-fly search behavioural phase, domain behavioural 
phase, and cognitive behavioural phase of the BFS algorithm as 
the ESN optimisation strategy. 

D. Test and Analysis Method for Designing SCADA Software 

Taking the BFS-ESN model as the software testing model, 
in order to solve the oil and gas pipeline SCADA software 
design testing analysis, this paper proposes the oil and gas 
pipeline SCADA software design testing analysis method based 
on the BFS-ESN model, and the specific application flowchart 
is shown in Fig. 14. The application process of the BFS-ESN 
algorithm consists of the following processes: 1) According to 
the user's security and reliability of the system The application 
process of the BFS-ESN algorithm includes the following 
processes: 1) according to the user's demand for system safety 
and reliability, specify the actions and functions to be achieved 
by the control object; 2) design the topology of the SCADA 
system; 3) develop the front-end interface and the back-end 
logic of the SCADA software by using the JavaWeb technology; 
and 4) test the system by using the BFS-ESN model after the 
completion of the software development. 

 
Fig. 14. Flow of BFS-ESN algorithm application. 

IV. RESULTS AND DISCUSSION 

A. Experimental Set-up 

In order to verify the effectiveness and feasibility of the 
method proposed in this paper, this paper adopts the oil and gas 
pipeline SCADA system software and related data as the 
analysis data, and selects PSO, DE, ABC, CS, GSA, FA as the 
comparison algorithms of hyperparameter optimisation of the 
ESN network, and the parameter settings of each algorithm are 
shown in Table II. The population sizes of PSO, DE, ABC, CS, 
GSA, FA algorithms are chosen as 100 and the maximum 
number of iterations is set to 1000. 

TABLE II.  PARAMETER SETTINGS OF THE OPTIMISATION ALGORITHM 

FOR THE COMPARISON MODEL 

Arithmetic Parameterisation 

PSO w=0.6, c1=c2=2 

DE F=0.5, CR=0.9 

ABC limit=(N*D)/2, hired bees=scout bees=0.5N 

CS G0=100, α=20 

GSA β = 1.5, p = 0.25 

FA α = 0.2, β0 = 1 and γ = 1 

BFS Parameter-free optimisation algorithm 

The experimental simulation system is Wins 10 and the 
programming language is Matlab2024a. 

B. Analysis of Test Results 

1) BFS optimisation performance analysis: In order to 

analyse the optimisation performance of BFS algorithms, in this 

section, the single peak benchmark functions (F01-F06) are 

used to analyse and compare the BFS, PSO, DE, ABC, CS, 

GSA and FA algorithms, and the basic information of the 

functions is shown in Table III. 

The optimisation curves of the BFS, PSO, DE, ABC, CS, 
GSA and FA algorithms are given in Fig. 15. From Fig.15, it can 
be seen that in terms of convergence speed, BFS is significantly 
better than the remaining six algorithms; in terms of 
convergence accuracy, BFS is significantly better than the other 
optimisation algorithms. 

TABLE III.  TEST FUNCTION DESCRIPTION 

Test function name (of a thing) dimension (math.) realm optimum value 

F01 Sphere 30 [-100,100] 0 

F02 Schwefel2.22 30 [-10,10] 0 

F03 Schwefel 1.2 30 [-100,100] 0 

F04 Schwefel2.21 30 [-100,100] 0 

F05 Rosenbrock 30 [-30,30] 0 

F06 Step 30 [-100,100] 0 
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(a) F01 

 
(b) F02 

 
(c) F03 

 
(d) F04 

 
(e) F05 

 
(f) F06

Fig. 15. Flow of BFS-ESN algorithm application.

2) Java web design software effectiveness analysis: Using 

Java Web technology, this paper designs SCADA system 

software for oil and gas pipelines, and the specific effect 

diagram is shown in Fig. 16. As can be seen from Fig. 16 the 

oil and gas pipeline SCADA system software achieves the 

functions of real-time data acquisition, monitoring, control and 

data analysis.
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Fig. 16. Flow of BFS-ESN algorithm application.

3) SCADA software test and analysis: In order to verify the 

validity and feasibility of the SCADA software testing and 

analysis method based on the BFS-ESN model, this section uses 

PSO, DE, ABC, CS, GSA, FA algorithms to optimise the ESN 

model for comparative analysis with the BFS-ESN, and the 

results are shown in Fig. 16 and Fig. 17. 

Fig. 17 gives the results of optimising the ESN 
hyperparameters for the comparison algorithms. As can be seen 
from Fig. 17, the results obtained by BFS for optimising the 
hyperparameters of the ESN model are as follows: storage pool 

size 150rN   , spectral radius 0.9381SR   , input scale 

factor 0.6772IS   , storage pool sparsity 0.4951SD   . 

 
(a) Size of storage tanks 

 
(b) Spectral radius 

 
(c) Input scale factor 
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(d) Sparsity of storage tanks 

Fig. 17. Contrasting algorithms to optimise ESN hyperparameters results. 

The optimisation iteration curves of the compared 
algorithms are given in Fig. 18. From Fig. 18, it can be seen that 
the test accuracy of SCADA software design for oil and gas 
pipelines in Java Web framework based on BFS-ESN model is 
better than other algorithms, the optimisation iterations 
converge faster than other algorithms, and an accuracy of 
97.33% is obtained at 700 iterations. 

 
Fig. 18. Contrasting algorithm optimisation iteration curves. 

V. CONCLUSION AND OUTLOOK 

This paper presents the design and testing methods for oil 
and gas pipeline SCADA software based on JavaWeb 
technology, with the aim of improving accuracy, efficiency, and 
real-time data monitoring. The key innovation lies in the 
integration of the Bird Foraging Search (BFS) algorithm with 
the Echo State Network (ESN) to optimize the SCADA software 
design and testing process. 

1) The paper outlines a multi-tiered software architecture 
using Java EE technologies to ensure the efficient operation of 
SCADA systems for oil and gas pipelines. The design includes 
real-time data acquisition, monitoring, control, and data analysis 
functionalities. 

2), A novel combination of the Bird Foraging Search 
algorithm and Echo State Network is proposed to optimize the 
software testing process. This method enhances accuracy and 
convergence speed in SCADA system testing, outperforming 
other algorithms like PSO and DE. 

3), Experimental results using actual SCADA data confirm 
the feasibility of the BFS-ESN model, showing significant 
improvements in testing accuracy, reaching 97.33% accuracy 
with faster convergence rates compared to traditional methods. 

We also find some shortcomings: Firstly, the validation is 
based on specific SCADA data from oil and gas pipelines, which 
may limit the generalizability of the proposed method to other 
industrial applications. Secondly, while the model improves 
accuracy, its complexity might pose challenges in real-world 
implementation, particularly in terms of computational resource 
requirements. Finally, although the paper discusses system 
security briefly, the analysis of potential cybersecurity risks and 
scalability issues, particularly in larger pipeline networks, is not 
fully explored. 

Future studies could extend the BFS-ESN approach to 
different SCADA systems in industries beyond oil and gas, to 
verify its broader applicability and performance. Reducing the 
computational complexity of the BFS-ESN model to make it 
more suitable for large-scale deployments in real-time 
environments. Exploring the integration of advanced security 
protocols and testing methods could strengthen the robustness 
of SCADA systems against potential cyber threats. 
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Abstract—Cyber resilience plays an important role in dealing 

with cybersecurity and business continuity uncertainty in the 

post-COVID-19 era. The fundamental problem of cyber 

resilience is the complexity of real-world problems. Therefore, it 

is necessary to reduce the complexity of real-world problems to 

be simple and easy to analyze through cyber resilience model. 

The first part is the representational model by utilizes world 

models. It utilizes the stochastic nature of latent data to generate 

log-likelihood values by data-generating process. The second part 

is the inference model. This concludes the observation of log-

likelihoods using a self-supervised anomaly detection approach. 

This is related to optimizing decision boundary in anomaly 

detection, which is achieved by supervising two competing 

hypotheses based on bias-variance alignment and likelihood 

ratios. The optimization operates a dynamic threshold supervised 

by a supervisory signal from the underlying structure of log-

likelihoods. The paper contributes by conducting research on the 

cyber resilience model from the perspective of statistical machine 

learning. It enhances the representational modeling of world 

models with the Gaussian mixture model for multimodal 

regression (GMMR). Additionally, it examines the issue of 

misleading log-likelihood for out-of-distribution inputs caused by 

the generalization error and optimizes decision boundary in 

minimizing the generalization error with a new metric named the 

harmonic likelihood ratio (HLR). Finally, it aims to boost the 

performance of anomaly detection using self-supervised learning. 

Keywords—Cybersecurity; anomaly detection; cyber resilience 

model; statistical machine learning; data generating process; bias 

variance alignment;  likelihood ratios; self-supervised learning 

I. INTRODUCTION 

In the post-COVID-19 era, cyber resilience plays an 
important role in dealing with cybersecurity and business 
continuity uncertainty. The problems and methodology for 
cyber resilience, especially in the scope of small and medium 
enterprises (SMEs), have been described systematically in the 
cyber resilience progression model [5], [6]. The model helps 
SMEs prioritize cyber resilience proposing the natural 
evolution of implementation. It designed to be more flexible 
based on available resources. It focuses on insights into 
operationalizing cyber resilience strategies by describing ten 
domains. One of the ten domains is detection processes and 
continuous monitoring has been chosen as the central domain 
[4]. In description, it is explained that there are two strategies 
for this domain: actively monitor the company's assets and 
define a detection process that specifies when to escalate 
anomaly into incidents [5], [6]. This description allows self-
supervised anomaly detection technology that works fully 
automatically to detect and monitor processes. 

The cyber resilience model that will be studied refers to 
technical architectures in [4]. The technical architecture was 
built on five layers. The five layers were services, data, 
generative models, data analysis, and resilience scale [4]. Each 
layer had different structures and functions but was part of a 
system. The technical architectures are necessarily simplified 
without changing the fundamental architecture so that the 
complexity of the problem is reduced and more focused on 
anomaly detection. The fundamental architecture that 
continues to go is Gaussian mixture models (GMMs), one of 
the first-generation generative models with high flexibility in 
handling data distribution, statistical modeling, and inference. 
GMMs are the fundamental architecture of cyber resilience 
with the underlying structure of a probabilistic model 
approach [4]. However, GMMs fail if applied directly as the 
basis of cyber resilience model. GMMs fail in high-
dimensional data. GMMs can be used for density estimation 
but the perfect density model cannot guarantee anomaly 
detection [23]. Also, GMMs work in an unsupervised setting 
that often produces high false positive rates in a dynamic 
system [28]. The paper studies GMMs as a reliable generative 
model for anomaly detection. 

The cyber resilience model designed by a two-part model: 
the representational model in layers 1 to 3, which play a role 
in data collection, and the inference model in layers 4 and 5, 
which play a role in data analysis. The complexity of real-
world problems of cyber resilience encapsulated by data 
collection and analysis as the key of a data-driven approach. 
The paper studies critically the problems of the 
representational and inference model to set up the appropriate 
cyber resilience model, such as misleading log-likelihood, the 
bias-variance alignment, and two competing hypotheses. 

As the core of the representational model, the world model 
[14] that lies in layer 2 takes the principal role in data-
generating process to strengthen a data-driven approach.  
Hence, it needs to be enhanced to become part of the 
representational model that meet the requirements for data 
collection in a new setting. That is different from it utilized 
previously. For developing the data-generating process, the 
world model needs to avoid generating misleading log-
likelihood [3]. Also, it needs to be integrated in a supervised 
setting [11], [12] to align the self-labeling problem of an 
unsupervised learning algorithm [1], [28]. 

The inference model in layers 4 and 5 focuses more on 
inferring the observed samples with data analysis directed by 
anomaly detection. The concept of anomaly detection explains 
that samples can be distinguished into normal and anomaly 
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samples [28], [35] with a two-class decision boundary [1], [8] 
determined by two competing hypotheses [33], [41]. The 
factual problem is aligning a two-class decision boundary with 
two competing hypotheses so that the model can perform 
anomaly detection properly, which will be studied in this 
paper. 

II. REVIEW OF EXISTING TECHNIQUES 

One fundamental study as the basis of cyber resilience 
model is anomaly detection [4]. Anomaly detection, in this 
case, is similar tasks to novelty detection (ND) [1], one-class 
classification (OCC) [29], and out-of-distribution (OOD) [8], 
[27], [33], [41]. An anomaly is an observation that deviates 
significantly from some concepts of normality [35]. This 
definition is also suitable for ND, OCC, and OOD [16], [35]. 
If the distribution of normal instances is P, an anomaly is a 
sample drawn from any distribution other than P. Furthermore, 
ND has a new region of P; OCC has a one-class decision 
boundary of P; OOD has fine-grained P during training [28], 
[35]. Thus, there is a shared concept between anomaly 
detection and ND, OCC, OOD. 

The cyber resilience model represents a cyber resilience 
system as a technical framework to measure the resilience 
scale. The resilience scale denotes a scale of the service 
resilience against cyber threats. In the domain of cyber 
resilience, numerous services like Domain Name System 
(DNS), firewall, web services, resource planning, and supply 
chain are required to explore anomaly detection for 
monitoring the continuity of services. It is necessary for one 
specific service to bring about the model as suggested in [4] 
which points to DNS. This choice is reasonable because DNS 
used by most services and applications of the Internet, even 
critical infrastructures of the Internet. Also, DNS provides an 
authentic data distribution of anomalies by the system so that 
anomaly detection works in factuality. DNS is the hierarchical 
name system that uses the globally distributed database and 
stores the information about every Internet domain [39]. DNS 
information is stored on DNS servers and can be accessed 
anytime based on user queries. DNS is like a phone book. It 
contains addresses that make it easier for users to access the 
Internet in cyberspace. Each address has a unique identity and 
is different from one another. This identity is called an 
Internet Protocol (IP) address. DNS translates these numbers 
into names because IP addresses are complicated for users to 
remember. DNS is made simple to solve IP address resolution 
issues, however, it does not come with a security proficiency 
by nature [4]. Therefore, a DNS measurement method is 
needed to enable security proficiency by design. 

DNS measurement methods are categorized into two 
types: passive and active DNS. Passive DNS [39] allows 
observation of DNS ecosystem limited to clients, resolver 
servers, authoritative servers and the networks between the 
three. Active DNS allows observing a global hierarchical DNS 
ecosystem. It involves very large DNS networks. It does not 
pay attention to the complete contents of the query and 
response from a particular client, so it has difficult to apply for 
data collection and analysis. The mechanism for DNS queries 
only supports one type of query. One query of the domain 
name and one response of an IP address. Other lookup keys 

must be converted to domain names before being used in DNS 
queries. Thus, passive DNS provides advantages over active 
DNS in reconstructing specific queries/responses useful for 
anomaly detection. 

Passive DNS, as a local representative of the active DNS 
ecosystem, contributes to efficient traffic data collection. 
Many DNS traffic analysis uses passive DNS including 
anomaly detection. The earlier DNS anomaly detection is 
based on supervised model. The model produce high 
precision, low false positive rates, and efficient anomaly 
detection in specific patterns [28]. However, the model depend 
on training data. The ability to recognize anomaly patterns 
depends on the anomaly patterns that have been trained during 
training time [16], [28], [35]. The trained anomaly patterns are 
limited to the capacity of datasets. While DNS ecosystem is 
always evolving, threats to DNS security never stop, and DNS 
resilience needs to be monitored continuously. Therefore, 
supervised models are less suitable for DNS traffic anomaly 
detection in dynamic real world environments. 

Since DNS traffic is dynamic, unsupervised model is 
inherently suitable for anomaly detection. Labeling normal 
and anomaly traffic are not necessary during training time. 
The model accepts all types of unlabeled traffic and classify it 
with certain rules into two classes that can distinguish normal 
or anomaly traffic. The model does not depend on training 
data [16], [28], [35]. The ability to recognize anomaly patterns 
does not depend on the trained anomaly patterns during 
training time. The model can recognize new anomaly patterns 
using a classifier algorithm. However, the model often 
produces high false positive rates and fails to recognize 
patterns from the genuine labeled data [28]. The model's 
ability to recognize normal and anomaly patterns is not as 
precise as the supervised model because there is no strong 
connection between the model and the genuine labeled data 
[28]. In this model, the genuine labeled data is not defined. 
Normal and anomaly labels are not explicitly defined. 

A machine learning algorithm that makes use of the 
structure within data for self-labeling is self-supervised model 
[16], [32]. Self-supervised model has been designed as a 
hybrid approach of supervised and unsupervised models. The 
model produces pseudo-labels, but the model directs pseudo-
labels to follow the underlying structure of the genuine labeled 
data. Anomaly detection can utilizes self-supervised model 
based on likelihood ratios [32], [33], [41]. Likelihood ratios 
can manage the relationship between supervised and 
unsupervised models. Likelihood ratios have signal to measure 
the performance of regression and classification functions in a 
supervised setting [19], [22], [25], [37]. Likelihood ratios also 
have signal to control self-labeling in an unsupervised setting 
[1], [2], [19], [21], [33], [41]. 

III. METHODOLOGY 

Cyber resilience plays an important role in facing business 
continuity uncertainty. Outside of business matters, business 
continuity uncertainty can be affected by data uncertainty in 
data collection and analysis. Various sources, such as noisy 
data, incomplete data, sampling errors, measurement errors 
generalization errors, and anomalies, which will cause data 
uncertainty. It is necessary to manage data uncertainty to 
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improve the reliability of data collection and analysis. One of 
the approaches chosen to address the problem of data 
uncertainty is to study anomaly detection in more depth. It has 
several indicators that will be used to obtain reliable data 
collection and analysis. The indicators are bias, variance, and 
likelihood ratios. 

This section explains the research methodology of cyber 
resilience model, consist of the representational model to 
realize reliable data collection using data-generating process 
and the inference model to realize reliable data analysis based 
on likelihood ratios. Process flow diagram of the methodology 
as seen in Fig, 1. 

 
Fig. 1. Process flow diagram of the methodology. 

A. Characteristics of Raw Datasets 

The raw dataset is a collection of data from a network 
capture-based DNS logger. The raw dataset was taken from 
November 2018 to February 2020 on DNS servers 
(dnsanalyzer.info) amount 1,000 samples (Sx). The tool used 
to collect the raw dataset is GoPassiveDNS [26]. 

The raw dataset contains three feature vectors (X): TTL 
(x1), latency (x2), and throughput (x3). The K-Means algorithm 
was used to collect data for classifying positive and negative 
classes from the raw dataset. The negative class have fine 
grain structure with two type subdistributions: the sample 
variance of subdistributions in one standard deviation (inliers) 
and the sample variance of subdistributions more than two 
standard deviations (outliers). Inliers of the negative class 
represent DNS normal. Inliers of the negative class have the 
lowest anomaly level in the resilience scale. The positive class 
have fine grain structure with three type subdistributions: the 
sample variance of subdistributions in one standard deviation 
(inliers), the sample variance of subdistributions more than 
two standard deviations (outliers), and anomaly. Anomaly 
refers to the response of RCODE more than 0 (zero) by 
GoPassiveDNS. RCODE more than 0 indicates DNS failure 
[26]. Otherwise, RCODE equal to 0 indicates DNS normal. 
The anomaly subdistribution have the highest anomaly level in 
the resilience scale. 

The raw dataset exhibit different data characteristics 
named the generator of in-distribution, which is the source of 
normal datasets, and the generator of out-of-distribution, 
which is the source of anomaly datasets. The raw dataset 
needs to be further processed to generate reliable datasets. 

TABLE I.  CHARACTERISTICS OF RAW DATASETS 

Datasets In distribution Out-of-distribution 

Classes Negative Positive 

Types Inlier Outlier Inlier Outlier Anomaly 

Variances ≤68% >95% ≤68% >95% - 

RCODE 0 0 0 0 >0 

Subdistributions 1 2 3 4 5 

Samples 500 25 75 200 200 

Anomaly levels 1 2 3 4 5 

Table I presents two sources of raw datasets: In-
distribution (ID) and out-of-distribution (OOD). The ID 
dataset comes from the generator of in-distribution. The OOD 
dataset comes from the generator of out-of-distribution. 
Conceptually, the two generators should produce different two 
sources of datasets and naturally not overlap each other. 
However, in practice, the two generators cannot avoid 
producing two overlapping datasets. 

Table I explains that the overlap occurs due to the two 
approaches taken in data collection. The first approach, data 
collection uses DNS sensors. The sensors are limited in 
representing data from the real world with only three feature 
vectors. The sensors are also limited in responding accurately 
to RCODE. Furthermore, the sensors can only classify DNS 
events by default based on the value of RCODE. 

TABLE II.  DNS RESPONSE CODE 

RCODE Message Description 

0 NOERROR DNS query completed successfully 

1 FORMERR DNS query format error 

2 SERVFAIL Server failed to complete the DNS request 

3 NXDOMAIN Domain name does not exist 

4 NOTIMP Function not implemented 

5 REFUSED The server refused to answer for the query 

6 YXDOMAIN Name that should not exist, does exist 

7 XRRSET RRset that should not exist, does exist 

8 NOTAUTH Server not authoritative for the zone 

9 NOTZONE Name not in zone 

Table II defines the DNS response code which have been 
implemented in GoPassiveDNS [26]. It describes RCODE 
values of the various types of DNS events that occur most 
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frequently. Refers to Table I that RCODE produces high false 
negative rates. Subdistribution 1, 2, 3, and 4 are classified as 
DNS normal even though some are DNS failure according to 
K-Means. In contrast, the second approach, data collection 
uses K-Means to classify two different datasets. Table I shows 
that K-Means produce high false positive rates. 
Subdistribution 3, 4, and 5 are classified as the positive class 
even though some are the negative class according to RCODE. 
The problem of the first approach is that normal and anomaly 
labeling in the raw dataset is based on RCODE even though 
many failure functions cannot be recognized by RCODE. The 
second approach uses the algorithm of machine learning. The 
K-Means is the simplest unsupervised learning algorithm for 
basic self-labeling. It can be utilized to classify the raw dataset 
into two classes on a specific rule. 

It is a similarity between the two approaches. None of 
anomaly samples in subdistribution 5 that has been classified 
by the first approach are part of normal samples that has been 
classified by the second approach. In other words, anomaly 
samples from the first approach is the same as anomaly 
samples from the second approach. So, it is concluded that the 
classification of one sample as anomaly and another sample as 
not anomaly is true. However, there are anomaly samples 
from the second approach that are not anomaly samples from 
the first approach such as samples in subdistribution 3 and 4. 
Therefore, the first approach is not able to recognize new 
patterns of anomaly other than those already recognized by 
RCODE. This urges the use of machine learning algorithms to 
better recognize new patterns of anomalies. Meanwhile, the 
second approach is able to recognize new patterns of anomaly 
other than those already recognized by the first approach. 
However, not all of the new anomaly patterns of the second 
approach are true due to the limitations of K-Means based on 
a specific shape of the decision boundary and no training to do 
for anomaly samples. 

B. Data Collection 

The representational model are useful in improving the 
reliability of data collection. The reliability of data collection 
is improved by modeling the raw dataset into latent samples 
(Zx), a sequence of latent samples (Zy), and a density of latent 
samples (logl). 

 
Fig. 2. Process flow diagram of data collection. 

Fig. 2 describes process flow diagram of data collection 
which consists of five steps. The first step is initial data 
collection which produces raw datasets as 1,000 samples (Sx). 
The samples are a data distribution of 200 data points so raw 
datasets are 200,000 data points in size. The samples are 
designed as a data distribution to understand the underlying 
generator of datasets through latent variable models. The 
samples have parameters from a data distribution that show 
the principal component of datasets. 

The second step classifies positive (Xp) and negative (Xn) 
classes from raw datasets using the K-Means algorithm. The 
positive class are samples that assert the presence of anomaly. 
The negative class are samples that assert the absence of 
anomaly. The K-Means algorithm succeeded in classifying 
raw datasets into 525 negative samples and 475 positive 
samples from selected samples. 

In the third step, each class is divided into two 
subdistributions, namely inliers and outliers, so that in total 
there are four subdistributions plus one specific 
subdistribution produced by DNS sensors as the ground truth 
of anomaly samples. So the total becomes five 
subdistributions, each of 500, 25, 75, 200, and 200 selected 
samples respectively. Inliers and outliers are formed using an 
outlier detection technique [42]. 

The fourth step as the key of reliable data collection is 
processes that generate data specifically event, memory, and 
density processes. The three processes set up the data-
generating process properly. A detailed explanation of each 
process is in the following subsection. Furthermore, one 
sample subdistribution differs from another. It estimated by 
the Expectation-Maximization (EM) algorithm [9]. 

TABLE III.  EM AS A SAMPLE CLASSIFIER  

 subd2 subd3 subd4 

subd1 1.419 2.949 5.026 

subd5 5.423 3.893 1.816 

DI 4.004 0.944 3.210 

abbreviations: subd = subdistribution, DI = difference index 

Table III explains the process of classifying normal and 
anomaly samples using EM. Two polars are defined as the 
centroids of normal and anomaly classes. Subdistribution 1 
with the lowest anomaly level selected as the polar of normal 
class. Subdistribution 5 with the highest anomaly level 
selected as the polar of anomaly class. The smaller difference 
between a subdistribution and two polars defines the label of 
subdistribution. As subdistribution 2 and 3 are closer to 
subdistribution 1 than 5, subdistribution 2 and 3 are classified 
as normal class. As well subdistribution 4 is closer to 
subdistribution 5 than 1, subdistribution 4 is classified as 
anomaly class. It can be seen that K-Means and EM are the 
same in classifying subdistribution 1, 2, 4, and 5 but different 
in classifying subdistribution 3. K-Means classify 
subdistribution 3 as anomaly class while EM classify 
subdistribution 3 as normal class. K-Means classify patterns 
with a specific shape for all subdistributions, while EM 
classifies patterns dynamically following the underlying 
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structure of each subdistribution. It seems EM is more flexible 
than K-Means. EM is not limited by shape but depends on 
unobserved latent variables performed properly by data-
generating process. 

The output of data-generating process is primary datasets 
(logl) that consist of 1,000 samples treated as a population of 
observation. The samples come from five subdistributions of 
raw datasets, each of 500, 25, 75, 200, and 200 respectively. 
In the last step, the observation sample is generated as a 
random variable of normal and anomaly samples. One 
hundred random variables configure the observed samples that 
are taken randomly from the population. Be appointed, the 
sample size is 10% of the population provided for any 
observation. The data-generating process will consider data 
collection more appropriate as required. 

C. The Event Process 

The event process is the first part of data-generating 
process. It encodes DNS events into a latent variable model. It 
reproduces the idea from the world model [14] that pattern 
recognition was performed indirectly through a latent variable 
model. The model in latent space provides more advantages 
than in data space. The pattern encoded as a principal 
component is more concise. The principal component has 
information sufficiency that can be further encoded in another 
process smoothly, so it is easier to analyze in the next part of 
data-generating process. VAEs take the task of encoding for a 
latent variable model. 

Variational autoencoders (VAEs) are an artificial neural 
network architecture in which the latent space has good 
properties to enable generative processes [21] utilizing 
stochastic backpropagation [34]. It plays a role in 
transforming data distribution in data space (X) into data 
distribution in latent space (Zx) by the latent variable model. It 
recognizes the characteristic of data distribution through EM 
by estimating the joint distribution between X and Zx [9]. EM 
will maximize the similarity between the two. If the joint 
distribution Zx is a close approximation of X, then Zx will be 
indistinguishable from X. Analysis of compressed data 
distribution produces a principal component. This is called 
dimensionality reduction. Principal components in latent space 
are more ready to use to recognize the behavior of data 
distribution than feature vectors in data space. It summarize 
the pattern of data distribution without eliminating the 
principal information substance. 

VAEs use two neural networks: encoder (generative 
model) and decoder (variational approximation) [21]. The 
encoder part transforms samples of discrete data distribution 
from DNS events into continuous latent variables by taking 
the characteristic of probability distribution. In this case, 
probability distribution as the core of a latent variable model 
that has two parameters: mean (μ) and standard deviation (Σ). 
The mean represents the expected value of DNS events, and 
the standard deviation represents the variability of DNS 
events. The type of probability distribution to generate the 
latent sample is Gaussian distribution. So, a latent variable 
model may be called a Gaussian model. The use of VAE 
encoder as a generator of latent samples refers to the vision 
model of world models [14]. 

One important component of neural networks that 
quantifies the difference between the predicted and actual 
outputs is the loss function. There are two loss functions for 
VAEs: Mean Square Error (MSE) and Kullback–Leibler 
Divergence (KLD). These two loss functions are standard for 
measuring how fit a model explains the data. The decoder part 
reconstructs latent samples into the predicted outputs (S'x). In 
the experiment, the decoder part is only needed at training to 
measure how fit a Gaussian model has been encodes DNS 
events by comparing the difference between the predicted and 
actual outputs (S'x-Sx). Flow diagram of VAEs as seen in Fig. 
3. 

 
Fig. 3. Flow diagram of VAEs for the event process. 

The performance of training can be evaluated from 
training and testing loss. Suppose the loss gets smaller for 
larger epochs, the loss shift convergence to a specific value, 
testing loss is smaller than training loss, that are indicating 
that VAE training has achieved appropriate performance tasks. 
Latent variables at training are set to μ + Σ × ε. The ε is 
random noise added to the latent variable so that the loss will 
always converge to a specific value [21], [34]. Some of the 
reasons testing loss is smaller than training loss are that at 
training: (1) the latent variable overloaded with random noise, 
whereas, at testing, it does not, (2) testing loss measured after 
training, and (3) training loss measured for all epochs while 
testing loss measured once after completing the training 
epoch. However, training and testing loss are limited to 
optimizing the loss function in estimating the difference 
between the actual (Sx) and predicted (S'x) DNS events and 
not optimizing model parameters. The model parameter is 
optimized by the architecture of encoder and decoder, 
hyperparameter tuning, and using more flexible prior 
distributions. This means that the model parameter of training 
is better than those of testing because it is used as a reference 
for testing. The performance of VAEs training as seen in Fig. 
5(a). 

VAEs are built with one input layer for three feature 
vectors, two hidden layers, each with sizes 64 and 16, and one 
output layer for training purpose only. One data distribution of 
the input layer come from two hundred data points. One latent 
sample is composed of two hundred latent vectors, in other 
words, the two hundred dimensions of Zx. Then, a µ vector of 
length two hundreds and a Σ vector of length also two 
hundreds, so the VAE parameters are four hundreds. In these 
configuration, two hundred latent vectors are a good sample 
size to reduce the log-likelihood of sampling errors. The 
observed samples need to be ensured to be independent (one 
discrete data of DNS events does not depend on other discrete 
data of DNS events in the same data distribution) and 
identically distributed (in one data distribution of DNS events, 
the probability distribution of data distribution is the same). 
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Consequently, a latent sample which generated by the model 
meets the criteria of independent and identically distributed 
(i.i.d) as a stochastic random sample, making it well-suited for 
addressing an observation sample of DNS events in latent 
space. 

D. The Memory Process 

The memory process is the second part of data-generating 
process that play a role in encoding a sequence of latent 
samples from the event process into a latent dynamics model. 
A latent sample which is the output of the event process does 
not have the sequence because it is an i.i.d sample. 
Meanwhile, one observation consists of many latent samples 
to form a sequence. The event process needs to be extended 
with another process called the memory process so that it can 
encode the sequence. Hence, the memory process is an 
extended event process. 

Mixture density-recurrent neural networks (MDRNNs) are 
one specific neural network architecture that combines 
mixture density networks (MDNs) and recurrent neural 
networks (RNNs) to build a latent dynamics model. MDNs 
encode the output of a neural network parametrize a mixture 
of Gaussian distribution, which can model general conditional 
probability densities [2]. RNNs are an artificial neural network 
architecture of dynamic models that have been used to 
generate sequences [13], [15]. Dynamic models simplified 
representations of real-world problems by algorithms, such as 
dynamic models of signal processing, automatic speech 
recognition (ASR), and time-series forecasting. As a sequence 
generator, MDRNNs encode a sequence of latent samples Zx 
generated by a Gaussian model to latent samples Zy generated 
by a latent dynamics model. The use of MDRNNs as a 
sequence generator refers to the memory model of world 
models [14]. 

RNNs are used as the forefront of a sequence generator. 
RNNs have a recurrent layer (a cell) to remember its previous 
inputs by internal memory. A recurrent layer works with 
iterative sampling from the output, then feeding in the sample 
as input at the next step [13]. The problem with standard 
RNNs is that it is used only for basic sequential data tasks and 
cannot be used to store information about previous inputs for a 
very long time [13]. Hence, a type of RNNs called long short-
term memory networks (LSTMs) [15] was designed to address 
the problem of standard RNNs. LSTMs can be used for 
advanced sequential data and artificial long-time lag tasks 
[15], such as tasks to predict a sequence of latent samples, and 
then store information in internal memory with memory cells 
and gating mechanisms for long-term. Memory cells store 
information from the previous step and use it to update the cell 
output for the current step. Gating mechanisms remove 
unimportant information, store new information, and encode 
information from the cell state to the output layer. 

Practically, LSTMs need MDNs for modeling advanced 
sequential data. LSTMs and MDNs are compatible with each 
other. MDNs consist of two components: a feed-fordward 
neural network and a mixture model [2]. The output layer of 
LSTMs is the final layer of a feed-fordward neural network 
and a fully connected layer that connects all units in the layer 

directly to every unit in the previous layer, so it can be utilized 
as an interface between LSTMs and MDNs. 

MDNs can smoothly encode the outputs of LSTMs to form 
the parameters of a mixture model, generally with Gaussian 
models for each mixture component [2], [10]. These 
parameters are mean (μ), standard deviation (Σ), and weight 
(π). The mean represents the expected value of DNS events, 
the standard deviation represents the variability of DNS 
events, and the weight represents mixing each Gaussian 
distribution of DNS events into a mixture distribution. These 
parameters involve shaping probability density functions 
(PDFs) for each mixture component and categorical 
distribution from the mixture weights [2], [10]. Additionally, 
there are two reasons why LSTMs require MDNs: different 
mixture components represent different stochastic events and 
different situations [10]. In other words, MDNs are able to 
model different stochastic events and situations for any DNS 
events in Gaussian models for each mixture component. 
Therefore, LSTMs and MDNs can seamlessly work together 
in MDRNNs. Flow diagram of MDRNNs as seen in Fig. 4. 

 

Fig. 4. Flow diagram of MDRNNs for the memory process. 

One observation consists of some latent samples. In a 
sequence, one latent sample is related to other latent samples. 
MDRNNs training recognize the underlying generator of a 
sequence by making relationships between one sample and 
another using a time-series regression approach. Some 
samples are treated as independent variables, while the 
dependent variable is taken from the independent variable 
itself which has been shifted in a sequence. In this case, the 
independent variable is Zx while Zy is constructed from 
shifted Zx with a sequence length of four. 

LSTMs have been applied to realize this time-series 
regression. Because LSTMs can memorize previous input, 
then for each latent sample, MDNs would encode the output 
of LSTMs into a mixture component that was a combination 
of individual distributions in the form of a mixture 
distribution. To identify that MDRNNs training has been able 
to recognize the underlying generator of a sequence, it was 
evaluated using the logsumexp function. The logsumexp 
function is a smooth approximation to the maximum function 
in a logarithmic scale. This provides a numerically stable 
estimation of PDFs for each sequence and sample. The 
logsumexp is used to measuring the similarity between the 
sequence and sample by maximizing the log-likelihood. 

MDRNNs are built with one input layer, a single hidden 
LSTM layer, the output layer of LSTMs as the input of 
MDNs, a sequence length is four at training time, and a 
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mixture distribution from three Gaussian distributions as a 
mixture model. Three Gaussian distributions were chosen 
because the input distribution is not complex, it only consists 
of three feature vectors. One data distribution of the input 
layer comes from two hundred latent vectors. A single hidden 
layer with sixteen units is enough to perform computations on 
the input which consists of two hundred latent vectors. MDNs 
aim to model a sequence of latent samples that can be drawn 
from one of several possible distributions with a certain 
probability. Several possible distributions come from three 
Gaussian distributions. Each parameter of three Gaussian 
distributions needs two hundred vectors, so MDNs 
parameterize 3×3×200 = 1,800 parameters. These parameters 
will generate two hundred latent vectors as the output of 
MDRNNs (Zy). MDRNNs training uses the data of VAEs 
training so that the performance of MDRNNs training follows 
of VAEs training such as shown in Fig. 5. 

a. The performance of VAEs training b.  The performance of MDRNNs 
training 

Fig. 5. The performance of VAEs and MDRNNs training. 

E. The Density Process 

The density process is the last part of data-generating 
process that play a role in producing the density (logl) from a 
sequence of latent samples. The density process works to 
enhance the density of the memory process. The memory 
process is designed to encode a sequence of latent samples, 
not the density. It is not sufficient to produce reliable density 
because a standard MDN as part of the memory process is 
prone to mode collapse [25]. Mode collapse happens when a 
standard MDN fail to generate data samples from the 
underlying probability distribution of Zx. It will turn 
multimodal learning [38] into unimodal so that all of the 
generated samples are very similar [25]. To overcome the 
problem, a joint distribution was built on Zx and Zy, denoted 
p(Zx, Zy). In this case, Zx and Zy represent the input and 
target variables respectively. The relationship between the 
input and target variables has been initialized by LSTMs in the 
memory process through time-series regression. It is the 
conditional distribution, which is the probability that Zy 
happens given Zx has happened, denoted p(Zy|Zx). It is 
created to build a more proper regression that is the joint 
probability density functions (joint PDFs). All the statistical 
information of the input and target variables is stored in the 
joint PDFs [37]. Furthermore, learning the joint PDFs of the 
input and target variables is a form of supervised learning 
[12]. It is a statistical approach to transform from 
unsupervised learning of the event process, denoted p(Zx), 
into supervised learning of the density process, denoted p(Zx, 

Zy). The joint PDFs and the conditional distribution are the 
statistical basis for multimodal regression. 

An important factor in the joint PDFs is to predict target 
variables from input variables. A type of supervised learning 
algorithm that has been used to predict target variables from 
input variables as part of the joint PDFs is Gaussian mixture 
regression (GMR) [11], [12], [20], [36], [37], [40]. GMR is a 
regression approach that models probability distributions of 
latent samples from the event process and the memory process 
into multimodal regression using Gaussian mixture models 
(GMMs). It can be used to predict distributions of variables 
Zy by computing the conditional distribution p(Zy|Zx). The 
first process in GMR is to learn the joint PDFs through EM, 
then compute the conditional distribution to predictions. 
Training is the same procedure as in GMMs [11]. 

GMMs and GMR can seamlessly work together called the 
Gaussian mixture model for multimodal regression (GMMR), 
which applies two functions in one: the prediction function 
and the score function. The prediction function to predict 
target variables from input variables, this is the role of GMR. 
The score function to estimate the new joint PDFs of the input 
and class label, this is the role of GMMs. The realization of 
GMMR is in two steps. Step 1 is to predict target variables Zr 
from input variables (Zx, Zy) or Zxy using the prediction 
function. This target variable Zr is also used to predict class 
labels. Step 2 is to produce log-likelihood (logl) from bivariate 
data (Zx, Zr) or Zxr using the score function. Therefore, 
GMMR specifically is designed to enhance the reliability of 
the log-likelihood estimation produced by world models [14]. 
Flow diagram of GMMR as seen in Fig. 6. 

 
Fig. 6. Flow diagram of GMMR for the density process. 

In step 1, GMMR has utilized the mixture of experts 
(MoE) [20] for developing the GMR prediction. MoE gives a 
simple approach to combine parametric and nonparametric 
regression methods by taking the analytic advantages of 
parametric and the flexibility of nonparametric [12], [19], 
[37]. The parametric method has been realized by a mixture of 
linear models [36] and the nonparametric method has been 
realized with divide-and-conquer principles [20]. In fact, the 
model log-likelihood function disregards the global data 
density [32], because the global maximum that indicates the 
global data density does not smoothly regress all local 
maxima. Then, MoE replaces a single global model with a 
weighted sum of local models (experts) [11], [12], [20], [40] 
to achieve the stability of multimodal regression as follows: 

p(Zx, Zy) = ∑ πkNk(Zx, Zy|μ(Zxyk), Σ(Zxyk))
K
k=1  (1) 

p(Zy|Zx) = ∑ π(Zy|Zxk)Nk(Zy|μ(Zy|Zxk), Σ(Zy|Zxk))
K
k=1     (2) 
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Eq. (1) is the joint PDFs of GMMs via the EM algorithm 
[9]. Nk(Zx, Zy|μ(Zxyk), Σ(Zxyk)) are Gaussian distributions 
with means μ(Zxyk), covariances Σ(Zxyk), five Gaussian 
components (K=5). Weights πk ∈ [0, 1] are priors that sum up 
to one. EM is an iterative method for fitting GMMs to the 
negative class label of latent samples (Zx, Zy) or Zxy in an 
OCC setting. Eq. (2) is GMR model via the MoE to predict 
distributions of variables Zr by computing the conditional 
distribution p(Zy|Zx). The conditional distribution of each 
Gaussian distribution is N(Zx,Zy|μ(Zxy),Σ(Zxy)) then the 
conditional distribution of a mixture of Gaussian distributions 
is Nk(Zy | μ(Zy | Zxk), Σ(Zy | Zxk)) with means μ(Zy|Zxk) and 
covariances Σ(Zy|Zxk). Weights π(Zy|Zxk) ∈ [0, 1] are priors 
that sum up to one. 

In step 2, GMMR has utilized EM [9] for developing the 
score function. EM has a role for fitting GMMs to the negative 
class label of latent samples (Zx, Zr) or Zxr in an OCC setting 
again. The joint PDFs are used to store the statistical 
information of the input and target variables such in Eq. (3). 
The target variable is assumed class labels. In this case, class 
labels for the global model are missing, then EM is used to 
compute the parameters of each mixture component and 
estimate the maximum log-likelihood of GMMs as the score 
function such in (4). 

p(Zx, Zr) = ∑ πkNk(Zx, Zr|μ(Zxrk), Σ(Zxrk))
K
k=1  (3) 

logl = log p(Zx, Zr)       (4) 

Fig. 7 demonstrates GMMR with five local models, which 
yield the predicted outcome Zr_pred in the output space y-axis 
when conditioning by Zx on the input space x-axis. GMMR 
has worked well to combine linear and non-linear models. The 
key model of GMMR is p(Zy|Zx) which produces p(Zx, Zy) 
from p(Zx) that can be well represented by a set of Gaussians 
[36] so that GMMR can be analyzed easily using a mixture of 
linear models. For this reason, the evaluation of GMMR is 
carried out on the linear regression model. It is linear in the 
parameters. The linearity of parameters is shown by a linear 
relationship between the predictor (Zx), observed outcome 
(Zy), predicted outcome (Zr) in performing local regression 
[19], [20], [36] at the query point on demand. The query point 
on demand using: (1) the nearby training observations [19], 
(2) a nested sequence of regions [20], and (3) a small set of 
close points [36], to build a mixture of linear models. From 
global regression into local regression referred to as a 
memory-based procedure [19] of experts and gates. It can 
predict the outcome according to the memory of experts, each 
expert specializes in one local regression, and the gate defines 
the regions where the memory of an individual expert are 
trustworthy. 

 

Fig. 7. GMMR with five local models. 

The mechanism of GMMR with the local models has been 
explained specifically in hierarchical mixtures of experts 
(HME) [20]. The mechanism works on a set of experts and 
gates collaborating to solve a nonlinear function by dividing 
the input space into a nested sequence of regions [20], [40]. 
The experts learn the simple parameterized surfaces in these 
partitions of these regions, and the gate makes a soft split of 
the input space. The simple parameterized surface in both 
experts and gates can be learned using the EM algorithm [9]. 

The common metric to evaluate a regression model is root 
mean squared error (RMSE) and R-squared (R2) [22]. RMSE 
is a function of the model residuals which is the difference 
between Zr_true and Zr_pred: in [0, ∞], the smaller the better. 
R2 can be interpreted as the proportion of the variance in 
Zr_pred which is explained by the model: in [−∞, 1], the 
closer to 1 the better. R2 is a measure of correlation, not 
accuracy [22]. The other metric is mean absolute error (MAE) 
which is the average of the absolut difference between Zr_true 
and Zr_pred: in [0, ∞], the smaller the better. The performance 
of GMMR for three selected models is shown in Table IV. 

TABLE IV.  MEASURING PERFORMANCE OF GMMR 

Model RMSE↓ R2↑ MAE↓ 

1 0.0022 0.9752 0.0010 

2 0.0010 0.9928 0.0009 

3 0.0011 0.9926 0.0009 

F. The Bias-Variance Alignment 

The center point of cyber resilience model is in GMMs 
which build the fundamentals of representational and 
inference models. GMMs work on a probabilistic model to 
estimate maximum log-likelihood via the EM algorithm [9]. 
GMMs are a simple generative model that utilizes a mixture of 
Gaussian distributions to build a weighted sum of PDFs but 
GMMs have high flexibility in the predictive and inference 
modeling. The weakness is that GMMs fail in high-
dimensional data [4]. To address the problem, the three 
methods take into account. The first method, dimensionality 
reduction to summarize important information from feature 
vectors into latent samples. The method uses VAEs for 
analyzing latent samples and MDRNNs for generating 
sequences of latent samples. The second method, multimodal 
regression to transform the non-linear function of latent 
samples into a mixture of linear models so that latent samples 
are easier to analyze just using linear regression but more 
stable in handling the density with local regression. The 
method uses MoE to combine parametric and nonparametric 
estimates of the model for a regression function. The third 
method, decision boundary optimization to conclude log-
likelihood. The method uses the bias-variance alignment 
described in this subsection and likelihood ratios described in 
the next subsection. 

The bias-variance tradeoff and alignment have similarities 
in decomposing the generalization error into bias and 
variance. The bias-variance tradeoff is often used to analyze 
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the generalization error in a regression setting [19], [22], while 
the bias-variance alignment is more suitable used to analyze 
the generalization error in a classification setting [7]. 
Quantitative measures of the generalization error in regression 
are derived from the mean squared error (MSE) which also 
can be calculated by squaring RMSE. The expected test MSE 
can be decomposed into bias and variance [19], [22] as 
follows: 

E[MSE] = σ2 + (model bias)2 + model variance (5) 

The first part (σ2) is an irreducible error. It cannot be 
eliminated in predictive modeling. It shows intrinsic noise in 
the model due to unknown variables. The second part is the 
squared bias of the model. It shows the relationship between 
the predictor (Zx) and the outcome (Zr_true and Zr_pred) of 
the model. High bias means the model is unable to relate 
accurately between the predictor and the outcome, Zr_pred is 
very different from Zr_true that indicates underfitting. The 
third part is the model variance. It shows the sensitivity of 
predictive modeling to different datasets. High variance means 
the model learns more about the noise than the underlying 
patterns in datasets. More fitting in training data but poor in 
testing data indicates overfitting. The expected test MSE 
simultaneously achieves low bias and low variance. 

Eq. (5) also works to multimodal regression via MoE. The 
variance model of multimodal regression can be expressed as 
the sum of two parts: the first part is related to the variance of 
the expert networks and the second part is related to the 
covariance of the expert networks [18]. This shows that a 
model that can be analyzed using a regression function means 
it can also be analyzed using bias-variance tradeoff, including 
GMMR. 

TABLE V.  TWO SAMPLES FOR CLASSIFICATION 

Model N(Zn) N(Zp) H 

1 10 90 Hp 

2 50 50 Hp 

3 90 10 Hp 

1 10 90 Hn 

2 50 50 Hn 

3 90 10 Hn 

Table V describes two samples for classification. The 
samples size is one hundred for one observation. Positive 
samples denoted Zp and the size denoted N(Zp). Negative 
samples denoted Zn and the size denoted N(Zn). The 
hypothesis of classification models denoted H. There are two 
hypotheses: a positive hypothesis (Hp) and a negative 
hypothesis (Hn). A positive hypothesis is an observation that 
tests log-likelihood in an expected finding of the presence of 
an anomaly if the hypothesis is true. Quantitative measures of 
the presence of an anomaly are indicated by the positive 
likelihood ratio (PLR). Low log-likelihood is an instance from 

the presence of an anomaly. A negative hypothesis is an 
observation that tests log-likelihood in an expected finding of 
the absence of an anomaly if the hypothesis is true. 
Quantitative measures of the absence of an anomaly are 
indicated by the negative likelihood ratio (NLR). High log-
likelihood is an instance from the absence of an anomaly. 

The idea of using two samples for classification is 
motivated by the one-class classification method that suffered 
spurious detection [29] and perfect density models that could 
not guarantee anomaly detection [23]. One-class classification 
in the density process aims to learn a one-class decision 
boundary by GMMR that minimizes false positive rate (FPR) 
[35]. In this problem, the underlying patterns of negative 
samples is well-recognized by the model. However, because 
positive samples were not trained on the model, the model did 
not know the underlying patterns of positive samples. As a 
consequence, it suffers from spurious detection. The next 
problem, even though the data-generating process produces 
reliable log-likelihood, it does not mean that low log-
likelihood is identical to the presence of an anomaly and vice 
versa. If the inference model of log-likelihood is not well-
defined, high log-likelihood may be interpreted as the 
presence of an anomaly [8], [27]. The low and high log-
likelihood of the representational model need to be proven 
quantitatively as the decision boundary that discriminates the 
two [33]. Therefore, anomaly detection using a single-sample 
distributional test is impossible [41]. The existency of positive 
and negative samples is a must for developing two competing 
hypotheses [33], [41]. The samples may be derived from 
ground truth or without. The model will learn from the 
samples and justified by two competing hypotheses. However, 
one-class classification is still required to define initial 
assumptions about the samples before modeling two 
competing hypotheses. 

 
Fig. 8. The bias-variance alignment. 

Fig. 8 describes the bias-variance alignment. The bias-
variance alignment plays a role in decision boundary 
optimization to conclude log-likelihood. GMMR as part of 
data-generating process that produces log-likelihood is not 
free from the generalization error. The generalization error 
causes the estimated log-likelihood to shift from the true log-
likelihood. This is called misleading and weak log-likelihood. 
However, the bias-variance tradeoff does not completely 
explain the phenomenon in a classification setting [7] as 
follows: 
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(model bias)2 ≈ model variance  (6) 

Eq. (6) about the phenomenon, which is different from 
bias-variance tradeoff in general that models of low capacity 
have high bias but low variance and vice versa. While in Eq. 
(6) shows the flexibility of bias-variance tradeoff. The model 
that has high bias does not tend to have low variance or vice 
versa. Eq. (6) suggests that the bias-variance alignment is 
specific to large neural networks. Meanwhile, for the small 
model as in Fig. 8 shows the same results that bias and 
variance are aligned at a sample level although squared bias 
does not approximately equal variance, as seen in a full and 
not-full concave curve of optimal likelihood ratios. It means 
that the effect of bias-variance tradeoff does not lost at all in a 
classification setting. Fig. 8 shows that decision boundary in a 
classification setting has optimized by bias-variance 
alignment. The relation between decision boundary and bias-
variance alignment is as follows: 

aligned_logl = logl-B×μ(Ze)×logl    (7) 

T = μ(aligned_logl)-V×Σ(aligned_logl)     (8) 

y_pred = {
1, aligned_logl < T
0, aligned_logl ≥ T

  (9) 

In Eq. (7), aligned_logl has related to a bias factor (B) and 
the mean of the predictors at testing time μ(Ze). Meanwhile, a 
decision boundary threshold (T) has related to a variance 
factor (V), means μ(aligned_logl), and standard deviations 
Σ(aligned_logl). Eq. (7) shows that log-likelihood needs to be 
aligned so that it shifts closer to the true log-likelihood, then 
aligned_logl performs as a parameter in determining the 
variability of thresholds together with a variance factor. 

In Eq. (9), the threshold T creates a decision boundary that 
classifies log-likelihood into two classes: low log-likelihood if 
aligned_logl < T and high log-likelihood if aligned_logl ≥ T. 
Low log-likelihood being labeled positive samples (predicted 
positive/PP) and high log-likelihood being labeled negative 
samples (predicted negative/PN). Eq. (9) applies if the bias-
variance alignment has achieved the optimal likelihood ratio. 

G. Likelihood Ratios 

A likelihood (L) is the relative probability of the observed 
data given a hypothesis parameter value [3]. It refers to the 
probability or density of a sample under a distribution [41]. It 
is related to the observed data, statistical models, and 
statistical hypotheses. It indicates the hypothesis for the 
goodness of fit of a model to the observed data. With these 
roles, the data-generating process is designed to produce the 
likelihood datasets that construct hypothesis. A hypothesis is a 
prediction for the observed data that can be tested for truth. 
Hypothesis testing is an important step to ensure that a model 
being built fits the observed data. Together with the observed 
data, statistical models, and statistical hypotheses are actual 
components to be able to draw inferences. The likelihood ratio 
(LR) is the ratio of two likelihoods for parameter values for 
two different hypotheses H1 over H2 given the observed data x 
[3] that can be written as follows: 

LR = L(H1|x)/L(H2|x) = P(x|H1)/P(x|H2)    (10) 

The likelihood ratio LR represents and measures statistical 
evidence. The LR is not a probability but a relative measure of 
evidence for competing two hypotheses. The likelihood of a 
hypothesis H given the observed data x (L(H|x)) is 
proportional to the probability of the observed data x under a 
hypothesis H (P(x|H)). L(H|x) builds a likelihood model. As a 
consequence, the LR builds a model to represent statistical 
evidence. Then, the LR model performs as an evidence 
measure for the observed data. Two different evidences will 
be measured: evidence from ground truth datasets (y_true) as 
explained in the subsection III.B and evidence from the bias-
variance alignment (y_pred). 

In the LR, hypotheses can be easily derived from the 
model and vice versa. Eq. (7) represents the observed data in a 
model and (9) is the hypothesis of the model. Eq. (9) 
formulates the positive hypothesis H1 (align_logl<T) and the 
negative hypothesis H2 (align_logl≥T). In contrast, the 
hypotheses formulated in (9) together with ground truth 
datasets build a new model, as seen in Fig. 9(b). The LR 
model measures statistical evidence by support, denoted S. 
Statistical evidence for two hypotheses on the graded scale 
can be seen in Table VI. 

TABLE VI.  INTERPRETING SUPPORT [3] 

LR (1/LR) Support (log LR) Interpretation H1 over H2 

1 (1.00) 0 No evidence 

2.7 (0.37) 1 Weak evidence 

7.4 (0.14) 2 Moderate evidence 

20 (0.05) 3 Strong evidence 

55 (0.02) 4 Extremely strong evidence 

Table VII shows likelihood intervals or support intervals 
and their corresponding frequentist confidence intervals (CI) 
for the standard Gaussian distribution. Similar to confidence 
intervals, likelihood intervals describe the accuracy and 
reliability of estimation obtained from the observed data. 
Likelihood intervals measure the level of confidence in the 
estimation that expected parameters fall within a certain range. 
Likelihood intervals are a need to interpret likelihood clearly 
that the likelihood evidence points are confidence within a 
certain range. 

TABLE VII.  LIKELIHOOD INTERVALS [3] 

S LR 1/LR % CI 

1.6 4.95 0.202 92.6 

2 7.39 0.135 95.4 

3 20.09 0.050 98.6 

4 54.60 0.018 99.5 

5 148.4 0.007 99.8 

6 403.4 0.0025 99.95 

7 1096.6 0.0009 99.98 

8 2981.0 0.0003 99.99 
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The LR is about the relative strength of evidence for two 
competing hypotheses. In contrast, the frequentist approach 
use of type I and type II errors allows one to specify the 
probability of rejecting the null hypothesis when it is true, and 
of not rejecting it when it is false [3]. The LR was built to test 
two hypotheses: predicted label as an outcome and true label 
as a reference standard. The two hypotheses compete to 
measure the relative strength of evidence. 

In this paper, a competition is performed by considering 
ground truth datasets as a reference standard to test the 
hypothesis in (9) as predicted label. It will produce the 
outcome of a test: (1) y_pred=1 for a positive label, (2) 
y_pred=0 for a negative label, and (3) the relative strength of 
evidence for the observed data. Therefore, the outcome of a 
test by the LR is not to reject or not reject the null hypothesis 
(H0 or H2). If the relative strength of evidence is not 
misleading and not weak, the hypothesis may be accepted. 

The 2×2 contingency table describes a matrix format used 
to display a frequency distribution of two variables with the 
vertical columns denoting instances of reference standard, or 
true label and the horizontal rows denoting instances of 
outcome of a test, or predicted label [24]. The relative strength 
of evidence is measured using the 2×2 contingency table as 
seen in Fig. 9. 

     align_logl<T align_logl≥T   y_true=1 y_true=0 

y_pred=1 TP FP  y_pred=1 TP FP 

y_pred=0 FN TN y_pred=0 FN TN 

a. The 2×2 contingency table to 
evaluate the performance indicator of a 

model 

 b. The 2×2 contingency table 
to assess the relative strength 

indicator of evidence 

Fig. 9. The 2×2 contingency table for binary classification. 

Table VIII defines a measure factor in the 2×2 contingency 
table and its derivative. The limitation in the evidential 
approach is that no observed values are zero [3]. The 
generalization error controlled by the bias-variance alignment 
is only a reducible error part not all error conditions [19], [22]. 
A measure factor of TPR, TNR, FPR, and FNR is an error-
based measure. A measure factor, such as TPR or TNR, has a 
test's ability to detect correctly a condition when it is present 
and to rule it out correctly when it is absent. A measure factor, 
such as FPR or FNR, has a test's propensity to detect 
incorrectly a condition when it is absent and not to detect it 
correctly when it is present [24]. Therefore, a measure factor 
of TP, TN, FP, and FN is considered to be not zero. 

PLR measures the change in pre-test to post-test odds and 
diagnostic gain. It also combines information about TPR and 
FPR [24]. If a sample from population tested positive, PLR 
represents the relative strength of evidence that a sample is an 
anomaly given a positive test result. However, the relative 
evidence of PLR also depends on the explicit prior in the 
Bayesian approach which is not discussed in this paper. To 
reduce uncertainty due to factors that influence it, PLR utilizes 
information from NLR. 

Ideally the PLR value is 1/NLR [3], but in practice, the 
PLR value is sometimes greater than 1/NLR so that the 

relative strength of evidence for the observed data is less 
properly. It is necessary to combine PLR and NLR for a single 
test value as the performance indicator of a model and the 
relative strength indicator of evidence. Basically, PLR and 
NLR are the ratio of paired measures [24]. Hence the 
approach taken is based on the harmonic mean method [43] to 
combine PLR and NLR that gets a new measure factor, 
namely, the harmonic likelihood ratio (HLR): 

HLR = 2×PLR/(1+(PLR×NLR))  (11) 

TABLE VIII.  A MEASURE FACTOR IN THE 2×2 CONTINGENCY TABLE AND 

ITS DERIVATIVE 

Term Denoted Formula Description 

True positive TP TP > 0 Correct predictions of anomaly 

True negative TN TN > 0 Correct predictions of normal 

False positive FP FP > 0 Incorrect predictions of anomaly 

False negative FN FN > 0 Incorrect predictions of normal 

True positive 

rate 

TPR TP/(TP+FN) The rate of an anomaly sample 

tested positive  

True negative 

rate 

TNR TN/(TN+FP) The rate of a normal sample 

tested negative 

False positive 

rate 

FPR 1-TNR The rate of a normal sample 

tested positive 

False negative 
rate 

FNR 1-TPR The rate of an anomaly sample 
tested negative 

Positive 

likelihood ratio 

PLR TPR/FPR The ratio of an anomaly sample 

tested positive and a normal 
sample tested positive 

Negative 
likelihood ratio 

NLR FNR/TNR The ratio of an anomaly sample 
tested negative and a normal 

sample tested negative 

The idea of a self-supervised binary classifier is to utilize 
the structure within data from the samples (logl) to build a 
supervisory signal for the classifier. A supervisory signal 
comes from the underlying structure of the samples realized in 
producing two samples using (7), (8), and (9). A supervisory 
signal first finds the bias B and variance V that give the 
maximum likelihood ratios of the two samples. For simplicity, 
the bias B is assumed to be 10 refers to the B value in the 
description of the bias-variance alignment in Fig. 8 and the 
variance V is tried to find iteratively within a certain range on 
the PLR or HLR value is the maximum, denoted _PLR_ and 
_HLR_. This maximum value indicates the relative strength of 
evidence for two samples that the classifier has worked to 
classify the two samples properly. 

The performance evaluation of classifiers involves three 
models, two groups of observation, and five indicators. 
Classification is designed in two stages. The first stage is 
about training samples with a one-class classification method 
for fine-grained negative samples from subdistributions 1, 2, 
and 3. Three types of training samples were realized with a 
negative sample size of 10, 50, and 90, respectively. Training 
samples were taken from ground truth datasets randomly. 
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Training samples were the initial assumptions about the prior 
distribution implicitly (the implicit prior). The second stage is 
about testing samples with a binary classification method for 
fine-grained negative samples from subdistributions 1, 2, and 
3 and positive samples from subdistributions 4, and 5. Ninety-
nine types of testing samples were realized with a negative 
sample size from 1 to 99 and a positive sample size from 99 to 
1, respectively. Testing samples were taken from ground truth 
datasets randomly. The second stage applies (7), (8), and (9). 

Table IX shows that 4 out of 5 performance indicators of 
the group of observation _HLR_ are better than the group of 
observation _PLR_. This proves that HLR as a single test 
value of performance indicators has worked well to evaluate 
the performance of binary classifier even though the absence 
of the explicit prior. This correspond to the result of the area 
under the receiver operating characteristic (AUROC). While 
the area under the precision-recall curve (AUPRC) is almost 
the same. 

TABLE IX.  THE METRIC TO EVALUATE THE PERFORMANCE OF BINARY 

CLASSIFIERS 

Model Model 1 Model 2 Model 3 

Group _PLR_ _HLR_ _PLR_ _HLR_ _PLR_ _HLR_ 

V 1.148 0.576 1.556 0.741 1.352 0.683 

T 3.815 5.127 3.868 5.114 3.908 5.067 

PLR↑ 36.128 22.432 36.664 20.053 37.811 22.591 

NLR↓ 0.207 0.076 0.211 0.082 0.200 0.079 

HLR↑ 11.608 16.072 11.041 14.805 10.966 15.492 

AUROC↑ 0.894 0.941 0.895 0.938 0.897 0.938 

AUPRC↑ 0.922 0.935 0.927 0.931 0.926 0.939 

IV. EXPERIMENTAL RESULTS 

The study in this paper was conducted using an 
experimental method. The experiment was conducted in four 
stages. The first stage was an experiment with raw datasets 
that produce ground truth datasets: true or to be true positive 
(TP) samples and true or to be true negative (TN) samples 
using the K-Means and EM algorithms. 

The second stage was an experiment with the LR as the 
performance indicator of a model (HLR). The experiment uses 
data-generating process to produce the logl. The bias-variance 
alignment enhances likelihood by shifting the logl closer to 
true likelihood thereby producing the LR model. An indication 
that the logl closer to true likelihood if the LR model is not 
misleading and not weak refers to Table VI. The LR model 
constructs two hypotheses: a positive hypothesis (H1) and a 
negative hypothesis (H2). A measure factor HLR facilitates the 
resolution of two hypotheses to obtain the variance V properly 
based on the underlying structure of the two samples. The 
variance V is proper if the HLR has reached its maximum 
within a certain range of variance. Together with the bias B, 

the variance V constructs a supervisory signal for the classifier 
by a threshold T. Referring to (9), the LR model produces 
predicted datasets: predicted positive (PP) samples and 
predicted negative (PN) samples. In the LR, two samples 
present two models and two hypotheses. Otherwise, two 
models and two hypotheses represent two samples. 

The third stage was an experiment with the LR as the 
relative strength indicator of evidence (S). Evidence comes 
from ground truth and predicted datasets which construct two 
hypotheses: a primary hypothesis (H1) and a null hypothesis 
(H0). Once again, a measure factor HLR makes it easier to 
resolve two hypotheses to get the relative strength of evidence. 

The fourth stage was an experiment to build up a self-
supervised anomaly detection (AD) approach. The resilience 
scale (RS) and anomaly score (AS) can be written as follows: 

RS = 2×IPN×S/(IPN+S)       (12) 

AS = 4-RS   (13) 

In (12), the support S is the natural logarithm of a measure 
factor HLR. It assumes the highest relative strength of 
evidence is 4 that refers to Table VI. Also, the highest index of 
PN is 4, because PN is in the range of 0 to 100, the index of 
PN (IPN) is PN/25. So that the IPN and S have the same ratio 
from 0 to 4, then both variables can be estimated smoothly 
using a harmonic mean method [43] to derive (12). Eq. (13) 
assumes the resilience scale and anomaly score are 
complements to the support S. 

The experiments were realized using a Python 
programming language, a deep learning library Pytorch [30] to 
implement an artificial neural network, a Python module 
Scikit-learn [31] to implement a machine learning model, a 
Python library gmr [11] to implement a mixture of experts, a 
Python toolbox PyOD [42] for benchmarking anomaly 
detection methods, and a 2D graphics package Matplotlib [17] 
for the visualization of observational and experimental results. 

TABLE X.  THE LOG-LIKELIHOOD SCORE OF EACH SUBDISTRIBUTION 

subd 1 2 3 4 5 

Zx -1.238 -1.199 -1.281 -1.372 -1.475 

Zxy -1.217 -1.193 -1.233 -1.278 -1.335 

Zxr 5.078 5.104 5.057 4.985 4.921 

Zxr, B=5 6.211 5.514 4.726 3.652 2.712 

Zxr, B=10 7.344 5.925 4.395 2.318 0.502 

Zxr, B=15 8.477 6.335 4.064 0.985 -1.707 

Table X presents the log-likelihood score of each 
subdistribution for some latent variables and the bias factor 
that affects the log-likelihood score. The latent variable Zx is 
the latent samples generated by VAEs. The latent variable Zxy 
is the latent samples generated by VAEs and MDRNNs also 
known as world models [14]. The latent variable Zxr is the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

565 | P a g e  

www.ijacsa.thesai.org 

latent samples generated by VAEs, MDRNNs, and GMMR 
also called the representational model. 

Table X proves that the log-likelihood score of Zx and Zxy 
is too low, below zero. GMMR can increase the log-likelihood 
score significantly from Zxy to Zxr. However, the log-
likelihood score generated by GMMR is not strong enough to 
be used as evidence. The log-likelihood scores of one 
subdistribution and the others are difficult to distinguish as 
normal and anomaly classes. It shows that the classification of 
the two samples is not clear. The reason is that the latent 
samples are generated by the model, while a model is not free 
from the generalization error. 

In Table X, the bias factor B as one of a supervisory signal 
straightens the weak evidence by shifting the log-likelihood 
score closer to the true classification of the two samples. A 
higher B value has implications for a higher log-likelihood 
score of subdistributions 1, and 2 and a lower log-likelihood 
score of subdistributions 3, 4, and 5. This simple experiment 
explains that subdistributions 1, and 2 tend to be samples of 
normal class and subdistributions 3, 4, and 5 tend to be 
samples of anomaly class. 

Fig. 10 gives three indicators of the cyber resilience 
model: the predicted negative PN, the support S, and the 
resilience scale RS. The predicted negative PN about two 
samples needed in a likelihood ratio model. One sample 
represents a reference standard used as an example (ground 
truth datasets). The other sample represents the observed data 
(predicted datasets). Ground truth and predicted datasets 
construct a likelihood ratio model. In the context of cyber 
resilience, the samples that need to be monitored are the 
predicted negative (PN) as part of the predicted datasets. PN is 
the total number of elements labeled as belonging to the 
negative class. PN is true negative (TN) + false negative (FN). 
True negative (TN) is as part of the ground truth datasets 
while false negative (FN) indicates incorrect predictions of the 
negative class. So, FN is the difference between PN and TN. 
The PN indicator proves the relationship between PN and the 
number of negative samples N(Zn), TN, FN. 

The support S about the relative strength indicator of 
evidence. Two samples in a likelihood ratio model construct 
two competing hypotheses. A measure factor HLR makes it 
easier to resolve two competing hypotheses to get the support 
S. From the experiment, it is known that the support S is not 
affected by the number of negative samples linearly in the 
training and testing phases except for extreme numbers, such 
as less than 10 or more than 90 if the sample size is 100. As a 
consequence, the number of negative samples of 10 has met 
the requirement as training data. 

The resilience scale RS about the resilience scale of the 
service. It is the indicator to measure the behavior of cyber 
resilience model. The cyber resilience model requires two data 

to realize (12): the predicted negative (PN) and the support 
(S). Because RS derives from the PN and S, which refers to 
Table VI, the resilience scale RS also has an interpretation that 
refers to Table VI. 

 
Fig. 10. The cyber resilience model. 

Referring to this experimental results, it is known that the 
cyber resilience model is identical to a likelihood ratio model 
(LRM). A likelihood ratio model is effectively carried out 
based on anomaly detection. In anomaly detection, two 
samples are clearly defined. LRM summarizes complete 
information about the observed data, statistical models, and 
statistical hypotheses of DNS events. It identifies the 
individual and group behavior of each sample shown by the 
PN and S indicator. 

The PN indicator can be used to estimate the status of the 
data. High PN shows that DNS events are normal and low PN 
shows otherwise. In addition, LRM provides information 
about the stability of the model in predicting the observed 
data. The stability of the model can be seen from the S 
indicator. A high S shows that the model has the ability to 
predict the data normally and a low S shows otherwise. 
Furthermore, the two indicators are used to test the hypothesis 
of DNS events. A high anomaly score or low resilience scale 
indicates a DNS anomaly. A low anomaly score or high 
resilience scale indicates a DNS normal. Table VI will help 
interpret both in a more understandable form. Therefore, the 
anomaly score AS is a complement to the resilience scale RS 
as has been formulated in (13). 

Anomaly detection is designed using a specific binary 
classification task to build a reliable anomaly detection 
method in dealing with dynamic models. The binary 
classification task goes through two stages. The first stage is 
fitting data using regression to obtain the initial value of the 
relationship between the model and the genuine labeled data 
(the implicit prior) and the second stage classifies the log-
likelihood by a decision boundary threshold to define high and 
low log-likelihoods. The complete differences between some 
anomaly detection methods (PyOD) and the tested method 
(LRM) in the experiment can be seen in Table XI. 
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TABLE XI.  THE DIFFERENCE OF PYOD AND LRM IN THE EXPERIMENT 

PyOD LRM 

Input from the log-likelihood score of 
latent samples (logl) about 100 

samples 

Input from latent samples (Zxr) about 
2×200×100 latent samples 

Fitting and predicting in classification Fitting in regression  
Predicting in classification 

Fitting is done on the negative 

samples 

Fitting is done on the negative latent 

samples 

Predictors are the negative and 

positive samples 

Predictors for regression are the 

negative latent samples 

Predictors for classification are the 
negative and positive samples 

Not using latent samples but directly 
using the log-likelihood score as the 

observed samples 

For each latent sample, the maximum 
log-likelihood score is taken as the 

observed samples 

Some anomaly detection methods that have been 
compared: Angle-Based Outlier Detection (ABOD), Isolation 
Forest (IForest), K-Nearest Neighbors (KNN), and One-Class 
Support Vector Machines (OCSVM). The methods represent 
four different anomaly detection methods that have been 
implemented in PyOD [42]. The results of the benchmarking 
show that LRM has high performance and stability as an 
anomaly detection method as seen in Table XII. 

TABLE XII.  BENCHMARKING THE FOUR METHODS AND LRM 

Model Indicator ABOD IForest KNN OCSVM LRM 

 
1 

HLR↑ 6.003 14.236 14.236 17.626 17.626 

AUROC↑ 0.856 0.933 0.933 0.944 0.944 

AUPRC↑ 0.984 0.993 0.993 0.994 0.994 

 

2 
HLR↑ 10.212 13.458 13.458 13.458 32.441 

AUROC↑ 0.910 0.930 0.930 0.930 0.970 

AUPRC↑ 0.928 0.943 0.943 0.943 0.980 

 

3 
HLR↑ 10.862 10.124 10.124 9.478 19.203 

AUROC↑ 0.961 0.956 0.956 0.950 0.994 

AUPRC↑ 0.794 0.778 0.778 0.763 0.955 

V. DISCUSSION AND FUTURE WORK 

Two samples can be well-modeled with the LR model so 
that the interpretation of the observed data is more objective, 
depending only on the data itself. It is relevant to be used for 
anomaly detection. It is also relevant to be used for normal 
detection (resilience). Based on a self-supervised anomaly 
detection approach, self-labeling in a dynamic model can be 
realized with measurable supervision. Self-labeling directed 
by a supervisory signal consisting of a bias factor B, a 
variance factor V, and a threshold T. The evaluation of 
regression and classification models with results as follows: 
RMSE=0.0014, R2=0.9869, MAE=0.0009 for fitting 3 
regression models at training time and HLR=15.456, 
AUROC=0.939, AUPRC=0.935, S=2 (2.738) with the S-2 
likelihood interval for 297 (3×99) classification models at 
testing time. It means that the LR model does not generally 

produce misleading and weak log-likelihood. In this LR, the 
relative strength of evidence is defined by a primary 
hypothesis that models self-labeling and a null hypothesis that 
models a standard reference of the samples. In the experiment, 
it has been proven that a primary hypothesis is accepted, S=2 
with a 95% confidence level. 

The difference index (DI) of likelihood in the EM as a 
sample classifier is the difference between a subdistribution 
classified as positive and negative samples. The larger DI, the 
larger the disjoint support between the distribution of positive 
and negative samples.  In Table III, subdistribution 2 has a DI 
of 4.004, subdistribution 3 has a DI of 0.944, and 
subdistribution 4 has a DI of 3.210. It means the difference 
index of subdistribution 3 is small, then the disjoint support is 
also small. As a consequence, subdistribution 3 is less reliable 
as a standard reference of samples. 

To address the problem of misleading and weak log-
likelihood required aligning bias-variance and optimizing 
likelihood-ratios. In Table X, the bias factor B has been 
worked properly for subdistributions 1, 2, 4, and 5 but not for 
subdistribution 3. This is correlated with the analysis of Table 
III that the disjoint support of subdistribution 3 is small so 
subdistribution 3 produces anomaly interpretation: some parts 
tend to be negative samples and others tend to be positive 
samples. 

Referring to the facts in Table III and X, it is necessary 
that a null hypothesis may need to be redesign. A null 
hypothesis represents ground truth datasets as examples of 
positive and negative samples that declare a reference standard 
of the observed samples in two competing hypotheses. The 
next study focused on enhancing the ground truth datasets, 
especially to address the problem of subdistribution 3 that 
produces a stronger relative strength indicator of evidence. 
Furthermore, predictive modeling only relies on examples of 
positive and negative samples from those trained to the model 
as the implicit prior. 

VI. CONCLUSION 

There is a relationship between the cyber resilience and 
likelihood ratio models. The likelihood ratio model (LRM) is 
useful in building the cyber resilience model. It meets the 
requirements needed to realize the representational and 
inference models in practice. The representational model has 
been realized with likelihood maximization inside data-
generating process and the inference model has been realized 
with likelihood ratios inside two competing hypotheses. In the 
representational model, the Gaussian mixture model for 
multimodal regression (GMMR) enhances the ability of world 
models produces log-likelihood. The log-likelihood needs to 
be aligned by the bias-variance factor to be worthy of being 
used as evidence. In the inference model, evidence from 
ground truth datasets and evidence from the model build two 
competing hypotheses to handle anomaly detection tasks in 
self-supervised settings. Evidence from the model has been 
labeled through a self-labeling technique that supervised by 
three supervisory signals: a bias factor, a variance factor, and a 
threshold to optimize decision boundary in minimizing the 
generalization error of predictive modeling with the harmonic 
likelihood ratio (HLR). 
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Abstract—The stability and reliability of the electric grid 

strongly depend on the ability to schedule and forecast the energy 

output of all sources. Even though the share of photovoltaic 

installation in the energy mix is continuously increasing, they 

have one major drawback: their dependence on different 

environmental parameters, such as solar irradiance, ambient 

temperature, cloudiness, etc., which have a highly variable 

nature. Six machine learning algorithms are compared in this 

study, regarding their ability to forecast the power generation of 

a rural rooftop photovoltaic installation using different 

combinations of the input data. The features selected for 

investigation are solar radiation, ambient temperature, and wind 

speed, obtained from a meteorological station, as well as two 

additional time-based variables – the time of the day and the 

month of the year. During the validation and testing phases, four 

models performed better – artificial neural network (ANN), k-

Nearest neighbor (kNN), Decision tree (DT), and Random Forest 

(RF), with ANN achieving the best results in all cases. The 

optimal combination of input data includes solar radiation, 

ambient temperature, wind speed, and hour of the day, though 

the difference with the other scenarios was small. The optimal 

ANN model achieved R2, MAE, and RMSE of 0.995, 6.71 Wh, 

and 13.7 Wh, respectively. The results obtained in this study 

indicate that the yield of PV installations located in rural areas 

could be forecasted with high probability using a limited number 

of meteorological data. 

Keywords—PV yield; forecasting; machine learning; deep 

learning; features; solar radiation; ambient temperature; wind 

speed; hour of the day 

I. INTRODUCTION 

Renewable energy technologies have greatly developed 
during the last decades, with photovoltaics holding the largest 
share. Many reasons exist for this, such as their low 
maintenance costs [1, 2], abundant availability of solar energy 
[3], the possibility for building integration [4], relatively easy 
installation, reliability [4], etc. However, one major drawback 
could be defined for PV installations: their strong dependence 
on weather conditions and especially on solar radiation, which 
has a highly variable nature. For this reason, the output of 
photovoltaic power in a stations changes wide range over time 
and is generally difficult to forecast. One of the options to deal 
with this problem is the application of energy storage systems, 
allowing energy charging during daylight hours and using it 
according to the requirements of the load profile [5, 6]. 
However, with the current development of energy storage 

technologies, this approach is still too expensive and its return 
on investment is too low without government incentives and 
subsidies [7]. Furthermore, the batteries’ life expectancy is still 
relatively low, which requires additional investment during the 
PV park operation for battery replacement [8]. 

Reducing power uncertainties in the electric grid is a major 
task, which is required to ensure its energy balance. Therefore, 
forecasting the output of photovoltaic installations is crucial for 
maximizing the economic benefit and ensuring customers 
receive electric energy of acceptable quality and reliability [9]. 
The power production of PV installations depends on many 
environmental factors, such as solar irradiance, cloudiness, 
ambient temperature, wind speed [10, 11, 12], and even 
relative humidity and rainfall. [13, 14]. Moreover, when a 
photovoltaic installation is installed in an urban or suburban 
environment, additional factors affecting power production are 
introduced or enhanced, such as soiling [15, 16], shading [17, 
18], panel degradation [19, 20], etc. 

Different forecasting approaches exist mostly based on 
statistical methods (ARIMA, ARCH, GARCH) and machine 
learning methods, even though physical and hybrid approaches 
are also used [21, 22]. Machine learning has many applications 
in the renewable energy field, such as yield forecasting [23], 
condition monitoring [24], fault detection [25, 26], PV cell 
degradation [27], MPPT tracking [28], energy management 
[29], etc. When it comes to PV yield or power forecasting, 
different machine learning regression algorithms are used, such 
as Support Vector Machine (SVM), Linear regression (LR), 
Random Forest (RF), Regression tree (RT), etc. For example, 
in study [30] the global horizontal irradiance and atmospheric 
temperature were used, obtained from a meteorological station 
with a 5-minute timeframe. Several regression models were 
investigated, such as Gaussian process regression (GPR), LR, 
RT, and SVM. All models achieved similar performance, with 
R2 varying between 92% and 96%, yet the RT achieved the 
highest score. Similarly, in the study [31] the 5 min horizontal 
global radiation and ambient temperature in Berlin were used 
as input data for a machine learning algorithm. It predicted the 
generated AC energy of a photovoltaic installation and 
achieved a coefficient of determination of 0.87. 

A study for Jordan used nine features to predict the power 
of a PV installation: irradiation, air temperature, module 
temperature, as well as several time-based features – day of the 
week, month number, day type, week number, hour of the day 
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and year type [32]. RF achieved the highest performance, 
closely followed by Bagging-REFTree. In study [33], the 
possibility of forecasting PV energy output in numerous 
regions with limited plant-specific data was investigated. The 
authors enriched the features by adding 1-hour-lagged 
meteorological data and tested different machine-learning 
regression methods, such as Kernel Ridge and RF. The models 
achieved a normalized root mean square error (NRMSE) of 3% 
in the case of lagged power used as input, corresponding to a 1-
h time horizon.  

Three types of forecasting exist when it comes to 
photovoltaic output: short-term, medium-term, and long-term 
[34]. In study [35], a predictive model for PV power generation 
in Korea was presented, based on a recurrent neural network 
(RNN) and meteorological data. Four predictive features were 
selected: air temperature, relative humidity, solar radiation, and 
wind speed. Error rates of 13.8% and 13.2% were reported, 
respectively for the single- Long Short-Term Memory (LSTM) 
and multi-LSTM models. In another study, nine input 
parameters were used to train an artificial neural network that 
forecasts the output of a photovoltaic installation – global 
horizontal irradiance, global diffuse radiance, ambient 
temperature, precipitation, wind speed, air pressure, sunshine 
duration, relative humidity, and surface temperature [36]. The 
reported error rates vary between 72.64% and 0.74% for low 
and high insulation values, respectively. In study [37] the 24 h 
PV yield was forecasted using solar radiation and ambient 
temperature as input data. The authors proposed an artificial 
neural network (ANN) Multi-Layer Perceptron (MLP) model, 
which achieved an R2 between 96% and 99% for sunny days 
and between 0.88% and 92% for cloudy days. Similarly, in 
[38] ultra-short PV power forecasting was investigated based 
on neural networks and four features – global horizontal 
irradiance, wind speed, ambient temperature, and relative 
humidity. The different models achieved an R2 between 0.889 
and 0.967 in the validation phase and between 0.910 and 0.971 
in the testing phase. 

Some studies have also compared the performance of the 
machine learning and deep learning approaches. In [39] the 
temperature of the PV surface, the solar irradiance, and the 
wind speed were used to predict the power output of a rooftop 
photovoltaic installation in Russia. A comparison between 
ANN and regression models showed the first had better 
performance with error rates between 0% and 30% for the 
different days. Similarly, in study [40] the power of a PV 
installation in Egypt was forecasted using three models – RF, 
Facebook Prophet, and LSTM. The features used are different 
components of the solar irradiance, wind speed at 10 m, 
temperature at 2 m, and sun height. The best-performing model 
was Prophet with R2=0.93, which was confirmed by its mean 
square error (MSE) and MAE coefficients. In study [23] were 
used seven machine learning algorithms for short-term 
prediction of photovoltaic generation - extreme gradient 
boosting algorithm (XGB), support vector regressor (SVR), 
random forest (RF), classic MLP, and three LSTM-based 
models. Their achieved R2 values varied from 0.90 to 0.91 for 
15-minute-ahead forecasting, from 0.88 to 0.89 for 30-minute-
ahead forecasting, and from 0.86 to 0.89 for 1-hour-ahead 
forecasting. 

However, one of the key factors for forecasting the PV 
yield is the availability of reliable predictions for solar 
radiation. This task can also be implemented using either 
machine or deep learning. In study [41] different machine 
learning algorithms were evaluated in their ability to forecast 
solar radiation and ambient temperature, which are considered 
to have the highest impact on the PV output. Similarly, in study 
[42] predictions of the hourly solar radiation were made for 
time horizons h+1 and h+6 in Odeillo, France. They were 
based on ANN and RF models and the past solar radiations as 
input data. The RF algorithm achieved better results at 
forecasting the global horizontal irradiation with an NRMSE of 
19.65% for the h+1 timeframe and 27.78% for the h+6 
timeframe. 

Other studies combined the forecasting of solar energy and 
PV power. In study [43], the MLP ANN method to forecast the 
PV power was used with a 10-minute discretization step. The 
authors investigated two scenarios – one with measured solar 
irradiance data and the other with predicted one. The precision 
of the models was estimated using different errors. The best-
performing scenario achieved a 7% error for a scenario, which 
relies on three days of previous solar radiation data. Similarly, 
in study [44] two hybrid models were investigated for PV 
power forecasting. A statistical model for estimating solar 
radiation and a physical or statistical (ANN) model for 
estimating output power were trained. The ANN-based model 
achieved lower relative root mean square error, varying from 
3.59% to 8.65% for 3 days ahead forecasting and from 5.25% 
to 11.85% for 6 days ahead forecasting. 

The analysis of previous studies shows that a wide range of 
input data is used for forecasting photovoltaic power. Basic 
meteorological data, such as solar irradiance, ambient 
temperature, wind speed, relative humidity, rainfall, and 
cloudiness is used, as well as some parameters of the PV 
installations, such as module temperature and yield. Additional 
time-based features are often added, such as day of the week, 
month number, day type, week number, hour of the day, year 
type, etc. Previous authors have reported different accuracies of 
the existing models, which can be explained by the influence of 
local factors, such as shading, soiling, etc., and the chosen 
features. Furthermore, there isn’t an obvious winner amongst 
the used approaches, such as machine learning and deep 
learning.  

The agricultural sector has a great potential for creating 
additional value with the help of energy from photovoltaic 
installations. Such applications include powering of irrigation 
systems [45], animal farms [46,47], etc., and are commonly 
rooftop mounted. Rural areas are characterized with lack of 
high-rise buildings and other artificial objects, which could 
potentially influence the energy production of photovoltaics by 
creating shadings. Considering the above mentioned, it is 
important to investigate the possibilities for precise forecasting 
of the output PV power under such conditions. 

This study aims to investigate the influence of different 
features on the performance of machine learning and deep 
learning models for forecasting the yield of PV installations 
located in rural areas.  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

570 | P a g e  

www.ijacsa.thesai.org 

II. MATERIALS AND METHODS 

A. Data Acquisition 

This study relies on two data sources: a mid-scale PV park 
and a dedicated meteorological station. They are located in the 
village of Staro Selo, near the city of Tutrakan, Bulgaria, 
coordinates 43°59'11"N 26°32'49"E (Fig. 1). 

 
Fig. 1. Geographic location of the experimental facility. 

The photovoltaic park is installed on the roof of a building 
and its total power is 68.040 kWp. It is built of 378 
monocrystalline modules SPV180M-24 by Sinski PV Co., Ltd. 
(Wuxi, Jiangsu, China). They are characterized by 180 Wp 
peak power, 14.1% efficiency, 45V open-circuit voltage, and 
5.3 A short-circuit current under standard testing conditions. 
The orientation of the PV modules has an azimuth angle of 3° 
and an angle of inclination of 30°. The installation also 
contains 9 Sunny Mini Central 6000TL single-phase grid-
connected inverters by SMA Solar Technology AG (Niestetal, 
Germany). Their key characteristics are 97.7% efficiency, 1 
MPPT with four inputs, and an MPP voltage range of 333 V to 
500 V. The inverters are connected to the internet via a Sunny 

WebBox and all data is stored on the SunnyPortal platform 
with a 1-hour time step. 

The meteorological data is collected using a Sunny Sensor 
box by SMA Solar Technology AG (Niestetal, Germany), 
which includes: 

- A solar radiation sensor with a measuring range 0÷1500 
W/m2 and an accuracy of 8%. 

- A temperature sensor with a measuring range -30÷80 
°C and an accuracy of 0.5°C. 

- An anemometer with a measuring range of up to 40 m/s 
and an accuracy of 0.5%. 

It is installed near the PV panels and similarly to the 
inverter, transmits data to the SunnyPortal platform via the 
Sunny WebBox with a 1-hour time step. 

B. Methodology for Data Processing and Data Analysis 

In this study, we have applied a data analysis methodology, 
which includes the following steps (Fig. 2): data preparation, 
feature preparation and engineering, model optimization, and 
features evaluation. 

1) Step 1. Data preparation: In this step, the data is 

extracted from the cloud platform. The four datasets are 

exported in Microsoft Excel format and are merged into a 

single file with five columns – timestamp, energy yield, solar 

radiation, temperature, and wind speed. During the merging 

process, special attention should be paid to the correspondence 

of the timestamps of the records. 

 
Fig. 2. Overview of the methodology used. 

Next, the created dataset is analyzed for inconsistencies, 
such as: 

- Empty or invalid values; 

- The solar radiation is non-zero, while the PV yield is 
zero and vice-versa. 

All records with such inconsistencies are removed from the 
dataset. Finally, the available data is divided into 
training/validation and testing datasets. 

2) Step 2. Features preparation and engineering: In this 

step, the main features of the machine learning are selected. 

As previous authors have stated, the factors with the highest 

influence on the energy yield of photovoltaic installations are 

solar radiation, ambient temperature, and wind speed [22, 48]. 

Therefore, they are selected as the main features for model 

training. Secondary features, which are known to be correlated 

with solar radiation are the “month of the year” and the “hour 

of the day”. They are extracted from the timestamp of the 

datasets using Microsoft Excel’s “Month” and “Hour” 

functions. This way the “month of the year” feature takes 

values from 1 to 12 and the “hour of the day” feature takes 

values from 0 to 23.  

3) Step 3. Model optimization: This step aims to obtain 

the optimal parameters of each of the selected machine-

learning models, using all available features. In this study, we 
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have chosen the Orange Data Mining v3.36 tool, developed by 

the University of Ljubljana (Ljubljana, Slovenia) [49]. The 

reason for choosing it is the wide range of available 

components for training regression models, evaluation and 

comparison, modification of the input and output data, etc. 
The goal is to train regression models, which can forecast 

the photovoltaic energy yield using the available features, i.e. 
the output of the models should be the predicted energy. Based 
on the results of previous studies, the following machine-
learning algorithms are selected for evaluation: 

- Decision tree (DT) – builds regression organized as a 
tree structure. 

- Random forest (RF) – works by creating numerous DTs 
during the training phase. Each tree is constructed using 
a random subset of the dataset to measure a random 
subset of features in each partition. It can be used for 
both classification and regression tasks. Overfitting is a 
common problem that may worsen the model 
performance, which is commonly dealt with by adding 
enough trees in the forest. 

- K-nearest neighbor (kNN) – a supervised machine 
learning algorithm that can be used for classification 
and regression tasks. It requires more time and memory 
and is commonly useful with smaller datasets. 

- Artificial neural network (ANN) – a set of algorithms 
designed for recognizing patterns in data. They are 
modeled after the structure and function of the human 
brain and have shown acceptable results in all spheres 
of science. 

- Support vector machine (SVM) – a selective classifier 
formally defined by dividing the hyperplane. The SVM 
algorithm intends to find a hyperplane in an N-
dimensional space that classifies the data points. 

- Linear regression (LR) – computes the linear 
relationship between the dependent variable and one or 
more independent features by fitting a linear equation to 
observed data. 

The output of the abovementioned regression models is 
additionally modified (if required), to make sure no energy 
production is forecasted during the dark hours of the day: 

𝐸𝑝𝑟𝑒𝑑.𝑚 = {
𝐸𝑝𝑟𝑒𝑑;  𝑆𝑜𝑙𝑎𝑟 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 ≥ 0

0;  𝑆𝑜𝑙𝑎𝑟 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 < 1       
 (1)

During this step, the parameters of each model are changed 
and their performance is assessed with the help of a 5-fold 
cross-validation. Several statistical metrics are used that allow 
to evaluate the difference between the original and the 
predicted values: 

- Coefficient of determination (R2) - it takes values 
between 0 and 1 and shows how well a model predicts 
the outcome: 

𝑅2 = 1 −
∑ (𝑦𝑖−𝑦�̂�)2𝑛

𝑖

∑ (𝑦𝑖−�̅�)2𝑛
𝑖

,  (2)

where, 𝑦𝑖  and 𝑦�̂�  are the ith samples of the actual and 
predicted variables and �̅� is the mean of the actual values. It is 
known that when multiple regression models are evaluated, it 
is better to use the adjusted R2 metric, which penalizes the 
additional features. However, this is true only when the number 
of records is relatively low. When the number of records is 
significantly higher than the number of features, R2 and the 
adjusted R2 have insignificant differences. That is why in this 
study the application of R2 is considered appropriate. 

- Mean square error (MSE) – measures the average 
squared difference between the actual and the predicted 
values with extra penalty to large errors: 

𝑀𝑆𝐸 =
1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1   

- Root mean square error (RMSE) – measures the 
average magnitude of the errors in the prediction and is 
the square root of MSE: 

𝑅𝑀𝑆𝐸 = √𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1 . 

- Mean absolute error (MAE) – measures the average 
magnitude of the errors in the prediction and is useful 
when large errors should not be given extra penalty: 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦�̂�|

𝑛
𝑖=1 .  

- Non-zero mean absolute error (NZMAE) – measures 
the average magnitude of the errors in the prediction 
using only the non-zero records. This metric gives more 
accurate results, as excludes nighttime records, where 
no energy is generated and no error is expected. 

This step is repeated numerous times with different 
parameters of each regression model until a peak R2 value is 
achieved. 

4) Step 4. Features evaluation: This step aims to evaluate 

the influence of the selected features on the performance of 

the trained models. The following variants are considered: 

- Variant 1. Only solar radiation; 

- Variant 2. Solar radiation and ambient temperature; 

- Variant 3. Solar radiation, ambient temperature, and 
wind speed; 

- Variant 4. Solar radiation, ambient temperature, wind 
speed, and hour of the day; 

- Variant 5. Solar radiation, ambient temperature, wind 
speed, hour of the day, and month of the year. 

For each of the abovementioned variants: 

- The training dataset is modified to include only the 
corresponding features. This is implemented directly in 
the Orange Data Mining software, by selecting the 
necessary columns from the Files component. 

- The six models are trained again with the selected 
features. 
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- The testing dataset is modified similarly to the training 
one. 

- The trained models are applied to the testing dataset and 
the metrics from Step 3 are evaluated. 

Next, the evaluated metrics are compared and the 
performance of each model with the different feature variants 
is obtained. The optimal variant and model are determined. 

Other than the hourly generated energy, another important 
parameter of photovoltaic installations is the cumulative daily 
generated energy. Therefore, during this phase is also 
estimated the cumulative energy production for each of the 
testing days according to: 

𝐸𝐷 = ∑ (𝐸𝐻)23
𝑖=0 ,   (6)

where, 𝐸𝐻 is the hourly energy production. The estimated 
daily energy productions can be compared to each other to 
identify problems where a model’s predictions are dominantly 
above or below the actual values. 

III. RESULTS AND DISCUSSION 

The datasets were prepared using data obtained in the 
period from 4 January 2020 to 20 December 2022. Previous 

studies have recommended the datasets for accurate PV 
forecasting to be at least 1 full year [38], therefore the used 
data conforms to this recommendation. Following the proposed 
methodology, four datasets were exported with 1 h timestep: 
specific yield in kWh/kWp, solar radiation in W/m2, ambient 
temperature in °C, and wind speed in m/s. Thereafter, they 
were merged, and all records with missing, incomplete, or 
inconsistent data were removed. The data was split into 
training and testing datasets as follows: 

- The training data includes 13781 records from 4 
January 2020 to 31 July 2021; 

- The testing data includes 3394 records from 1 August 
2021 to 20 December 2021.  

Next, the two additional features (“month of the year” and 
“hour of the day”) were added to the datasets. A sample from 
the prepared training dataset is shown in Fig. 3. The first 
column (Timestamp) is not used as a feature but is kept as 
metadata for easier analysis. The last column contains the 
target variable (the specific energy yield, produced by the PV 
installation for 1 h), which should be forecasted. 

 
Fig. 3. A sample from the prepared training data. 

Next, the training and testing procedure were implemented 
in Orange Data Mining, as shown in Fig. 4. According to step 3 
of the methodology, the optimal parameters of the six machine 

learning algorithms were obtained experimentally using all 
available features so that their R2 values were as close to 1 as 
possible. Their optimal parameters are summarized in Table I. 

 
Fig. 4. Implementation of the training and testing methodology in orange data mining. 
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TABLE I.  PARAMETERS OF THE OPTIMAL MODELS 

Model Parameters 

Random forest 

Number of trees: 6 
Number of attributes considered at each split: not checked 

Replicable training: checked 

Balance class distribution: not checked 
Limit depth of individual trees: not checked 

Do not split subsets smaller than: not checked 

K nearest neighbor 

Number of neighbors: 5 

Metric: Euclidean 
Weight: Uniform 

Artificial neural network 

Neurons in hidden layers: 20 

Activation: ReLu 
Solver: L-BFGS-B 

Regularization, α=0: 

Maximal number of iterations: 300 
Replicable training: checked 

Linear regression 
Fit intercept: checked 

Regularization: No regularization 

Decision tree 

Induce binary tree: not checked 

Min number of instances in leaves: 12 

Do not split subsets smaller than: not checked 

Limit the maximal tree depth to: not checked 
Stop when majority reaches: 95% 

Support vector machine 

SVM type: SVM 

Cost (C): 1.40 
Regression loss epsilon (ε): 0.10 

Kernel: Linear 

Numerical tolerance: 0.0010 
Iteration limit: 20 000 

The model is validated using 5-fold cross-validation, which 
means that 20% of the records are randomly chosen for 
validation and the remaining 80% are used for training. The 
results from the models’ training and validation are 
summarized in Table II, ordered decreasingly by their R2 value. 
The best-performing algorithm is the ANN, RMSE, and MAE, 
with R2 respectively 0.995, 18.3, and 7.5. 

TABLE II.  COMPARISON OF THE MODELS’ VALIDATION PERFORMANCE 

Model MSE RMSE MAE R2 

ANN 336 18.3 7.50 0.995 

RF 383 19.6 6.94 0.994 

kNN 390 19.8 7.31 0.994 

DT 411 20.3 7.74 0.994 

LR 952 30.9 18.7 0.985 

SVM 1041 32.3 15.5 0.984 

The order of the next three models is disputable for the 
following reasons: 

- The RF has the second-best R2 equal to 0.994; however, 
its MAE (6.94) is the lowest. In other words, if we 
choose the optimal model based on its MAE then the 
RF model performs slightly better than the trained 
ANN.  

- The kNN model has the same R2 as RF, and its MAE 
(7.31) is also lower than ANN’s. 

- The DT has the same R2 as RF and kNN, and almost the 
same MAE (7.74). 

In general ANN, RF, kNN, and DT perform almost equally 
well in our study. The other two models (LR and SVM) 
perform slightly worse, though their R2 values are still 
impressive – 0.985 and 0.984, respectively. However, their 
MAE metrics are more than twice as bad (18.7 and 15.5, 
respectively), which means their forecasts contain more errors. 
This is also indicated by their RMSE metrics (30.9 and 32.3, 
respectively), which penalize large errors. 

Next, according to the developed methodology, the 
performance of the models was evaluated for the different 
feature variants. For each one the corresponding features were 
selected from the training and testing datasets and the models 
were retrained and reevaluated with the testing dataset. The 
results from Variants 1, 2, 3, 4, and 5 are summarized in Table 
III, Table IV, Table V, Table VI, and Table VII, respectively. 

TABLE III.  RESULTS FROM THE TESTING OF VARIANT 1 (ONLY SOLAR 

RADIATION) 

Model MSE RMSE MAE NZMAE R2 

ANN 567 23.8 10.2 21.2 0.990 

DT 638 25.3 10.8 22.6 0.989 

kNN 691 26.3 11.3 23.7 0.988 

RF 838 29.0 12.6 26.6 0.986 

LR 985 31.1 13.8 28.8 0.983 

SVM 1021 32.0 13.8 28.9 0.983 
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TABLE IV.  RESULTS FROM THE TESTING OF VARIANT 2 (SOLAR 

RADIATION AND AMBIENT TEMPERATURE) 

Model MSE RMSE MAE NZMAE R2 

ANN 323 18.0 6.41 13.4 0.994 

kNN 352 18.8 6.72 14.3 0.994 

DT 347 18.6 6.83 14.3 0.994 

RF 406 20.1 7.15 15.2 0.993 

LR 930 30.0 13.5 28.3 0.984 

SVM 1022 32.0 13.9 28.9 0.983 

TABLE V.  RESULTS FROM THE TESTING OF VARIANT 3 (SOLAR 

RADIATION, AMBIENT TEMPERATURE, AND WINDSPEED) 

Model MSE RMSE MAE NZMAE R2 

ANN 314 17.7 6.12 12.8 0.995 

kNN 358 18.9 6.61 14.1 0.994 

DT 355 18.8 6.90 14.5 0.994 

RF 383 19.6 6.84 14.5 0.993 

LR 930 29.9 13.60 28.4 0.984 

SVM 1025 32.0 13.86 28.9 0.983 

TABLE VI.  RESULTS FROM THE TESTING OF VARIANT 4 (SOLAR 

RADIATION, AMBIENT TEMPERATURE, WINDSPEED, AND HOUR OF THE DAY) 

Model MSE RMSE MAE MZMAE R2 

ANN 299 17.3 5.71 11.9 0.995 

kNN 357 18.9 6.65 14.2 0.994 

DT 358 18.9 6.93 14.6 0.994 

RF 372 19.3 6.56 14.1 0.993 

LR 930 30.5 13.6 28.4 0.984 

SVM 1022 32.0 13.9 28.9 0.983 

TABLE VII.  RESULTS FROM THE TESTING OF VARIANT 5 (SOLAR 

RADIATION, AMBIENT TEMPERATURE, WINDSPEED, HOUR OF THE DAY, AND 

MONTH OF THE YEAR) 

Model MSE RMSE MAE NZMAE R2 

ANN 335 18.3 6.44 13.4 0.994 

kNN 367 19.2 6.65 13.7 0.994 

DT 373 19.3 6.93 14.0 0.994 

RF 436 20.9 6.56 14.1 0.993 

LR 936 30.6 16.2 28.4 0.984 

SVM 1023 32.0 14.0 28.9 0.983 

If we take a look at the obtained coefficients of 
determination, several things can be noticed: 

- The ANN models have the best performance in all five 
variants of the input features with R2 ranging between 
0.990 and 0.995; 

- The RF, kNN and DT models return very close results 
in all cases with R2 between 0.986 and 0.994; 

- The SVM and the LR models have the worst 
performance in all cases, although it is not significantly 
worse. They are practically the same in all five variants; 
i.e., if these algorithms are selected, solar radiation can 
be used as the only feature. 

All models in all variants achieved excellent coefficients of 
determination, ranging between 0.983 and 0.995. At first 
glance, the last statement means that there is not any significant 
difference between the six algorithms. That is why a closer 
look should be taken at the other metrics. For Variant 1 (Table 
III) the ANN model achieved an MAE of 10.2 Wh/kWh/h, 
which means that for the investigated testing period (3394 
hours or approximately five months) the expected cumulative 
error is 34.6 kWh/kWp. However, if only the non-zero records 
are accounted for, as no error is expected during the dark hours 
of the day, the NZMAE metric is 21.2 Wh/kWh/h, i.e. 
approximately twice as high as MAE. For the worst-
performing model (SVM) the MAE and NZMAE are 13.8 
Wh/kWp/h and 28.0 Wh/kWhp/h, respectively, corresponding 
to a cumulative error of 46.837 kWh/kWp.  

For Variant 2, ANN’s MAE and NZMAE reach 6.41 
Wh/kWp/h and 13.4 Wh/kWp/h, respectively (i.e., a 
cumulative error of 21.8 kWh/kWp), and for Variant 3 – 6.12 
Wh/kWp/h and 12.8 Wh/kWp/h, respectively (a cumulative 
error of 20.8 kWh/kWp). The best performance was achieved 
for Variant 4, where ANN’s MAE and NZMAE reached 5.71 
Wh/kWp/h and 11.9 Wh/kWp/h (a cumulative error of 19.4 
kWh/kWp), while for Variant 5 the score was slightly worse. 

If the RMSE metric is analyzed, which adds a penalty to 
higher errors, once again the optimal value is achieved by the 
ANN model with Variant 4 – 17.3 Wh/kWp/h and the lowest 
by the SVM model, which is 32.0 Wh/kWp/h for all five 
variants. 

For a better understanding of the precision of the trained 
models, the worst-case (Variant 1) and best-case (Variant 4) 
models are further compared. In Fig. 5 statistics about the total 
daily absolute error of the models for Variant 1 is presented. 
The minimal daily errors for the different models vary between 
0.6 (SVM) and 4.0 (kNN) Wh/kWp/Day. The maximum daily 
errors vary between 523 (ANN) and 711 (LR) Wh/kWp/Day. 
The average daily error is the lowest for DT (169.973 
Wh/kWp/Day and the highest for SVM (218.508 
Wh/kWp/Day). The cumulative daily error for the investigated 
period is the lowest for DT (24136 Wh/kWh) and the highest 
for SVM (31028.2 Wh/kWh). 

Similarly, in Fig. 6 the total daily absolute errors for 
Variant 4 (best-case) are presented. It is interesting to notice 
that the maximal daily errors are higher in this situation and 
vary between 596 (kNN) and 767 (RF) Wh/kWp/Day. 
Nevertheless, the cumulative errors for the investigated period 
are significantly lower for all algorithms except SVM and LR. 
The lowest cumulative error was achieved by ANN (10813 
Wh/kWp) and the highest again by SVM (31045.4 Wh/kWp). 
Similarly, the lowest average daily error was achieved by ANN 
(76.82 Wh/kWp/Day) and the highest again by SVM (218.63 
Wh/kWp/Day). 
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Fig. 5. Cumulative absolute daily errors of the 6 models for Variant 4 of the selected features: dark blue vertical line – mean value; thin blue – standard 

deviation; yellow line – the median; blue highlighted area – the values between the first and the third quartile. 

 
Fig. 6. Cumulative absolute daily errors of the 6 models for Variant 1 of the selected features: dark blue vertical line – mean value; thin blue – standard 

deviation; yellow line – the median; blue highlighted area – the values between the first and the third quartile. 

Furthermore, the following examples of the actual and 
predicted hourly PV yields with high errors are demonstrated: 

- Example 1: Hourly data forecasts of one of the days 
with the worst cumulative absolute error of the ANN 

model in Variant 1 (4 August 2022) and the 
corresponding predictions in Variant 4 (Fig. 7). 

- Example 2: Hourly data forecasts of one of the days 
with the worst cumulative absolute error of the ANN 
model in Variant 4 (27 November 2022) and the 
corresponding predictions in Variant 1 (Fig. 8). 
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(a)                                                                                                                  (b) 

Fig. 7. Sample data from 4 August 2022 for Variant 1 (a) and Variant 4 (b) of the used features. 

  
(a)                                                                                                                 (b) 

Fig. 8. Sample data from 27 November 2022 for Variant 1 (a) and Variant 4 (b) of the used features. 

Both examples show that the higher errors occur mostly on 
days with varying cloudiness. This behavior is expected, 
because of the increased errors when estimating the average 
hourly solar radiation introduced by the period of 
discretization. Nevertheless, in both situations, the obtained 
forecasts by the ANN model are slightly better in Variant 4, 
compared to Variant 1, in which only solar radiation is used as 
a feature. Other examples are presented in Fig. 9(a) and Fig. 
9(b), where the actual and forecasted values from 25 
September to 27 September 2022 are shown, representing the 
models from Variants 1 and Variant 4, respectively. In this 
case, no significant deviations are observed from the actual 
values and this refers to both variants of the features used. The 
maximum absolute difference of the ANN model from the 
observed values does not surpass 50 Wh/kWp/h for Variant 1 
and 36 Wh/kWp/h for Variant 4. 

Finally, predicted vs. actual scattered graphs were prepared 
for all six models with Variant 4 of the selected features, which 
should provide a clear understanding of their performance. 
They are presented in Fig. 10, where the models are ordered in 
the decreasing order of their coefficient of determination.  

The following observations could be made: 

- One anomaly with all 6 models could be noticed, most 
likely caused by a maintenance procedure or some 
technical fault with the PV installation. 

- The best performance of the ANN models is also 
confirmed by the lowest scattering of the predicted vs. 
actual points [(Fig. 10(a)]. 

- The kNN [(Fig. 10(b)] and DT [(Fig. 10(c)] models 
perform almost as well as ANN; however, several 
points are separated slightly from the main group, 
which explains their lower score.  

- Two of the points of the RF model [(Fig. 10(d)] are 
significantly separated from the main group. However, 
if these records are excluded from the testing dataset, 
the RF model could be a contender for the top spot. 

- The performance of the LR [(Fig. 10(e)] and SVM 
[(Fig. 10(f)] models is significantly worse, and it can be 
noticed that their predicted vs. actual graph can be 
better approximated with a polynomial, rather than a 
straight line. 
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(a) 

 
(b) 

Fig. 9. Sample data from the daylight hours of 25-27 September 2022 for variant 1 (a) and variant 4 (b). 

   
                                                      (a)                                                                         (b)                                                                   (c) 

   
                                                         (d)                                                                     (e)                                                                     (f) 

Fig. 10. Comparison between actual and predicted specific yields for the six models with variant 4 of the features: a) ANN; b) kNN; c) DT; d) RF; e) LR; f) SVM. 
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The performance of the trained models could be compared 
with that achieved in previous studies. In [32] different 
machine learning algorithms for forecasting the power of a PV 
installation were evaluated using eight features. The best-
performing model was RF, which achieved an R2 of 0.95 and 
an MAE of 68.7 W. Similarly, in study [30] different machine-
learning models using ambient temperature and solar irradiance 
as features were compared. The Fine tree model achieved the 
highest R2 and RMSE, 0.959 and 5.83 W, respectively. 

If compared with studies relying on deep learning, our 
results are also ranked very well. In study [35] several 
meteorological parameters, the day, and time were used as 
features to predict the PV yield. The multiple LSTM neural 
network achieved an RMSE of 37.1 Wh and an error rate of 
13.2%; however, no MAE and R2 were reported. Similarly, in 
[40] solar irradiance, windspeed, ambient temperature, and the 
Sun height were used as input data to predict the PV power. 
The optimal model was Facebook Prophet, which achieved an 
R2 of 0.93, an MAE of 8.77 W, and an RMSE of 3.28 W. 

A significantly different approach was used in study [23], 
where the previous PV yield was used as input data for ANN 
models to predict the 1-hour-ahead yield. The optimal model 

achieved R2, MAE, and RMSE of 0.89, 13.4 Wh, and 27.5 Wh, 
respectively. A similar approach in [43], where the 3 days 
ahead solar radiation was used, led to an MAE of 0.00 kW and 
a RMSE of 35.4 kW with a MLP ANN; though no info was 
provided about the coefficient of determination. 

In study [50] was used a hybrid machine learning model, 
combining variational mode decomposition (VMD), whale 
optimization algorithm (WOA), and long short-term memory 
neural network (LSTM) to forecast power. The study relied on 
the ambient temperature, relative humidity, global and diffuse 
horizontal radiation to achieve an R2 of 0.997. 

The above-mentioned is summarized in Table VIII and 
allows us to conclude that our results position themselves very 
well. Out of the papers that provided a coefficient of 
determination, we achieved the second-best results with an R2 
of more than 99%, and were outperformed only by the hybrid 
model, proposed in study [50]. Similarly, the MAE we 
achieved is the lowest, compared to the previous studies; 
however, in terms of RMSE, our optimal models are ranked 
3rd. The last information indicates that the models trained in 
this study returned several wrongly forecasted values, which 
differ significantly from the actual ones. 

TABLE VIII.  COMPARISON OF THE ACHIEVED RESULTS WITH THOSE OF PREVIOUS STUDIES 

Article Regression model Features Target R2 MAE RMSE 

Alhmoud et al [32] RF 
Irradiation, air temperature, module temperature, day 
of the week, month number, day type, week number, 

hour of the day, and year type 

PV power in W 0.95 68.7 W N/A 

Zulkifly et al. [30] Fine tree Ambient temperature, solar irradiance PV power in W 0.96 34.9 W 5.83 W 

Park et al [35] Multiple LSTM ANN 
Ambient temperature, humidity, direct solar radiation, 

diffuse solar radiation, wind speed, day, and time 
PV yield in Wh N/A N/A 37.1 Wh 

Allam et al [40] Facebook Prophet 
Solar irradiance, wind speed, ambient temperature, sun 

height 
PV power in W 0.93 8.77 W 3.28 W 

Cantillo-Luna et al 

[23] 
ConvLSTM1D ANN Lagged PV yield 

1 h ahead PV 

yield in Wh 
0.89 13.4 Wh 27.5 Wh 

Stoyanov and 

Draganovska [43] 
MLP ANN 3 days ahead solar radiation 

PV power in 

kW 
N/A 0.00 kW 35.4 kW 

Hou et al [50] 
A hybrid VMD, WOA 

and LSTM model 

Ambient temperature, relative humidity, global and 

diffuse horizontal radiation 

PV power in 

kW 
0.997 15.247 19.753 kW 

Ours 

ANN 

kNN 

DT 
RF 

Solar radiation, wind speed, ambient temperature 
Specific PV 

yield in Wh 

0.995 

0.994 

0.994 
0.993 

5.71 Wh 

6.65 Wh 

6.93 Wh 
6.56 Wh 

17.3 Wh 

18.9 Wh 

18.9 Wh 
19.3 Wh 

 

IV. CONCLUSIONS 

The performance of different machine learning algorithms 
(ANN, kNN, DT, RF, LR, and SVM) for forecasting the yield 
of a rural photovoltaic installation was evaluated in this study. 
An almost complete hourly dataset from 2020 and 2021 was 
used and divided into training/validation and testing datasets. 
Five combinations of the input features (solar radiation, 
ambient temperature, wind speed, hour of the day, and month 
of the year) were evaluated.  

During the 5-fold cross-validation step the ANN achieved 
the highest R2 (0.995), closely followed by RF, kNN, and DT 
(0.994). LR and SVM returned a lower coefficient of 
determination (0.985 and 9.984, respectively), though it is not 
significantly lower. During the testing stage, the worst results 
were achieved with solar radiation as the only feature, and the 

best results with solar radiation, ambient temperature, wind 
speed, and hour of the day. In all cases, the ANN model had 
the highest performance in terms of R2, MAE, RMSE, and 
NZMAE, though once again it was very closely followed by 
kNN, DT, and RF.  

The obtained results allow us to conclude that when a PV 
installation is located in a rural or ruruban area, which is 
characterized by a lack of significant shadings influencing its 
operation: 

- the optimal combination of features for forecasting the 
output power is solar radiation, ambient temperature, 
wind speed, and hour of the day; 

- the optimal models are ANN, kNN, DT, and RF; 

- in case of limited availability of meteorological data, it 
is acceptable (in terms of forecasting errors) to use solar 
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radiation and ambient temperature or only solar 
radiation data as features. 

The results obtained in this study could be useful to energy 
experts and farm owners, who are trying to maximize their 
profit and added value. However, it should not be forgotten 
that with such an approach the models also need reliable input 
data, such as solar radiation, ambient temperature, and wind 
speed. Therefore, it is also important to investigate the 
influence of the forecasted feature errors on the precision of the 
trained models, i.e. if a certain error is added to the 
meteorological data, what absolute and relative difference will 
it create. Moreover, in the present paper, we accepted that the 
PV installation produces only active power, which is not 
always the case. The presence of reactive consumers in the 
industry might be a significant problem when PV installations 
produce only active power and require a thorough 
investigation. The abovementioned problems were not 
addressed in this study and are an object for future research. 
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Abstract—This paper presents a novel approach to optimizing 

urban water resource allocation by integrating Kernel Principal 

Component Analysis (KPCA) with a Deep Echo State Network 

(DeepESN), further optimized using the Hiking Optimization 

Algorithm (HOA). The proposed model addresses the issue of 

achieving an optimal balance between water supply and demand 

in urban environments, utilizing advanced machine learning 

techniques to enhance prediction accuracy and allocation 

efficiency. KPCA is employed to reduce the dimensionality of key 

water resource indicators, capturing nonlinear relationships in the 

dataset. DeepESN, a deep recurrent neural network model, is then 

applied to predict water consumption trends. HOA, a meta-

heuristic algorithm inspired by hiker behavior, is used to fine-tune 

the DeepESN network parameters, ensuring faster convergence 

and higher accuracy. The experimental setup includes water 

resource data from January 2010 to December 2023, divided into 

training, testing, and validation sets. The model’s performance is 

compared with other approaches, such as PCA-DeepESN and 

standalone DeepESN. Results show that the KPCA-HOA-

DeepESN model achieves the lowest prediction error and fastest 

convergence, making it a superior solution for urban water 

management. Optimized network parameters include a reservoir 

size of 140, a spectral radius of 0.3, an input scaling factor of 0.22, 

and a reservoir sparsity degree of 0.72. This study demonstrates 

the applicability of distributed computing techniques in water 

resource management by utilizing cloud-based data processing 

and real-time predictions. The proposed approach not only 

improves resource allocation but also showcases the potential for 

edge computing to enhance the responsiveness of water 

management systems. 

Keywords—KPCA Method; water supply and demand 

equilibrium; allocation of resources in urban water environment; 

optimization strategy for hiking; DeepESN 

I. INTRODUCTION 

Water, being an essential natural resource for the existence 
of humans, is intricately linked to both social stability and 
economic progress [1]. The fast expansion of civilization and 
population increase have resulted in an uneven distribution of 
water resources and pollution produced by human activities. 
This has led to a crisis in water resources, which is a pressing 
problem for every country and industry. In recent years, 
professionals and academics in the area have paid attention to 
the evaluation of water resources usage efficiency, recognizing 
its importance in the best allocation of water resources [2]. 
Studying objective and accurate approaches for optimizing the 

allocation of urban water resources may assist the water 
resources management department in enhancing the efficiency 
of water resource utilization and improving the precision of 
water usage solution control [3]. The analysis of water resources 
encompasses the evaluation of water resource utilization 
efficiency, the examination of water resource policies and 
regulations, the creation and implementation of water resource 
management strategies, the study of variables that influence 
water resources, and the evaluation of water resource utilization 
efficiency [4]. The efficient distribution of water resources is a 
crucial aspect of water resources analysis. The use of water 
resources is assessed by identifying key areas for review and 
employing data analysis methods to construct mathematical 
models that optimize resource distribution. 

Presently, the water resource optimal allocation techniques 
encompass the fuzzy comprehensive assessment method, Tobit 
regression analysis method, machine learning algorithms, neural 
networks, deep learning networks, and other approaches [5]. 
Aghu and Reddy [6] employ an enhanced fuzzy set and fuzzy 
comprehensive evaluation method to assess and analyze the 
carrying capacity of water resources. The principal component 
analysis technique is combined with the particle swarm 
optimization algorithm, using an improved projection tracing 
model method, to evaluate the hierarchical water resources 
carrying capacity [7]. The inefficient use of urban water 
resources is simulated and analyzed using the least squares 
method and the Tobit regression model [8]. Lv et al. [9] examine 
the problem of water resource sustainability through a multi-
level fuzzy comprehensive evaluation model and provides 
relevant water use measures. In literature [10], the random forest 
algorithm is utilized to predict and analyze water balance and 
forecast data. Lastly, Mangal et al. [11] introduces a deep echo 
state network based on a multi-layer self-coder and applies it to 
the evaluation of urban water resources. While there have been 
significant achievements in researching the best way to allocate 
urban water resources both domestically and internationally, 
there are still certain limitations and flaws in the methodologies 
used for water resource analysis. Firstly, the analysis method 
relies on subjective evaluation, which can easily compromise the 
objectivity of the results. Additionally, relying solely on 
evaluation or allocation methods can impact the accuracy of the 
results. Moreover, the optimization model used for water 
resources allocation in the local area fails to adequately reflect 
equilibrium and does not contribute to enhancing the overall 
utilization rate of water resources [12]. 
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This study utilizes the hiking optimization algorithm and 
deep echo state network to address the issue of optimal 
allocation of urban water resources, with the aim of analyzing 
the current research situation. The structure of this paper is: 

 Examine the problem by considering water resources 
analysis and water resources optimization. 

 Design the appropriate index parameters and optimize 
the parameters of the deep echo state network using the 
hiking optimization algorithm. 

 Develop a method for optimizing and allocating urban 
water resources based on the HOA-DeepESN model. 

 Suggested approach is utilized in the examination of data 
about the allocation of urban water resources. 

 Contrasted with alternative models in order to confirm its 
superiority and correctness. 

II. WATER ALLOCATION CHALLENGES 

A. Examination of Water Resources 

Water resources analysis is the application of systems 
analysis techniques to comprehensively examine the design, 
planning, management, and challenges related to water 
resources. Its aim is to develop a scientifically sound and 
rational program. The analysis of urban water resources 
typically involves the selection of indicators, processing without 
dimensions, finding a solution for weighting, calculating a 
comprehensive score, and analyzing the efficiency of the city's 
water benchmarking by considering spatial and temporal 
differences. Additionally, a seven-step analysis is conducted to 
assess the potential for water conservation, as depicted in Fig. 1. 

Regarding indicator selection, this paper opts for four urban 
water resources analysis indicators: 10,000 RMB GDP water 
consumption A, 10,000 RMB industrial output value water 
consumption B, per capita comprehensive water consumption C, 
and per capita living water consumption D [13], as depicted in 
Fig. 2. 

Furthermore, this study uses Z-score methodology to 
standardize the analysis indicators for urban water resources. It 
utilizes principal component analysis to determine the weights 

of the indicators and develops complete assessment indicators 
using the weighted average approach. 

B. Efficient Distribution of Water Resources 

1) Guidelines for efficient distribution of water resources: 

To achieve the best allocation of water resources, it is 

recommended to utilize the comprehensive score obtained from 

analyzing urban water resources as an explanatory variable. 

Additionally, select the influencing factors of each field at each 

level as explanatory variables and employ the regression 

algorithm to construct the water resources allocation model. 

The water resource optimization allocation process involves 

many key processes, including indicator selection, correlation 

analysis, building of an allocation model, and optimization of 

the allocation model [14]. These steps are illustrated in Fig. 3. 

 
Fig. 1. Sequential process of assessing urban water resources. 

 

Fig. 2. Indicators used to analyze urban water resources. 
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Fig. 3. Steps for optimal allocation of urban water resources. 

2) Choosing appropriate indicators for efficient 

distribution of water resources: Several variables influence the 

efficiency of water resource consumption, such as natural 

factors, economic considerations, scientific and technological 

factors, and the organization of industrial water use. Hence, this 

article chooses water resource optimization indicators based on 

four viewpoints: natural factors, economic aspects, scientific 

and technical considerations, and industrial water usage 

structure [14]. 1) Natural factors indicators consist of total 

annual water supply (S1), per capita water possession (S2), and 

per capita regional gross domestic product (S3). 2) Economic 

factors indicators include the proportion of the first industry 

(J1), the proportion of the second industry (J2), and the 

proportion of the third industry (J3). 3) Scientific and 

technological factors indicators include the investment cost of 

wastewater treatment (K1). 4) Industrial investment cost of 

wastewater management (K1) is also an indicator of scientific 

and technological factors. 5) Indicators of industrial water use 

structure include agricultural water use (C1), industrial water 

use (C2), domestic water use (C3), and ecological water use 

(C4). Fig. 4 shows selection of indicators for optimal allocation  

of urban water resources. 

3) Optimal allocation modeling of water resources: Water 

resource optimization and allocation model construction is the 

use of machine learning algorithms or mathematical agent 

model analysis training to construct a nonlinear mapping 

relationship between the water resource optimization and 

allocation indicators and the comprehensive score of water 

resource utilization efficiency. In this paper, we propose to use 

the deep learning algorithm to construct the water resources 

optimization model, and at the same time, we adopt a meta-

heuristic optimization algorithm inspired by the hiker's travel 

experience to optimize the parameters of the deep learning 

algorithm to optimize the prediction accuracy of the water 

resources optimization model, which is shown in Fig. 5. 

 
Fig. 4. Selection of indicators for optimal allocation of urban water resources. 

 

Fig. 5. Model construction of optimal allocation of urban water resources. 
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III. RISK ASSESSMENT PROBLEMS 

A. Kernel Principal Component Analysis (KPCA) 

Kernel Principal Component Analysis (KPCA) [15] is an 
enhanced version of Principal Component Analysis (PCA) [16] 
that addresses nonlinear data structures by transforming the data 
into a feature space with a higher dimensionality. KPCA, unlike 
classic PCA, does not directly calculate the covariance matrix 
and eigenvectors in the original data space. Instead, it employs 
a kernel function to transform the data into a new feature space 
and then calculates the principal components in this transformed 
space. Some frequently employed kernel functions include the 
linear kernel, Gaussian kernel (also known as radial basis 
function), polynomial kernel, and others. KPCA effectively 
captures the non-linear characteristics of the data and is 
particularly useful for datasets that cannot be accurately 
represented using linear approaches in their original form. Fig. 
6 provides a schematic representation of the precise structure. 

The fundamental procedures of KPCA are as follows: 1) 
Choose a suitable kernel function, such as the radial basis 
function; 2) Calculate the kernel matrix; 3) Center the kernel 
matrix; 4) Perform eigenvalue decomposition; 5) Normalize the 
eigenvectors; 6) Select the principal components; 7) Compute 
the nonlinear principal components; 8) Reconstruct the data. 

KPCA is mostly employed in pattern recognition, image 
processing, bioinformatics, and fault detection, as seen in Fig. 7. 
It aids researchers in identifying intricate patterns in data, 
decreasing data dimensionality, and enhancing the efficiency 
and precision of future analysis. 

B. HOA-DeepESN Network 

1) Algorithm for optimizing hiking: The Hiking 

Optimization method (HOA) [17] is a meta-heuristic 

optimization method that draws inspiration from the act of 

hiking. Hikers consciously or unconsciously consider the 

incline of the land when they try to reach the top of mountains, 

hills, or rocks. This activity is a well-liked recreational pursuit 

that acknowledges the resemblance between the search 

landscape of an optimization problem and the rugged terrain 

that hikers navigate, as depicted in Figure. The number 9. The 

mathematical model of HOA is based on the Tobler hiking 

function, which considers the height of the terrain and the 

distance walked to calculate the walking pace of the hiker 

(agent). During the optimization phase, the Tobler hiking 

function (THF) is employed to ascertain the precise 

whereabouts of the hiker. 

 

Fig. 6. KPCA structure. 

 
Fig. 7. Types of machine learning algorithms. 
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a) Principles of Homeowners Association (HOA): The 

mathematical basis of HOA is derived from the renowned 

Tobler Hiking Function, initially introduced by Waldo Tobler, 

a Swiss-American geographer and cartographer. The Tobler 

Hiking Function is an exponential function that calculates the 

velocity of a hiker, considering the incline or slope of the terrain 

or path. The precise mathematical model of the THF is as 

follows: 

,3.5 0.05

, 6 i tS

i tW e
 

                             (1) 

Where, ,i tW  denotes the speed of hiker i in km/h; and ,i tS  

denotes the slope of the terrain, which is calculated as follows: 

, ,tani t i t

dh
S

dx
                            (2) 

Where, dh  is the hiker elevation gradient, dx  is the 

difference in hiker distance, and  denotes the angle of terrain 

inclination, typically at [0, 50°]. 

HOA algorithms hikers as a group for the benefit of social 
thinking and individual hikers for the benefit of their personal 
cognitive abilities. The updated or actual speed of a hiker is a 
function of the initial speed determined by the THF, the position 
of the leading hiker, the actual position of the hiker, and the 
sweep factor. Thus, the current speed of hiker i is calculated as 
follows: 

 , , 1 , , ,i t i t i t best i t i tW W                      (3) 

where ,i t  is a uniformly distributed random number;
best  

is the position of the lead hiker; ,i t  is the scan factor SF for 

hiker i, which lies between 1 and 3; SF ensures that hikers do 
not stray too far from the lead hiker so that they can see the 
direction of the lead hiker and receive signals from the lead 
hiker. 

The location update for hiker i is calculated as follows: 

, 1 , ,i t i t i tW                              (4) 

In addition, the HOA algorithm initializes the hiker 
population as follows: 

 1 2 1

, 1i t j j j j                                (5) 

where j  is a uniform distribution and
1

j  and
2

j  denote the 

upper and lower bounds of the jth dimension of the optimization 
problem. 

The exploratory and exploitative tendencies of the HOA 
algorithm are influenced by the SF parameter. When the SF 
range increases, the HOA algorithm tends to the developmental 
stage; when SF decreases, the HOA algorithm enters the 
exploratory stage. 

b) Sequential progression of the HOA algorithm: Table I 

displays the pseudo-code for the hiking optimization method. 

TABLE I.  HIKING PSEUDO-CODE 

Algorithm 1: Hiking Optimization Algorithm 

1 Nout upper and lower limits, Max_iter, Np, d; 

2 Intislize hikers’ position randomly; 

3 Calculate fitnss and output best fitness; 

4 For t = 1:Max_iter 

5       Determine best fitness of hikers; 

6       Determine trail/terrain angle of elevation; 

7       Compute the slope; 

8       Determine the actual velocity of hiker; 

9       Update hiker’s position; 

10       Bound position using upper and lower limits; 

11       Update best hiker position; 

12 End 

13 Output best solution. 

2) DeepESN network: The Deep Echo State Network 

(DeepESN) [18] is a customized deep recurrent neural network 

designed for the processing of temporal data. The model is an 

expansion of the Echo State Network (ESN) [19]. DeepESN is 

an advanced technique used to create recurrent neural networks 

that are trained efficiently. It involves combining multiple 

recurrent layers to create a network that can represent temporal 

information at different time scales. This makes DeepESN 

more effective at processing data that changes over time. The 

precise configuration is illustrated in Fig. 8. 

 
Fig. 8. DeepESN structure. 
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DeepESN is a variant of Echo State Networks (ESNs) that 
enhances the depth of the reservoir by employing a self-encoder 
mapping. In the DeepESN network architecture, the preceding 
reservoir echo state is compressed to lower dimensions using an 
Autoencoder (AE). This compressed state is then fed into the 
subsequent reservoir pool, and the process continues until 
reaching the last layer. In the final layer, all the echo states are 
organized and the ultimate result is outputted to the network. 
The mathematical model is precisely defined as follows: 

               1
l l l l l

in in int t t  H W X W H           (6) 

   
 

      1 1

, 1

, 1

long
l

in l l
enc enc

t l

t
f t l

 




 


X

X
W H

            (7) 

                 1 1 tanh
l l l l l

int SD t SD t  H = H H

(8) 

    long outt g tY = W H                    (9) 

Where,
   l
in tH  denotes the weighted input data of storage 

pool in layer l at moment t,
 l

inW  denotes the connection weight 

from input to storage pool in layer l,
   l
in tX  denotes the input 

in layer l at moment t,
 l

W  denotes the state feedback weight 

of storage pool in layer l,
   1
l

t H  denotes the state of 

storage pool in layer l at moment t-1,
 1l

enc


W  denotes the 

projection weight of the self-encoder in layer l-1 at moment t,

 encf   denotes the activation function of the self-encoder,

 long tX  denotes the input variable at moment t,
   l

tH  

denotes the state value of storage pool in layer l at moment t, and 
denotes the degree of sparsity of storage pool in layer l at 
moment t. represents the state value of storage pool in layer l at 

time t, and
 l

SD  is the sparsity degree of storage pool in layer 

l. The state value of storage pool in layer l at time t is the state 

value of storage pool in layer l.  tH The vector formed for 

the states of all storage pools is denoted as

           1 2
, , ,

l
t t t 

 
H H H  ;  g  denotes the 

activation function of the output layer. The DeepESN neural 

network training process is generally solved by regularized ridge 
regression. 

The core strength of DeepESN is its deep structure, which 
allows the network to learn features on different time scales. Its 
cascading structure not only helps to achieve multi-timescale 
representations, but also improves unsupervised reservoir 
adaptation and network design. Application scenarios for 
DeepESN [20-25] include environmentally-assisted living, 
medical diagnosis, speech and music processing, weather 
forecasting, energy prediction, transportation forecasting, and 
financial market forecasting (Fig. 9). 

3) DeepESN network model based on hiking optimization 

algorithm: In order to increase the design effect of the optimal 

urban water resources allocation scheme, this paper takes the 

parameters of DeepESN network (storage pool size rN , 

spectral radius SR , input scale factor IS  , storage pool sparsity

SD  ) as the optimization decision variables, HOA algorithm 

hiker optimization strategy as the optimization method, and 

MAPE error value as the fitness function, and the specific 

process steps are shown in Table II. 

TABLE II.  HOA-DEEPESN PSEUDO-CODE 

Algorithm 2: DeepESN based on HOA 

1 Determine optimized variables, including Nr, SR, IS, SD; 

2 Set HOA algorithm parameters; 

3 Encode hikers population; 

4 Calculate fitness using MAPE, and update best hiker; 

5 For i = 1:Np 

6        Updated hiker velocity 

7        Updated hiker position 

8 End 

9 Output best parameters of DeepESN; 

10 Build HOA-DeepESN model. 

C. Application of KPCA and HOA-DeepESN 

This study utilizes the KPCA (Kernel Principal Component 
Analysis) and HOA-DeepESN (Higher Order Autoregressive-
Deep Echo State Network) algorithms to identify the main 
factors affecting urban water resources allocation. The aim is to 
enhance the effectiveness and precision of water resources 
optimization and allocation. The specific procedure is illustrated 
in Fig. 10. The urban water resources optimization allocation 
method consists of five main components: water resources 
analysis, extraction of water resources allocation index, 
principal component analysis of allocation index, preprocessing 
of allocation index data, and construction of optimal allocation 
model. These components are based on the KPCA and HOA-
DeepESN method. 

 
Fig. 9. DeepESN application. 
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Fig. 10. KPCA with HOA-DeepESN algorithm application. 

IV. CASE STUDY 

The operating system on which the instance analysis 
program operates is Windows 10, and the software utilized for 
the analysis technique is Matlab 2019b. The experiment will 
utilize the urban water environment resource-related index data 
from January 2010 to December 2023. The data will be divided 
into training, test, and validation sets in a ratio of 7:2:1. To 
analyze the impact of the principal components of the KPCA 
technique, we will compare the performance of DeepESN, PCA-
DeepESN, and KPCA-DeepESN. The specific configurations 
for these models are described in Table III. 

TABLE III.  PARAMETER SETTINGS OF THE COMPARISON ALGORITHM 

No. Algorithms Descriptions 

1 DeepESN 
SD=0.7, Nr=100, SR=0.2, IS=0.25, 3layers of AE 

with 50 nods per layer of AE 

2 
PCA-

DeepESN 

PCA technique, 3 layers of AE with 50 nodes in 

each layer. 

3 
KPCA-

DeepESN 

Kernel Principal Component Analysis (KPCA) 

technique, Radial Basis Function (RBF) was 

selected, three layers of AE with 50 nodes per 

layer 

4 

KPCA-

HOA-

DeepESN 

Kernel Principal Component Analysis (KPCA) 

technique, Radial Basis Function(RBF) selection, 
Three layers of AE with 50 nodes per layer, HOA 

algorithm to optimise DeepESN parameters 

This paper aims to validate the effectiveness of the HOA 
algorithm in enhancing the efficiency of urban water 
environment resource allocation using the DeepESN network. 
To achieve this, the SCA, BBO, KMA, and QIO algorithms are 
employed to optimize the DeepESN network and the HOA 
algorithm. A comparative analysis of the specific algorithm 
parameter settings can be found in Table IV. The dimensions of 
the storage pool, the spectral radius, the input scale factor, and 
the range of sparsity parameters for the storage pool are 
displayed in Table V. 

TABLE IV.  PARAMETER SETTINGS OF INTELLIGENT OPTIMIZATION 

ALGORITHM FOR OPTIMIZING DEEPESN NETWORK 

No Algorithms Parameter Settings 

1 SCA-DeepESN A reduce linearly 2 to 0 

2 BBO-DeepESN Probability of modifying a habitat is 1 

3 KMA-DeepESN 
Mlipir rate=0.5, Female mutation rate=0.5, 
Female mutation radius=0.5 

4 QIO-DeepESN No 

5 HOA-DeepESN Angle of inclination is [0,50], SF=[1,3] 

TABLE V.  DECISION RANGE SETTINGS FOR PARAMETERS TO BE 

OPTIMIZED IN THE DEEPESN NETWORK 

No Variables Range Settings 

1 Nr [50,300] 

2 SR [0.4,0.9] 

3 IS [0.1,0.8] 

4 SD [0.1,0.5] 

A. Evaluation of the Impact of using the KPCA Approach 

This article examines the efficiency of resource allocation in 
the urban water environment for four models: DeepESN, PCA-
DeepESN, KPCA-DeepESN, and KPCA-HOA-DeepESN. The 
particular connections between these models are illustrated in 
Fig.11. 

 
(a) Comparison of forecast errors. 

 
(b) Comparison of projected time consumption. 

Fig. 11. Comparison of urban water resources prediction error and time-

consuming results of different algorithms. 
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Fig. 11 presents the prediction error and time consumed for 
urban water allocation for the four algorithms. From Fig. 11, it 
can be seen that KPCA-HOA-DeepESN has the lowest 
prediction error among the 12-month prediction errors of the test 
set; KPCA-DeepESN is compared with PCA-DeepESN, which 
indicates that the principal component analysis method of KPCA 
is more effective; and the prediction time consumed by KPCA-
HOA- DeepESN is the lowest. 

B. Analysis of the Effectiveness of the Water Resources 

Optimization Model 

The water resources optimization configuration data is used 
as input to optimize the DeepESN network parameters using 
SCA, BBO, KMA, QIO, and HOA algorithms. The optimization 
results, convergence curves, and speeds are obtained and shown 
in Fig. 12(a)-(c). According to the Fig. 12, it is evident that the 
HOA algorithm enhances the optimization of DeepESN network 
parameters by achieving quicker convergence speed and greater 
convergence accuracy. The resulting optimized parameters are 
Nr=140, SR=0.3, IS=0.22, and SD=0.72. 

 
(a) Comparison of Optimal DeepESN Network Parameters. 

 
(b) Convergence curve comparison. 

 
(c) Convergence time vs. number of iterations. 

Fig. 12. Comparison of optimization results of different algorithms. 

V. CONCLUSION AND FUTURE WORK 

The HOA-DeepESN method, which integrates KPCA and 
deep learning techniques, effectively addresses the urban water 
balance resource allocation problem and enhances the efficiency 
of the allocation model. This paper begins by examining the 
optimal allocation problem, taking into account the equilibrium 
between the supply and demand of water resources. We then use 
the optimal allocation model to establish a method for urban 
water resources allocation based on the HOA-DeepESN network. 
The objective function is defined as the minimum of MAPE, and 
the optimization decision vector consists of the DeepESN 
network structure parameters. The proposed method is simulated 
and analyzed using urban water environment resource data from 
January 2010 to December 2023. The following conclusions are 
drawn: (1) The use of the KPCA technique improves the model 
training, testing, and prediction time. (2) Optimizing the 
parameters of the DeepESN network using the HOA algorithm 
enhances the prediction accuracy of the optimal allocation model. 
(3) The optimal values for the storage pool size, spectral radius, 
input scale factor, and storage pool sparsity are 140, 0.3, 0.22, 
and 0.72, respectively. 

The study also has several limitations: The model is tested 
on urban water resource data from a specific period and location. 
Its performance may vary across different regions or under 
different environmental conditions. The choice of water resource 
indicators, though based on widely accepted criteria, may not 
capture all relevant factors, especially in more complex 
ecosystems. 

Based on the above analysis, we look forward to future 
research directions, which can be started from the following 
three aspects: 1), Future studies could apply the KPCA-HOA-
DeepESN approach to other geographic locations or sectors to 
validate its generalizability. 2), Integrating real-time data 
streams, such as satellite observations or sensor data, could 
further enhance the precision of the model in dynamic 
environments. 3), exploring other meta-heuristic optimization 
algorithms or combining HOA with other methods, like genetic 
algorithms or particle swarm optimization, could lead to even 
more robust models for resource allocation. 
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Abstract—Road surface crack detection is a critical task in 

road maintenance and safety management. Cracks in road 

surfaces are often the early indicators of larger structural issues, 

and if not detected and repaired in time, they can lead to more 

severe deterioration and increased maintenance costs. Effective 

and timely crack detection is essential to prolong road lifespan and 

ensure the safety of road users. This paper introduces CrackNet, 

an advanced crack detection model built upon the YOLOv9 

architecture, which integrates a fusion attention module and task 

space disentanglement to enhance the accuracy and efficiency of 

road surface crack detection. Traditional methods often struggle 

with the complex and irregular nature of road cracks, as well as 

the challenge of distinguishing cracks from their backgrounds. 

CrackNet overcomes these challenges by leveraging an attention 

mechanism that highlights relevant features in both the channel 

and spatial dimensions while separating the tasks of classification 

and regression. This approach significantly reduces false negatives 

and improves localization accuracy. The effectiveness of CrackNet 

is validated through comparative analysis with other segmentation 

models, including Unet, SOLO v2, Mask R-CNN, and Deeplab 

v3+. CrackNet consistently outperforms these models in terms of 

F1 and Jaccard coefficients. This study highlights the critical role 

of accurate crack detection in minimizing maintenance costs and 

enhancing road safety. 

Keywords—Road crack; YOLOv9; deep learning; surveillance 

I. INTRODUCTION 

Road surface damage refers to the occurrence of 
deterioration, cracks, and potholes in the road surface layer, 
which are major factors affecting road performance. Therefore, 
timely and accurate detection of road surface damage is a crucial 
aspect of road maintenance. Cracks are the initial manifestation 
of various types of road surface diseases, making the detection 
and repair of road cracks particularly important [1-3]. Not only 
do road surface cracks affect the appearance and comfort of 
driving, but if they are not repaired promptly, they can widen 
and worsen, leading to structural damage and reducing the 
overall performance and lifespan of the road. Thus, early 
detection and timely repair of cracked roads not only reduce the 
economic cost of road repairs but also ensure the safety of 
vehicles and drivers on the road. Moreover, with the increasing 
number of traffic accidents, road safety has become a global 
challenge. Therefore, the detection and repair of road surface 
cracks should be prioritized to ensure road safety and longevity 
[4-6]. 

Historically, road surface detection and maintenance 
primarily relied on manual inspection, which was not only time-

consuming and labor-intensive but also low in accuracy and 
fraught with risks. Scholars around the world have utilized the 
latest scientific and technological advancements to conduct 
extensive and in-depth studies to accurately and effectively 
extract crack information from images. In 2014, Wang et al. [7] 
proposed a crack extraction method based on the valley 
boundary, employing a series of image processing algorithms to 
achieve crack detection results. In 2015, Liang et al. [8] 
introduced a road crack connection algorithm based on Prim's 
minimum spanning tree, which involves filling cracks to create 
a structured crack map. 

However, these traditional methods of crack detection have 
obvious disadvantages. Each method is designed for specific 
databases or scenarios, and the crack detectors fail if there are 
changes in the dataset or scenario. This highlights a significant 
gap between conventional methods and current demands in real-
world applications, where crack patterns, lighting conditions, 
and environmental variations pose challenges for traditional 
models. In particular, many existing models struggle with 
detecting fine or irregular cracks under diverse conditions, 
which leads to false positives or missed detections. This gap 
emphasizes the need for more robust, adaptable models that can 
address these challenges and ensure accurate detection in real-
world settings. 

In recent years, deep learning methods have been 
increasingly applied to road crack detection and segmentation, 
integrating deep learning techniques with road crack detection 
technologies, significantly enhancing the efficiency and 
accuracy of road crack detection. Lee et al. [9] researched a 
CNN-based road-surface crack detection model that responds to 
changes in brightness. They discovered that a preprocessing 
model, which adjusts the image brightness before inputting it 
into the crack detection model, enhances the consistency of 
road-surface crack detection, maintaining stable performance 
under varying brightness conditions. 

Hammouch et al. [10] and colleagues studied an automated 
methodology for crack detection and classification in Moroccan 
flexible pavements using Convolutional Neural Networks 
(CNN). They found that good crack detection and classification 
are achieved on the dataset using both the CNN and a pre-trained 
Visual Geometry Group 19 (VGG-19) model. However, the 
accurate identification of road cracks remains a challenging 
issue due to their high similarity to the background, small size, 
and irregular shape in real-world scenarios. Enhancing the 
precision and timeliness of image-based crack extraction has 
become a focal point of current research. Originally utilized in 
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the medical field for cell segmentation, YOLO networks handle 
complex noise interference better than road surface cracks and 
can extract both high and low-level features from objects. 
Despite their simplicity and high accuracy in cell segmentation, 
these networks have limitations in shallow feature extraction 
layers and the introduction of irrelevant features through the 
fusion of different feature levels. Consequently, this paper 
proposes an improved YOLO method for crack detection. 
During the feature extraction phase, a Fusion Attention Module 
(FAM) is embedded, which applies non-uniform weighting 
across channel and spatial dimensions to highlight useful 
information. Additionally, a Task-Aware Spatial 
Disentanglement Head (TSDHead) decouples classification and 
regression tasks, effectively addressing issues of crack 
misdetection and inaccurate localization, thus ensuring real-time 
detection while enhancing the accuracy of road crack detection. 

At the end of this introduction, the structure of the paper is 
outlined as follows: Section II provides a detailed explanation of 
the improved YOLOv9 architecture and the modifications made 
to enhance crack detection accuracy. Section III describes the 
experimental setup, including the dataset used and the 
evaluation metrics employed to assess the model's performance. 
Section IV presents the results and a comparative analysis with 
other segmentation models, highlighting the strengths of 
CrackNet. Finally, Section V concludes the paper with a 
discussion on the potential applications of the model in real-
world road maintenance systems and suggestions for future 
research directions. This structure is designed to guide readers 
through the study and provide a clear understanding of the 
proposed methodology and its practical implications. 

II. IMPROVED YOLOV9 MODEL 

In this study, we conducted a comparative analysis of several 
segmentation models (including Unet, SOLO v2, Mask R-CNN, 
and Deeplab v3+) in the context of road crack detection tasks. 
The strengths and weaknesses of each model are summarized as 
follows: 

Unet: The U-shaped architecture of Unet allows it to perform 
well on smaller datasets and enables end-to-end training, making 
it suitable for crack detection tasks. However, due to its reliance 
on a symmetrical encoder-decoder structure, Unet may suffer 
from over-segmentation or under-segmentation when detecting 
complex crack patterns, particularly in cases where crack 
boundaries are unclear. 

SOLO v2: As an instance segmentation model, SOLO v2 
transforms the segmentation task into a pixel classification 
problem, eliminating the need for proposal generation. As a 
result, it can deliver good segmentation results in crack 
detection, especially in complex background scenarios. 
However, SOLO v2 still struggles with accurately detecting fine 
and low-contrast cracks. 

Mask R-CNN: Mask R-CNN uses a Region Proposal 
Network (RPN) to precisely localize crack regions and generate 
instance masks. This makes it highly accurate for detecting wide 
cracks. However, it comes with a high computational cost and 
tends to over-segment or miss finer cracks during detection. 

Deeplab v3+: Combining atrous convolution with an 
encoder-decoder structure, Deeplab v3+ is well-suited for 

extracting features at large scales and handling crack images 
with complex backgrounds. However, its ability to recover fine 
details is limited, resulting in less effective performance when 
detecting small cracks compared to other models. 

In contrast, CrackNet introduces a Fusion Attention Module 
and Task Space Disentanglement mechanism, which effectively 
enhances crack feature extraction, reduces false detections, and 
improves the localization of cracks. This is especially true when 
handling fine and irregular cracks. Therefore, CrackNet 
consistently outperforms the aforementioned models in terms of 
F1 and Jaccard coefficients, demonstrating superior overall 
performance [11-13]. 

A. YOLOv9 Model 

The YOLO network has undergone multiple iterations to 
overcome the limitations of previous versions and enhance 
performance, achieving a good balance between speed and 
accuracy. The latest version, YOLOv9-Seg, comprises three 
components: Backbone, Neck, and Head, as illustrated in Fig. 1. 
The Backbone extracts features from the input image, while the 
Neck further processes these features and integrates information 
across different levels. Finally, the Head layer and subsequent 
post-processing steps generate the classification, location, and 
pixel segmentation results of detected objects. 

The Backbone of YOLOv9-Seg is composed of three key 
modules: Conv, ADown, and RepNCSPELAN4. The Conv 
module, a standard component in convolutional neural networks 
(CNNs), utilizes convolution, batch normalization, and 
activation functions to extract features from the input image. The 
ADown module applies pooling operations to downsample the 
feature matrix. The RepNCSPELAN4 module plays a critical 
role in the YOLOv9-Seg network by segmenting and merging 
the feature matrix through layer aggregation, thereby reducing 
redundant computations and enhancing feature extraction 
efficiency. 

The Neck component consists of a feature pyramid structure 
that integrates a Feature Pyramid Network (FPN) and a Path 
Aggregation Network (PAN). Lower-level convolutional 
features, despite having less semantic information and more 
noise, offer higher resolution and more detailed location data. 
On the other hand, higher-level features provide richer semantic 
information but compromise resolution and detail. FPN 
combines high-level and low-level features through a top-down 
upsampling approach, creating feature maps that are rich in 
semantic information. PAN further enhances the location 
accuracy across levels by propagating location information from 
the bottom to the top, strengthening the overall feature pyramid 
based on FPN. 

SPPELAN combines the advantages of Spatial Pyramid 
Pooling Fast (SPPF) and Efficient Local Aggregation Network 
(ELAN). SPPF captures spatial information across multiple 
scales, improving the model's robustness, while ELAN is a 
lightweight network structure that enhances feature extraction 
through local aggregation and global integration. The 
combination of SPPF and ELAN further boosts feature 
extraction capabilities. 

The head network includes three segment detectors, each 
operating on feature matrices at different scales to locate and 
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segment target objects, improving detection performance 
through multi-scale integration. In our implementation, we 
utilized pre-trained weights on a large dataset for transfer 
learning. Furthermore, we incorporated Programmable Gradient 
Information (PGI) and Generalized Efficient Layer Aggregation 
Network (GELAN) architectures to optimize both the model's 
performance and efficiency, as shown in Fig. 1. 

B. Fusion Attention Module 

Drawing from the design concepts of FcaNet (Frequency 
Channel Attention Networks) and CBAM (Convolutional Block 
Attention Module), this paper introduces the Fusion Attention 
Module (FAM). This module comprises a multispectral channel 
attention module and a spatial attention module, as illustrated in 
Fig. 2. The multispectral channel attention module, based on the 
multispectral frequency information of feature maps, adaptively 
models the importance of each channel, highlighting significant 
channel features. The spatial attention module focuses on areas 
within the feature map rich in detail, addressing the loss of some 
spatial information in the multispectral channel attention module 

[14, 15]. By chaining these two modules, the design retains both 
critical channel features and detailed features around the cracks. 

1) Multispectral channel attention module: As shown in 

Fig. 2, the multispectral channel attention module utilizes the 

Discrete Cosine Transform (DCT) to extract multispectral 

frequency features from the feature maps. These features are 

used to model the importance of each channel, and 

subsequently, different weights are assigned to these channels 

to implement an attention mechanism along the channel 

dimensions. This paper employs 2D-DCT technology to 

transform the feature extraction process for different channels 

into a feature compression process using multispectral 

frequency components. Specifically, 2D-DCT maps time-

domain signals from the spatial domain to the frequency 

domain, transforming energy dispersion in the time domain into 

relatively concentrated energy forms in the frequency domain. 

The specific data processing flow of the multispectral 
channel attention module is as follows: 

 

Fig. 1. Architecture of YOLOv9. 

 

Fig. 2. Structure of the fusion attention module. 
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Step 1: As shown in Fig. 2, the input feature map 
C H WX R    is split along the channel dimension into n 

feature map blocks 

C
H W

i nX R
 

 . 

Step 2: For each feature map block Xi, utilize the two-
dimensional Discrete Cosine Transform (2D-DCT) to extract 
the corresponding multispectral frequency information, 

obtaining the feature vector 

C
16

nFreqi R



 as described by 

Eq. (1) and Eq. (2). Here, H and W represent the height and 
width of the feature map, respectively, and u, v are the two-
dimensional indices for the feature map block Xi. 
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          (2) 

Step 3: Concatenate the feature vector Freqi along the 
channel dimension to form the multispectral frequency 

information Freq∈R C×16. As indicated in Eq. (3), after a fully 

connected and Sigmoid operation, the channel weight matrix 

WCA∈R 1×1×C is obtained. This matrix is then multiplied by 

the input feature map to produce the channel-attention-weighted 
feature map XCA. 

 RC (Freq)CAW h
    (3) 

Eq. (3) where σ represents the Sigmoid function and hRC 
denotes the fully connected operation. 

2) Spatial attention module: As depicted on the right side 

of Fig. 2, the spatial attention module focuses on the cracks and 

their surrounding areas within the image based on the input 

feature map. Specifically, according to Eq. (4), the feature map 

XCA undergoes both max pooling and average pooling. 

Subsequently, these pooled features are concatenated along the 

channel dimension, and a fully connected operation is used to 

generate the spatial weight matrix WSA∈  RH×W×1. This 

matrix is then multiplied by the feature map XCA to produce 

the output feature map XSA. 

     FC avg maxg ,gSA CA CAW h X X    
   (4) 

Eq. (4) where hFC represents the fully connected operation, 
gavg and gmax denote average pooling and max pooling, 
respectively, and σ is the Sigmoid function. 

C. Task Space 

In deep learning, classification tasks focus on capturing the 
overall information of the target, while regression tasks are more 
dependent on the edges and finer details of the object. Drawing 
inspiration from TSD and RetinaNet, this paper introduces a 
Task-Space Disentanglement Head (TSDHead), which 
separates the classification and regression tasks during the multi-
dimensional prediction phase. This decoupling allows the model 
to optimize each task independently, without the need to balance 

between them. The classification branch optimizes weights by 
following the steepest descent of the classification loss gradient, 
while the regression branch optimizes in a similar manner for its 
own specific task. 

As shown in Fig. 3, the TSDHead processes the fused feature 
map to perform classification and regression predictions, and 
then inputs the results into the Non-Maximum Suppression 
(NMS) module for further processing. Specifically, the 
TSDHead comprises both a classification and a regression 
branch. The classification branch, used for predicting object 
categories, includes four structurally identical depthwise 
separable convolutional layers and one category prediction 
layer. Each depthwise separable convolution layer consists of a 
depthwise convolution layer (kernel size of 3×3 and the same 
number of channels as the input feature map) and a pointwise 
convolution layer (kernel size of 1×1, with 256 channels). The 
category prediction layer uses a kernel size of 3×3 and a channel 
count of K×A, where K represents the number of categories (set 
to 5 in this paper, including four types of cracks and background) 
and A represents the number of preset anchor boxes per spatial 
position on the feature map, set to 3. The structure of the 
regression branch mirrors the classification branch, except that 
the K in the prediction layer of the regression branch is 4, 
indicating the offsets for the center position and dimensions of 
the bounding boxes. After processing through the TSDHead, the 
feature map yields the crack categories and bounding box 
coordinates, which are refined by the NMS module to produce 
the final prediction results. 

 

Fig. 3. Structure of the task-space disentanglement head. 

1) K-means clustering of crack anchor box sizes: To 

address the diversity of road crack shapes and extreme aspect 

ratios, this paper employs the K-means clustering algorithm to 

cluster the sizes of bounding boxes in a constructed road crack 

dataset. Following the design philosophy of YOLOv5, the 

paper clusters large, medium, and small target sizes at three 

down sampling scales (8x, 16x, and 32x). Each down sampling 

scale is preset with three anchor boxes, with the clustering 

results presented in Table I. 

TABLE I. CLUSTERING SIZES OF ANCHOR BOXES 

 Scale_D32 Scale_D1 6 Scale_D8 

Anchor_1 23 ,1 1 5 7 ,40 335 ,25 

Anchor_2 76 ,8 212 ,1 3 1 1 5 ,89 

Anchor_3 24 ,46 46 ,78 21 6 ,86 
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III. EXPERIMENTS AND ANALYSIS 

A Model Training and Testing Trials 

1) Experimental data: The research dataset was 

constructed in two parts. The first part originated from the 

Crack500 dataset [11], where Yang and colleagues [11] used 

smart digital devices to capture 500 images of road surface 

cracks at Temple University with a resolution of 2000×1500, 

24-bit RGB, creating the Crack500 dataset for crack detection. 

To enrich the experimental data, a photographic collection 

platform was established using smart digital devices to capture 

an additional 300 images of road surface cracks at a resolution 

of 1920×1080, 24-bit RGB, forming the second part. The digital 

devices used were equipped with three cameras, capable of 

capturing images up to 48 million pixels. 

For ease of model training, a total of 800 images from both 
parts were cropped and filtered to produce 1600 images with a 
resolution of 320×320, 24-bit RGB. Of these, 1350 images were 
used as the training and validation set, which was randomly 
divided in a 9:1 ratio, and 250 images served as the test set. The 
test set was used solely for testing and did not participate in 
network training. Each collection was divided into two 
categories: fine narrow cracks and clearly visible wide cracks. 
Table I presents the number of each type of crack, and Fig. 4 
provides examples of the crack images. The crack images were 
annotated using the LabelMe tool and further formatted into the 
VOC dataset structure. 

TABLE II. EXPERIMENTAL DATA 

Training 
Number of 

Images 
Validation Set Number of Images 

Narrow 

Cracks 
498 Narrow Cracks 91 

Wide Cracks 852 Wide Cracks 159 

2) Comparison of segmentation network models: This 

study compares the Improved YOLOv9 with Unet, SOLO v2 

[12], Mask R-CNN (Mask Recycle Convolutional Neural 

Network), and Deeplab v3+ (Deep Convolutional Neural 

Networks v3 Plus) [13]. SOLO v2 and Mask R-CNN are 

instance segmentation algorithms, whereas Improved 

YOLOv9, Unet, and Deeplab v3+ are semantic segmentation 

models. 

a) Unet: This network architecture features a clear U-

shaped structure with symmetrical encoding on the left and 

decoding structures on the right, enhancing the extraction of 

feature map information. The Unet structure has low 

dependency on the number of images and can complete end-to-

end training with only a small set of images, making it suitable 

for medical image segmentation. 

b) Mask R-CNN: This network builds on the Faster 

Recycle Convolutional Neural Network (Faster R-CNN), 

adding a mask branch that runs in parallel with the classification 

and bounding box regression branches to predict segmentation 

masks. It employs a top-down, detection-based method that 

detects regions of each instance first and then segments the 

instance masks within these areas. Detection-based methods are 

generally highly accurate and rely on precise bounding box 

detection, which requires substantial computational resources 

[14]. 

c) SOLO v2: Unlike Mask R-CNN, this network 

transforms the segmentation task into a pixel classification 

problem, eliminating the need for proposal generation. The 

network has two branches: a category prediction branch that 

predicts the semantic category of the target, and a mask branch 

that predicts the instance mask of the target [15]. 

 
a. Narrow Cracks         b. Wide Cracks 

Fig. 4. Crack image of pavement. 
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d) Deeplab v3+: This network represents the latest 

generation of Deeplab models, using Deeplab v3 as the encoding 

structure and incorporating a decoder to address the loss of fine 

detail information caused by direct up-sampling of feature maps 

in Deeplab v3, thereby achieving advanced semantic 

segmentation performance. 

3) Testing trial setup: After training, the models load the 

optimally saved weights from the training process to predict the 

test set, which consists of 250 images with a resolution of 

320×320, 24-bit RGB. The test hardware platform includes an 

AMD Ryden 5 3600 CPU and NVIDIA GeForce GTX 2060 

GPU, running on Windows 10 with Python version 3.6. Except 

for Mask R-CNN, which is tested using TensorFlow version 

1.13, the other models are tested using PyTorch version 1.4. 

The test results are RGB three-channel images, which are then 

binarized and compared with the true images of the test set to 

compute evaluation metrics. 

4) Evaluation metrics: To assess the segmentation 

performance of Improved YOLOv9 and the comparison 

models, this study employs the Jaccard coefficient and F1 score 

as evaluation metrics. Precision and recall are crucial 

parameters for binary classification problems and are important 

indicators of model segmentation performance. Calculations 

for precision and recall are provided in Eq. (5) and Eq. (6). 

TP

TP FP

n
P

n n



      (5) 

TP

TP FN

n
R

n n



     (6) 

For a single image, segmenting the crack regions essentially 
means performing binary classification for each pixel, where 
nTP (true positives) represents pixels correctly identified as 
cracks, nFP (false positives) represents non-crack pixels 
predicted as cracks, nFN (false negatives) represents crack 
pixels predicted as non-cracks, and nTN (true negatives) 
represents non-crack pixels correctly identified as non-cracks. 

A higher precision indicates a larger number of correctly 
identified crack pixels among those predicted as cracks by the 

model. Relying solely on either precision or recall to evaluate 
model performance is not advisable. For example, if all pixels in 
a test image are predicted as cracks, the recall would be 1, but 
the precision might be low. 

Therefore, the harmonic mean of precision and recall, known 
as the F1 score, is used to measure model performance. The F1 
score reflects the similarity between the predicted crack pixel set 
and the true crack pixel set. The F1 score ranges from 0 to 1, 
with higher values indicating better crack segmentation 
effectiveness. The calculation is shown in Eq. (7). 

1

2PR
F

P R


       (7) 

The Jaccard coefficient measures the similarity between the 
predicted crack region and the actual crack region. It is 
calculated as the percentage of the intersection of the predicted 
and actual regions relative to the union of these regions. The 
value of the Jaccard coefficient ranges from 0 to 1, with higher 
values indicating a greater overlap between the predicted and 
actual areas, meaning that the predicted crack regions more 
closely match the actual regions. The calculation of the Jaccard 
coefficient is shown in Eq. (8). 

TP

TP FP FN

n
J

n n n


 
    (8) 

B Experimental Results 

1) Comparison of evaluation metrics between improved 

YOLOv9 and Unet models: This study first analyzes the 

enhancements made in Improved YOLOv9. The road surface 

crack test dataset includes two types of images: (1) fine narrow 

cracks with low contrast and narrow width, and (2) clear images 

of wider cracks. The F1 and Jaccard coefficients for Improved 

YOLOv9 and Unet under these two categories are shown in Fig. 

5. As seen from Fig. 5, the metrics for Improved YOLOv9 are 

higher than those for Unet in both types of cracks, indicating 

that Improved YOLOv9 performs better in segmenting both 

narrow and wide cracks. Specifically, the F1 and Jaccard 

coefficients for narrow cracks are 4% to 6% lower than those 

for wide cracks, suggesting that crack width impacts the 

segmentation performance of the models. 

 
a. Wide cracks           b. Narrow cracks 

Fig. 5. F1 and Jaccard coefficients of YOLOv9 and Unet. 
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Fig. 6 and Fig. 7 show the real and predicted segmentation 
results for narrow and wide cracks using Improved YOLOv9 
and Unet models. The first column is the original image, the 

second column is the ground truth, and the third and fourth 
columns are the predictions from Unet and Improved YOLOv9, 
respectively, with white areas representing the crack regions. 

 

Fig. 6. Long and narrow crack segmentation result. 

 

Fig. 7. Non-narrow crack segmentation result. 

From the Figures, it is evident that Unet suffers from issues 
of over-segmentation and under-segmentation, particularly 
severe over-segmentation for narrow cracks (as shown in 
column 3 of Fig. 7) and under-segmentation for wide cracks 
(column 3 of Fig. 8). Compared to Unet, the Improved YOLOv9 
proposed in this paper demonstrates better segmentation 
performance, with enhancements in feature extraction and the 
application of crack attention units contributing to more accurate 
crack image segmentation. 

2) Real-time analysis of improved YOLOv9 and 

comparative models: This section of the study focuses on 

analyzing both the real-time performance and computational 

costs of the Improved YOLOv9 model compared to other 

segmentation models (Unet, SOLO v2, Mask R-CNN, and 

Deeplab v3+). The key metrics evaluated include single-frame 

image inference times, model complexity, and the balance 

between speed and accuracy. 

As illustrated in Fig. 8, the inference time comparison shows 
that Improved YOLOv9 has a slightly longer inference time per 
frame (0.089 seconds) compared to Unet (0.084 seconds), but it 
offers significantly higher segmentation accuracy. This indicates 
that Improved YOLOv9 strikes an effective balance between 
speed and precision, which is essential for tasks requiring both 
real-time performance and high reliability, such as crack 
detection in road surfaces. 

Other comparative models, such as SOLO v2 and Mask R-
CNN, have considerably longer inference times (0.130 and 
0.162 seconds per frame, respectively), making them less 
suitable for real-time applications where quick response is 
crucial. These models, while offering strong segmentation 
capabilities, suffer from higher computational costs and slower 
processing times, which could be a disadvantage in large-scale, 
real-time crack detection tasks. 

Deeplab v3+ performs more closely to Improved YOLOv9, 
with an inference time of 0.093 seconds per frame. While this 
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model is competitive in terms of speed, it does not match the 
segmentation accuracy of Improved YOLOv9, especially in 
detecting fine and irregular cracks. Thus, for applications 
requiring both high accuracy and efficient real-time 
performance, Improved YOLOv9 proves to be the more optimal 
choice. 

In terms of model complexity, the architectural 
advancements in Improved YOLOv9, such as the Fusion 
Attention Module and Task Space Disentanglement, contribute 
to its slight increase in computational cost compared to Unet. 
However, these enhancements also lead to more accurate feature 
extraction and better localization, particularly in complex road 
conditions. As a result, the minimal trade-off in processing time 

is justified by the superior detection performance in real-world 
applications. 

This analysis highlights the strengths and weaknesses of 
each model regarding both real-time performance and 
computational efficiency. While Improved YOLOv9 may have 
a slightly higher computational cost compared to Unet, its 
improved accuracy and relatively low inference time make it the 
best choice for practical road maintenance operations where 
detection quality and speed are both critical. In contrast, models 
such as SOLO v2 and Mask R-CNN, despite their strong 
segmentation capabilities, exhibit slower processing times, 
making them less suitable for real-time deployments in large-
scale applications. 

 

Fig. 8. Inference time of different models. 

3) F1 and Jaccard indices of improved YOLOv9 and 

comparative models: In order to evaluate the segmentation 

performance of the Improved YOLOv9 model in detail, this 

research compares its results against those of Unet, SOLO v2, 

Mask R-CNN, and Deeplab v3+ on a test set consisting of 250 

images. These images include two distinct types of cracks, 

providing a diverse basis for assessment. The average F1 and 

Jaccard coefficients obtained from the testing are graphically 

represented in Fig. 9. 

The analysis of the results demonstrates that Mask R-CNN 
and Deeplab v3+ score significantly lower on both F1 and 
Jaccard indices compared to Improved YOLOv9 and Unet. This 
lower performance highlights the challenges these models face 
in accurately segmenting fine and narrow cracks, as well as 
broad and distinct cracks, under the testing conditions. 

Specifically, the metrics for Improved YOLOv9 are slightly 
higher than those for Unet, marking it as the superior model 
among the four evaluated. With F1 and Jaccard coefficients of 
0.8403 and 0.7221, respectively, Improved YOLOv9 
demonstrates the highest performance in terms of set evaluation 
metrics, indicating its enhanced capability in image 
segmentation and crack detection accuracy across diverse road 
surfaces. 

These findings underscore the effectiveness of Improved 
YOLOv9 in handling varying crack types and conditions, 
potentially leading to more reliable and robust road maintenance 
and safety protocols. The integration of advanced feature 
extraction and attention mechanisms within Improved YOLOv9 
likely contributes to its elevated performance, suggesting 
avenues for future enhancements in similar segmentation 
models. 
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Fig. 9. F1 and Jaccard coefficients of different models. 

4) Segmentation results on test data of improved YOLOv9 

and comparative models: This study further analyzes the 

segmentation capabilities of the four models using the road 

surface crack test set. Three images of wide cracks with 

significant differences between the crack and the background 

were randomly selected from the test set for comparative 

analysis of predictions from the four models, as shown in Fig. 

10. The segmentation results and evaluation metrics are 

consistent, with the Deeplab v3+ model performing poorly in 

actual segmentation, exhibiting issues such as excessive 

segmentation area and discontinuity. This indicates that 

Deeplab v3+ struggles with accurate crack image segmentation 

under conditions of limited image quantity. SOLO v2 and Mask 

R-CNN perform better than Deeplab v3+ but still show 

noticeable issues with crack misdetection. Improved YOLOv9 

and Unet perform well in crack detection, with Improved 

YOLOv9 showing more precise crack segmentation, fewer 

misdetections, and better continuity. 

To further investigate the performance of each model in 
segmenting fine narrow cracks with low contrast and narrow 
width, several such cracks were selected for comparison. Fig. 11 
displays the segmentation results under conditions of narrow 
crack width and low contrast, where Mask R-CNN shows 
imprecise edge detection and misdetection issues (from left to 
right: original image, ground truth, Improved YOLOv9, Unet, 
SPLOv2, Mask R-CNN, Deeplabv3+). Deeplab v3+ not only 
has misdetection issues but also incorrectly identifies non-crack 
areas as cracks, particularly in cases of narrow longitudinal 
cracks, where misdetection is especially evident. Unet generally 
performs better than Mask R-CNN and Deeplabv3+ but also 
shows some misdetection. Improved YOLOv9, under conditions 
of narrow and low-contrast cracks, still clearly segments crack 
edges without misdetection or false detection, achieving the best 
segmentation results. 

 

Fig. 10. Test results of pavement cracks under multiple models. 
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Fig. 11. Segmentation results of multiple models in the case of narrow crack width and low contrast. 

IV. DISCUSSION 

To ensure the applicability of CrackNet in real-world road 
maintenance systems, deployment optimizations such as model 
pruning and quantization can be considered in the future. 

Model Pruning: By removing less important connections or 
neurons, pruning can significantly reduce the model size and 
inference time without sacrificing much accuracy. This is 
particularly useful for deployment on mobile or edge devices 
with limited computational resources. Pruning can make 
CrackNet more efficient and suitable for resource-constrained 
platforms (such as drones or vehicle-mounted systems), 
enabling real-time crack detection in large-scale road 
inspections. 

Quantization: Another potential optimization is model 
quantization, which converts high-precision weights (e.g., 32-bit 
floats) into lower precision (e.g., 8-bit integers). Quantization 
helps reduce the model size and speeds up inference, allowing 
faster computations while maintaining acceptable accuracy. 
This will make CrackNet more suitable for deployment in 
embedded systems and mobile devices, where memory and 
energy efficiency are critical. 

V. CONCLUSION 

Addressing the issues of imprecise edge segmentation and 
slow detection speed in traditional crack detection algorithms, 
this paper proposes a road crack detection method based on 
improved YOLOv9. By suppressing useless features extracted 
during high-low order feature fusion and enhancing the model's 
ability to extract crack features, the method achieves 
segmentation of both narrow and wide crack images. 

F1 score and Jaccard coefficient are selected as evaluation 
metrics. A comparison between improved YOLOv9 and the 
basic Unet model in segmenting narrow and wide cracks 
demonstrates the superiority of the proposed method over the 
basic Unet algorithm, both quantitatively and qualitatively. 

The real-time performance of the model is evaluated based 
on the inference time of a single-frame image. While the 
improved YOLOv9 outperforms Unet in segmentation 
performance, its inference speed is 0.089 seconds per frame, 

only 0.005 seconds slower than Unet, striking a balance between 
real-time performance and segmentation accuracy. 

Further comparisons are made with three other classic 
segmentation networks. The results show that the evaluation 
metrics of the improved YOLOv9, with an F1 score of 0.8403 
and a Jaccard coefficient of 0.7221, surpass those of classic 
segmentation models such as SOLO v2, Mask R-CNN, and 
Deeplabv3+. Compared to other models, the improved YOLOv9 
achieves the highest evaluation metrics and the best 
segmentation performance, effectively extracting road cracks. 

While the proposed model's segmentation performance on 
subtle narrow cracks is inferior to that on clear wide cracks, it 
does not account for the interference caused by different lighting 
conditions at different times. Future research will focus on 
adjusting the network structure to improve the segmentation 
performance on subtle narrow cracks and preprocessing images 
using image enhancement algorithms to eliminate the influence 
of lighting conditions, enabling high-precision crack detection 
under various lighting conditions. The proposed CrackNet 
model has significant potential for real-world applications in 
road maintenance systems. Its ability to accurately detect cracks 
in road surfaces, including fine and irregular cracks, positions it 
as a valuable tool for improving the efficiency and precision of 
road maintenance operations. By incorporating the CrackNet 
model into automated inspection systems, road maintenance 
departments can significantly reduce the time and labor costs 
associated with manual inspections, while ensuring more timely 
repairs, which are critical for preventing further road 
deterioration. Moreover, the model's real-time detection 
capability allows for continuous monitoring of road conditions, 
enhancing the safety of drivers and reducing the risks of 
accidents caused by undetected surface damage. 
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Abstract—As the premise and foundation of advertisement 

traffic selling and distribution, effective IPTV advertisement 

traffic prediction not only reduces the operation cost, but also 

improves the intelligent level of new media advertisement traffic 

management. In order to further improve the accuracy of new 

media advertisement traffic prediction, this paper proposes a new 

media advertisement traffic prediction method based on the 

hybrid prediction framework of decomposition-optimisation-

integration, which is a hybrid model of gated recurrent unit neural 

network and deep confidence network improved by capsule 

swarm optimisation algorithm. Firstly, according to the principle 

of system construction, paper analyses the influencing factors and 

construct a complete new media advertisement traffic prediction 

index system; secondly, paper improves the optimisation process 

of the parameters of the deep confidence network and the gated 

recurrent unit network by using the quilt group optimisation 

algorithm, and put forward a new media advertisement traffic 

prediction method based on the decomposition-optimisation-

integration framework; Finally, the proposed method is analysed 

using new media advertisement traffic data. The results show that 

the proposed method improves the accuracy of the prediction 

model and solves the problem of large prediction error in new 

media advertisement traffic prediction methods. 

Keywords—New media advertising traffic prediction; kernel 

principal component analysis; variational modal decomposition; 

quilt group algorithm; deep learning; decomposition-optimisation-

reconstruction algorithm 

I. INTRODUCTION 

With the development of Internet technology, network-
based IPTV (Internet Protocol Television) [1] enters people's 
vision and life, ware using the programme resources provided 
by the broadcasting network, and adopting the broadband 
communication network with higher data transmission rate, 
wider coverage, and better operation condition as the basic 
network facilities [2].The introduction of IPTV makes people 
enjoy the personalised, interactive and customisable audiovisual 
services [3]. IPTV service adopts the model of cooperation 
between broadcasters and telecommunication, the user data is 
not peer-to-peer sharing, and the user behaviour data cannot be 
accurately managed, which leads to the increase in the cost of 
bidding and targeting advertisement, the decrease in the 
efficiency, and the lack of obvious effect [4]. Effective IPTV 
advertisement traffic prediction, as the premise and foundation 
of advertisement traffic selling and distribution, not only reduces 
the operation cost, but also improves the intelligent level of new 
media advertisement traffic management [5]. Currently, new 

media advertising traffic prediction using time series prediction 
model [6], from the time series smoothness, linearity or not, the 
prediction method is divided into Autoregressive integrated 
moving average model (ARIMA) [7], BP neural network model 
[8], support vector machine [9], fuzzy theory [10], Elman 
recurrent neural network [11] and other methods. The study in 
[12] used ARIMA model to construct the energy demand 
forecasting problem in Turkey, and analysed the mapping 
relationship between energy influencing factors and energy 
demand; study in [13] analysed the multivariate data structure 
characteristics, combined with neural networks, and carried out 
the forecasting analysis of power energy consumption; literature 
[14] constructed the risk function based on the empirical error 
and the canonical term, and used SVM algorithm to construct 
the stock price index for the prediction; study in [15] combines 
K-means clustering algorithm and fuzzy neural network to 
construct the market sales trend prediction model; study in [16] 
uses Elman neural network and SVM algorithm to construct the 
cat catch quantity prediction model. In response to the analysis 
of the above literature, the existing new media advertising traffic 
prediction method indicator system selection lacks objectivity 
and the prediction accuracy is not high [17-19]. The factors 
affecting advertisement traffic prediction include not only 
statistical variables, but also time series data. In order to improve 
the accuracy of advertising traffic prediction, this paper adopts 
different prediction models for different variables. The single 
prediction model and simple combination prediction model can 
no longer adapt to the significant volatility and nonlinearity of 
advertising traffic data, and the prediction accuracy 
requirements are increasing, the hybrid prediction model based 
on Decomposition-optimization-ensemble (DOE) [20] is 
applied to the new media advertising traffic prediction problem. 
The study in [21] combines EMD, LSTM and SVR to solve the 
prediction problem; study in [22] uses complementary 
integration of empirical modal decomposition, singular 
spectrum analysis, and ELM to construct a time series prediction 
model. Deep learning, as a prediction method based on 
intelligent algorithms, has been widely used in all kinds of 
prediction problems, and the prediction effect is relatively 
excellent. With the advertisement traffic fluctuation showing 
randomness and non-stationarity, the advertisement traffic 
prediction faces the influence of complex and variable factors, 
and a single deep learning model can no longer meet the 
requirements of advertisement traffic prediction. 

In order to further improve the new media advertisement 
traffic prediction accuracy, this paper adopts the hybrid 
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prediction framework of decomposition-optimisation-
integration. 

 Analyse the influencing factors of the new media 
advertisement traffic prediction model and construct the 
input vector of new media advertisement traffic 
prediction; 

 Decompose the original new media advertisement traffic 
data using the variational modal decomposition 
algorithm to obtain more detailed information features of 
the new media advertisement traffic sequence; 

 Improve the GRU and DBN network by combining with 
the quilt swarm algorithm, and at the same time, put 
forward a new media advertisement traffic prediction 
method based on the quilt optimization algorithm 
improving the DBN-GRU hybrid model for new media 
advertisement traffic prediction; 

 The new media advertisement traffic data verifies that 
this paper's method has higher prediction accuracy. 

II. ANALYSIS OF THE PROBLEM OF PREDICTING ADVERTISING 

TRAFFIC IN NEW MEDIA 

In order to construct an objective, scientific and reasonable 
system of influencing factors for new media advertising traffic 
prediction, this section analyses the influencing factors and 
constructs a completely new media advertising traffic prediction 
index system according to the principle of system construction. 

Scientific, objective and comprehensive new media 
advertising traffic prediction influencing factors system 
construction index selection should be in line with the following 
principles [23]: 1) independent and comprehensive; 2) operable; 
3) temporal; 4) comparable. Influence factors can be compared 
not only in the time dimension, but also vertically over a number 
of cycles. The principles of impact factor selection are shown in 
Fig. 1. 

 

Fig. 1. Schematic diagram of the principle analysis. 

According to the principled analysis of the selection of 
influencing variables for new media advertisement traffic 
prediction, the factors affecting the prediction should include the 
following dependent variables [24]: 1) daily click peak X1; 2) 
daily click peak X2; 3) platform code X3, the value of X3 is 1 
means that the platform code is Inmobi, 2 means Zplay, 3 means 
Baidu, and 4 means Iflytek; 4) bidding reserve price X4; 5) Full 
insertion screen advert X5, the value of X5 is 0 for No and 1 for 
Yes; 6) Ad placement location information X6; 7) Ad provider 
X7; 8) Peak click time X8, Table I. 

TABLE I.  INFLUENCING VARIABLES OF NEW MEDIA ADVERTISEMENT 

FLOW 

No. Descriptions Variables 

1 The highest peak of daily clicks X1 

2 The lowest peak of daily clicks X2 

3 The platform code X3 

4 The reserve price of the auction X4 

5 Full interstitial ads X5 

6 The location information of the ad X6 

7 
The value of the advertising 

provider 
X7 

8 The peak time of the click X8 

The new media advertisement traffic prediction impact 
variable system takes the key elements such as daily click peak 
X1, daily click minimum peak X2, platform code X3, bidding 
reserve price X4, full insertion screen advertisement X5, 
advertisement placement location information X6, 
advertisement provider X7, click peak time X8 as indicators, 
which fully embodies the whole elements of new media 
advertisement traffic prediction, and builds a scientific, 
objective, comprehensive and reasonable new media advertising 
traffic prediction impact vector system. 

III. RELATED TECHNOLOGIES 

A. KPCA 

In order to extract the indicators with high contribution of 
the influence variables of new media advertisement traffic 
prediction, this paper adopts the Kernel Principal Component 
Analysis (KPCA) [25] method for feature extraction and 
dimensionality reduction of the influence variables. The 
principle of KPCA is shown in Fig. 2. 

 
Fig. 2. The principle of kernel principal component analysis. 

B. VMD 

In order to better find the regularity of the time series of new 
media advertising traffic, this paper adopts the variational modal 
decomposition method to preprocess the predicted time series. 

The main process of Variational mode decomposition 
(VMD) [26] is as follows: 

1) Decompose  f t  into k  modal components with 

centre frequency and finite bandwidth, so that each mode 

satisfies the relevant conditions; 
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2) Obtain the optimal solution by obtaining the extreme 

points, update each modal component ku  with centre frequency

k
; 

3) Update  with the value; 4) Judge whether the iteration 

stop condition is satisfied. satisfy the iteration stop condition. 

Repeat steps 2)-4) until the following iteration conditions are 

satisfied: 
2

1

2

2

2

ˆ ˆ

ˆ


 


 n n

k kk

n

k

u u

u
  (1) 

In Eq. (1), 0   is the determination accuracy. 

C. Encapsulated Swarm Algorithm 

Tunicate Swarm Algorithm (TSA) [27] is an intelligent 
swarm algorithm proposed to simulate the foraging behaviour of 
marine tunicate swarms, whose foraging process includes jet 
propulsion and swarm behaviour. The jet propulsion behaviour 
avoids conflicts between searching individuals and moves 
towards the optimal individual by means of the individual's own 
gravity, seawater current dynamics, and the interaction force 
between groups. The group determines the location of its 
companions through neural sensing of the current changes 
around itself and the light source of its companions, and gathers 
towards the food location to achieve group foraging (see Fig. 3). 

 
Fig. 3. Foraging behaviour of the periphyton 

1) Jet propulsion: The quilt of the quilt swarm algorithm 

needs to avoid conflicts between individuals during jet 

propulsion. To avoid conflicts, new individuals are represented 

as follows: 

G
A

M


   (2) 

In Eq. (2), G  denotes the individual pendant force of the 

vesicle and M  denotes the interaction force between the vesicle 
individuals, the calculation formula is as follows: 

 min max minM P c P P   
  (3) 

In Eq. (3),
max min,P P  refers to the maximum and minimum 

values of the initial interaction velocity of individuals, 

respectively, which are usually set to max min4, 1P P   , and c 

is a random number. 

After avoiding conflicts, the individual completes the search 
direction calculation using the distance between the optimal 
position and the current individual: 

t t t

i best iPD x rand x  
       (4) 

In Eq. (4), 
t

bestx  denotes the optimal individual,
t

ix  denotes 

the current individual position, and rand  denotes a uniformly 

distributed random number. 

Combining the distance between the optimal position and the 
current individual as well as the conflict avoidance strategy, the 
optimal individual drive-in formula for each vesicle individual 
term is as follows Eq. (5): 

0.5

0.5

t t

t best i

i t t

best i

x A PD rand
x

x A PD rand

   
 

       (5) 

 

Fig. 4. Flowchart of TSA algorithm. 

2) Group behaviour: The model for calculating the group 

behaviour of the quilt group is as follows: 
1

1

2

t t
t i i
i

x x
x

c


 


   (6) 

In Eq. (6),
1t

ix 
 denotes the updated position of the previous 

generation of vesicles relative to the most available individual, 
and c  denotes a random value between 0 and 1. 

3) TSA algorithm process and steps: According to the 

principle of TSA algorithm, the flowchart is shown in Fig. 4. 

During each iteration of the TSA algorithm, the location 

information of the encapsulated group is continuously 

evaluated and selected by the evaluation and selection strategy 

to obtain the final optimal solution. 

This paper analyses the iterative optimization process of the 
TSA algorithm (see Fig. 5). From Fig. 5, the number of iterations 
increases and the population gradually converges to a 
centralised position. 
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Fig. 5. Iterative optimisation process of the TSA algorithm. 

D. Deep Confidence Networks 

In order to analyse the mapping relationship between the 
influence variables of new media advertisement traffic 
prediction and the predicted value of traffic, this paper adopts 
deep confidence network as the prediction model construction 
algorithm, which solves the problem of constructing the model 
of influence variables and predicted value of traffic. 

Deep Belief Networks (DBN) [28] consists of multiple 
layers of Restricted Boltzmann Machines (RBM), and the 

specific structure is shown in Fig. 6. The input layers v  and
1h  

constitute the first layer of Restricted Boltzmann Machines, and 

the input data is mapped through the activation function 1h , 

which is input to the second layer of Restricted Boltzmann 
Machines, and passes to reach the output layer in turn. 

 
Fig. 6. Structure of deep confidence network. 

1) Assuming that  , ,  a b  is a DBN network 

parameter, the energy function of RBM is expressed as: 

 
1 1 1 1

,  
   

     
n m n m

i i j j i ij j

i j i j

E v h a v b h v h

 (7) 

In Eq. (7)  ,v h  is the state value,  is the connection 

weight, and a  and b  are the biases. 

2) Solve for
*  by solving for the maximum value of the 

log-likelihood function: 

   *

1

arg max arg max ln   


  
K

k

k

L p v

 (8) 

In Eq. (8) K is the number of training samples. 

3) Calculate the joint probability distribution function, Eq. 

(8) and Eq. (9): 

 
 

 

,
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v h
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  (10) 

4) Calculate the activation probability of hidden layer 

nodes to determine the visible layer state, Eq. (11): 

 
1

1 , 


 
   

 


n

j j i ij

i

p h v sigmoid b v

 (11) 

5) Calculate the activation probability of the visual layer 

node as Eq. (12) 

 
1

1 , 


 
   

 


n

i i j ij

i

p v h sigmoid a h

 (12) 

(6) Update the RBM parameter , Eq. (13) to Eq. (15): 

   
log

 



   


ij i j i jdata predict

ij

p v
v h v h

 (13) 
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j j jdata predict
j

p v
b h h

b
 (15) 

where  denotes the learning rate,
data

 is the expectation 

of training after input data, and
predict

 is the expectation of 

the model itself. 

E. Neural Network of Gated Recurrent Units 

Compared with LSTM and RNN, GRU has a simple 
structure with fewer parameters and uses update gates and reset 
gates to control the network [29], and the structure is shown 
schematically in Fig. 7. 

1( )   t hr t xr t rr W h W x b
  (16) 

~ ~ ~

~

1tanh( ( * ) )  t t t t
r h xh h

h W r h W x b
 (17) 

In Eq. (16) and Eq. (17), tr  is the reset gate which determines 

the amount of historical memory of 1th  .
~

th is the latest 

information of the node at the current moment. 1th  , th  is the 

hidden layer information of the cell state at the moment of 1t   

and t  respectively, ~

r h
W  , ~

x h
W  , xrW  , hrW  are the weights, rb  , ~

h
b  

are the biases. 

1( )   t hz t xz t zz W h W x b
  (18) 

~

1(1 )* *  t t t t th z h z h
  (19) 

In Eq. (18) and Eq. (19), hzW
 , xzW

 are weights and zb
 is bias. 

tz
is the forgetting gate. 

( )t yt ty W h
   (20) 

In Eq. (20), ytW
 denotes the weights between the current 

hidden layer output th
 and the final output layer. 

 

Fig. 7. GRU network. 

F. Evaluation Indicators 

This paper uses three evaluation indexes testing models such 
as Mean Absolute Error (MAE), Root Mean Square Five Error 
(RMSE), and Mean Absolute Percentage Error (MAPE), which 
are calculated by the following formulas: 
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   (21) 

1

1
ˆ

M

i i

i

MAE y y
M 

 
         (22) 

1

ˆ1 M
i i

i i

y y
MAPE

M y


 

           (23) 

In Eq. (21) – Eq. (23), ˆ
iy  denotes the predicted value based 

on the proposed algorithm, iy  denotes the true value and M  is 

the number of test samples. 

IV. A METHODOLOGICAL PROCESS OF NEW MEDIA 

ADVERTISEMENT TRAFFIC PREDICTION BASED ON TSA-

DBN-GRU ALGORITHM UNDER DECOMPOSITION-

OPTIMISATION-RECONFIGURATION FRAMEWORK 

A. DBN-GRU Prediction Model Based on TSA Algorithm 

The combined DBN-GRU prediction model based on the 
TSA algorithm uses the TSA algorithm to optimise the DBN and 
GRU bias and weight values, and adopts the RMSE as the fitness 
function. The specific steps are as follows: 

 Step 1: The Z-Score method was used to pre-process the 
raw data and divide the data set; 

 Step 2: The TSA algorithm encodes the initial parameters 
of the DBN-GRU and calculates the value of the fitness 
function; 

 Step 3: Using jet advancement and group behaviour, the 
DBN-GRU bias and weight value information is updated 
with the global optimal bias and weight values; 

 Step 4: If the number of iterations satisfies the maximum 
number of iterations, output the bias and weight values 
and perform step (5), otherwise continue with step (3); 

 Step 5: Decoding to obtain DBN-GRU bias and weight 
value training parameters; 

 Step 6: Training to construct the TSA-DBN-GRU 
prediction model and analysing the prediction model 
using the test set. 

B. Steps of the New Media Advertisement Traffic Prediction 

Process based on the Decomposition-Optimisation-

Reconfiguration Framework 

Combining VMD and KPCA, the TSA-DBN-GRU 
prediction method proposed in this paper is applied to the new 
media advertisement traffic prediction problem, and the flow 
chart is shown in Fig. 8, with the main steps: 
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 Step 1: Decompose the original new media 
advertisement flow time series by using Variable Modal 

Decomposition (VMD) to obtain 1n  components

 1, , , , ,i k vmdVMF VMF VMF Res  ; use KPCA 

to perform principal component analysis and 
dimensionality reduction on the influencing variables of 
new media advertisement flow to obtain the transformed 
set of main influencing variables of new media 
advertisement flow; 

 Step 2: For the eigenmode component VMF, GRU 
constructs the prediction model; for the main influencing 
variable of new media advertisement flow, DBN 

constructs the prediction model. In order to improve the 
accuracy of the prediction model, the TSA algorithm is 
used to optimise the bias and weight values of DBN-
GRU, and select the optimal parameter values of bias and 
weight values; 

 Step 3: Input each component and the influence factor 
data after dimensionality reduction into the component 
prediction model, and the output is superimposed and 
reconstructed to obtain the final prediction results. 

 Step 4: Analyse the predictive model performance 
results. 

 
Fig. 8. New media advertisement traffic prediction. 

V. EXPERIMENTS AND ANALYSIS OF RESULTS 

A. Algorithm Setup 

The parameters of the new media advertising traffic 
prediction comparison algorithm are set in Table II. 

B. Data Description 

The data used in this paper comes from real data from a new 
media company's IPTV business. The data describes the number 
of viewing clicks of viewers 24 hours a day for almost three 
months. 70% of the data is selected as training set, 10% 
validation set and 20% as test set. 

TABLE II.  PARAMETER SETTINGS OF NEW MEDIA ADVERTISING TRAFFIC PREDICTION METHODS 

Serial number Arithmetic Parameterisation 

1 DBN-GRU 

The number of DBN hidden nodes is 100, the number of GRU hidden nodes is 50, 

the activation function is the Relu function, and Adam's optimisation adjusts the 

weights 

2 TSA-DBN-GRU 
The number of DBN hidden nodes is 100, the number of GRU hidden nodes is 50, 
the activation function is Relu function and the number of TSA populations is 100 

3 vmd-tsa-dbn-gru 

The number of DBN hidden nodes is 100, the number of GRU hidden nodes is 50, 

the activation function is Relu function, the number of TSA populations is 100, 

and the VMD parameter settings refer to literature [30]. 

4 kpca-tsa-dbn-gru 

The number of DBN hidden nodes is 100, the number of GRU hidden nodes is 50, 

the activation function is the Relu function, the number of TSA populations is 100, 

and the KPCA uses the Gaussian kernel function as the kernel function 

5 vmd-kpca-tsa-dbn-gru 
The number of DBN hidden layer nodes, the number of GRU hidden layer nodes, 
and the GRU network activation function is the Relu function 
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C. Correlation Analysis 

In order to analyse the redundancy of the feature vectors of 
the new media advertising traffic prediction impact, this section 
uses Person correlation analysis method to analyse the feature 
vectors and advertising traffic. In Fig. 9, the new media 
advertising traffic is correlated with other variables, and all of 
them show positive correlation. 

 
Fig. 9. Correlation analysis of factors influencing new media advertisement 

traffic prediction. 

D. Parametric Analysis 

In order to determine the optimal parameters, this paper 
analyses the results of choosing the parameters with higher 
prediction accuracy and less time-consuming by analysing 
different DBN hidden layer node number, GRU hidden layer 
node number, and population number conditions as shown in 
Fig. 10, 11, and 12. From Fig. 10, with the increase of the 
number of DBN hidden layer nodes, the prediction accuracy of 
the VMD-KPCA-TSA-DBN-GRU model increases, the time 
consumed increases, and the prediction accuracy tends to be 
stable when the number of DBN hidden layer nodes is 50; from 
Fig. 11, with the increase of the number of GRU hidden layer 
nodes, the prediction error of the VMD-KPCA-TSA-DBN-GRU 
model decreases, and the time consumed increases, and the 
prediction accuracy tends to be stable when the number of GRU 
hidden layer nodes is 60; from Fig. 12, the model prediction 
error decreases and the time-consuming time increases with the 
increase of the population. In summary, the VMD-KPCA-TSA-
DBN-GRU model has a DBN hidden layer node number of 50, 
a GRU hidden layer node number of 60 and a population size of 
80. 

  
(a) Forecasting accuracy                                                                                   (b) Forecasting time 

Fig. 10. Analysis of the impact of different number of DBN hidden layer nodes on prediction performance. 

  
(a) Forecasting accuracy                                                                                                 (b) Forecasting time 

Fig. 11. Analysis of the impact of different number of GRU hidden layer nodes on the prediction performance. 
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(a) Forecasting accuracy                                                                           (b) Forecasting time 

Fig. 12. Analysis of the impact of different TSA population sizes on prediction performance. 

E. Performance Analysis 

1) Flow breakdown analysis: The result of decomposing 

the original new media advertisement traffic sequence using 

VMD decomposition algorithm is shown in Fig. 13. From Fig. 

13, the detailed features of the new media advertisement traffic 

sequence data are better decomposed by using the VMD 

decomposition algorithm for decomposition. 

2) Performance comparison: In order to verify the 

effectiveness and superiority of the new media advertising 

traffic prediction method based on the VMD-KPCA-TSA-

DBN-GRU algorithm, VMD-KPCA-TSA-DBN-GRU is 

compared with four other models, and the prediction results of 

each model are shown in Fig. 14 and 15. The prediction results 

of different algorithms with relative error results are given in 

Fig. 14 and 15, respectively. The new media advertising traffic 

prediction based on the VMD-KPCA-TSA-DBN-GRU 

algorithm has the smallest error and the highest prediction 

accuracy, and the rest of the algorithms ranked as KPCA-TSA-

DBN-GRU, VMD-TSA-DBN-GRU, TSA-DBN-GRU, and 

DBN-GRU, respectively. 
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Fig. 13. Decomposition analysis of new media advertising traffic sequence. 

 
Fig. 14. Prediction results of different algorithms. 
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Fig. 15. Relative error results of different algorithms for prediction. 

VI. CONCLUSION 

In order to further improve the accuracy of new media 
advertisement traffic prediction, this paper proposes a new 
media advertisement traffic prediction method based on the 
optimisation of improved DBN-GRU network by the saccade 
swarm algorithm using the hybrid prediction framework of 
decomposition-optimisation-integration. The method analyses 
the new media advertisement traffic prediction problem, 
constructs a system of influence feature vectors, and adopts the 
nuclear principal component analysis method to analyse the 
principal components of the influence feature vectors; 
decomposes the original new media advertisement traffic time 
series using the variational modal decomposition method; and 
constructs a new media advertisement traffic prediction method 
by using the optimization of DBN-GRU network with the use of 
the quilt swarm algorithm. The specific conclusions are as 
follows: 

 Kernel Principal Component Analysis (KPCA)-based 
methods were used to analyse the principal components 
of the eigenvectors of advertising traffic influence, and 
by comparing the prediction models that did not use 
KPCA, it was verified that KPCA analysis could 
improve the efficiency of the prediction models; 

 The time series of new media advertisement flow is 
decomposed based on the VMD decomposition method, 
and by comparing the prediction model without the 
decomposition algorithm, it is verified that the VMD 
decomposition algorithm is able to improve the accuracy 
of the prediction model; 

 The prediction accuracy of VMD-KPCA-TSA-DBN-
GRU network prediction model is better than other 
models; 

 The robustness of the prediction model proposed in this 
paper does not perform well, and further improving the 
VMD-KPCA-TSA-DBN-GRU prediction stability is the 
next research focus. 
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Abstract—This study proposes an innovative approach for 

improving the accuracy and efficiency of formative assessment in 

English language teaching. The method integrates the Artificial 

Protozoa Optimization (APO) algorithm with the Kernel Extreme 

Learning Machine (KELM) to overcome limitations such as local 

optima in traditional models. The study utilizes data from five 

university-level English courses, consisting of 327 samples divided 

into a training set (70%), validation set (15%), and test set (15%). 

The APO-KELM model is constructed by optimizing the KELM 

parameters using the APO algorithm. Comparative analysis is 

conducted against other models, including ELM, KELM, WOA-

KELM, PPE-KELM, and AOA-KELM, in terms of accuracy 

(RMSE), MAPE (Mean Absolute Percentage Error), and 

convergence speed. The result shows that the APO-KELM model 

demonstrates superior performance with a Root Mean Square 

Error (RMSE) of 0.6204, compared to KELM (0.7210), WOA-

KELM (0.6934), PPE-KELM (0.6762), and AOA-KELM (0.6451). 

In terms of MAPE, APO-KELM achieves 0.48, outperforming 

KELM (0.55), WOA-KELM (0.52), PPE-KELM (0.51), and AOA-

KELM (0.49). Additionally, the APO-KELM model converged 

within 300 iterations, showing faster convergence compared to 

other models. The integration of the APO algorithm with the 

KELM significantly enhances the accuracy and efficiency of 

formative assessment in English language teaching. The APO-

KELM model is more accurate and faster than traditional models, 

making it a valuable tool for improving assessment systems. 

Future research should focus on refining the APO algorithm for 

broader applications in educational assessments. 

Keywords—Big data technology; APO algorithm; formative 

assessment in English language teaching; nuclear limit learning 

machine 

I. INTRODUCTION 

The implementation of education evaluation reform in China 
is increasingly gaining support from scholars and frontline 
teachers. This reform aims to achieve a comprehensive 
integration and effective connection between teaching 
evaluation and disciplinary parenting. It also seeks to establish a 
teaching evaluation index system that promotes students' 
physical and mental well-being, as well as their all-round 
development [1]. The development of a rigorous and efficient 
teaching evaluation index system is essential for conducting 
high-quality teaching evaluations. Additionally, the 
establishment of a comprehensive and systematic English 
teaching evaluation model not only facilitates the improvement 
of teaching evaluation practices and enhances disciplinary 
education outcomes, but also aligns with the contemporary goal 
of fostering moral values and educating individuals in the new 
era [2]. The use of big data technology to extract crucial 

information for the development of assessment methodologies 
has emerged as a future trend in teaching evaluation, owing to 
the growing volume of data generated by students and 
instructors throughout the teaching and learning process [3]. 

Currently, the study on formative assessment of English 
teaching using big data technology focuses mostly on two areas: 
the development of a teaching evaluation system and the 
creation of a teaching evaluation model. The objective of 
studying the English teaching evaluation system is to create an 
index system by analyzing the English teaching process, 
identifying the elements that influence the quality of teaching, 
and using appropriate algorithms to determine the final 
evaluation indexes [4]. Huang [5] develops teaching evaluation 
criteria based on the principles of effectiveness, differentiation, 
acceptability, and practicality. Assia and Samira [6] identify 
primary criteria from five aspects, including teachers, students, 
teaching content, teaching resources, and teaching media, to 
establish an English teaching evaluation system. Khodamoradi 
et al [7] divide the evaluation criteria for cultural teaching in 
senior high school English classrooms and constructs 
dimensions for the framework of the evaluation system. Chen 
and Yi [8] construct an evaluation system for secondary school 
English classrooms by examining and analyzing teaching plans, 
teaching methods, teaching attitudes, and classroom 
performance. The study on English teaching evaluation model 
mostly uses data-driven algorithms to develop the mapping link 
between English teaching evaluation indicators and evaluation 
scores [9]. The primary approaches used for teaching assessment 
include comprehensive fuzzy analysis [10], random forest [11], 
decision tree [12], extreme learning machine [13], neural 
network [14], and other similar techniques. The literature 
presents various approaches for evaluating English teaching. 
One study [10] suggests using an integrated fuzzy logic method, 
while another [11] utilizes random forest to establish the 
relationship between evaluation values and factors. Additionally, 
a high school English evaluation model is proposed [13], which 
is based on the extreme learning machine and tested using 
different datasets. Lastly, Shehu and Henay [14] propose a 
college English teaching evaluation model using a neural 
network. As the amount of data and the complexity of evaluation 
indexes increase, traditional machine learning algorithms may 
get stuck in local optima and fail to find the optimal evaluation 
model. To address this issue, intelligent optimization algorithms 
are employed to enhance the training process and improve the 
accuracy of the evaluation model. Furthermore, the English 
evaluation process lacks depth, resulting in an incomplete 
evaluation system and reduced efficiency. To overcome this 
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limitation, a more comprehensive evaluation system is utilized 
to enhance the accuracy of the evaluation model [15]. 

This paper addresses the limitations of the current English 
teaching evaluation method, which uses the Extreme Learning 
Machine algorithm [13]. These limitations include getting stuck 
in local optimal solutions, low evaluation accuracy, and time-
consuming evaluations. To overcome these challenges, the 
paper proposes a formative assessment method for English 
teaching based on the APO-KELM model, which combines the 
Intelligent Optimization Algorithm with the Nuclear Extreme 
Learning Machine [16]. The primary contributions of this paper 
include: (1) analyzing the issue of formative assessment in 
English teaching using big data, and identifying comprehensive, 
scientific, effective, and quantifiable evaluation criteria for 
English teaching; (2) integrating the Artificial Protozoan 

Optimizer algorithm and the Kernel-Limit Learning Machine to 
develop a formative assessment approach based on an efficient 
data-driven algorithm for English teaching; (3) validating the 
effectiveness and robustness of the proposed method by utilizing 
formative data from English teaching in various colleges and 
universities. 

II. ANALYSIS OF FORMATIVE ASSESSMENT ISSUES 

A. Research Ideas on Formative Assessment in English 

Teaching 

This work utilizes the research approach of problem 
identification, problem analysis, solution proposal, solution 
implementation, and solution validation [17] to investigate the 
issue of formative assessment in English education. The 
particular research concept is shown in Fig. 1. 

 

Fig. 1. Schematic diagram of the research idea. 

The research ideas of this paper, as shown in Fig. 1, are as 
follows: 1) Identify the problem of formative assessment in 
English teaching by examining the background of formative 
assessment in English teaching; 2) Analyze the formative 
process of English teaching and identify the formative 
assessment indicators through literature research; 3) Develop the 
formative assessment indicator system for English teaching 
using data preprocessing and correlation analysis, while also 
proposing 4) Constructing a formative assessment model for 
English teaching by combining various machine learning 
algorithms and optimizing training for formative assessment of 
English teaching; 5) Validate the effectiveness and reliability of 
the proposed evaluation method using different datasets and data 
extraction methods. 

Based on the analysis provided above, this paper conducts 
research on the problem of formative assessment in English 
teaching. The research includes the discovery and analysis of the 
problem, the establishment of an index system for formative 
assessment, the construction of a formative assessment model 
for English teaching, and the validation of the model's 
application. The specific key technologies are illustrated in Fig. 
2. 

B. Analysis of the Problem 

The teaching evaluation issue revolves on the teaching 
evaluation index system, which involves examining and 
extracting the value of teaching evaluation indices. Machine 
learning techniques are then used to establish the mapping 
relationship between the index value and the evaluation value 
[18]. The issue of formative assessment in English teaching 

involves determining the teaching process by examining 
relevant literature, conducting analysis, and integrating the 
English curriculum, student development requirements, and 
English teaching evaluation practices. This process leads to the 
extraction of a formative assessment index system for English 
teaching. Furthermore, a data-driven algorithm is employed to 
construct a formative assessment model for English teaching. 
The specific problem analysis is illustrated in Fig. 3. 

 
Fig. 2. Key technology content. 
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Fig. 3. Schematic diagram of the problem analysis. 

C. Evaluation System Construction 

The formative assessment problems in English teaching 
were analyzed to develop students' comprehensive language 
application ability. The focus was on the leading role of students' 
teaching evaluation and the diversity of evaluation methods and 

system construction. The teaching objectives, contents, methods, 
and effects were set as the first-level indicators, following the 
principles of human nature, scientific approach, developmental 
approach, systematic approach, and operability. The formative 
indicator system of English teaching was obtained through the 
use of the Delphi method questionnaire survey, deletion, and 
adjustment [19], as shown in Table I. 

D. Analysis of Evaluation Models 

The essence of the formative assessment problem of English 
teaching is a complex regression prediction problem, with the 
index value in the formative index system of English teaching 
as the input and the evaluation score as the output, the specific 
evaluation model is constructed as follows: 

 score eval indexY F X 

Where scoreY  is the evaluation score; evalF  is the evaluation 

model; indexX  is the index value. In this paper, a data-driven 

algorithm is used to construct the formative assessment model 
of English teaching, as shown in Fig. 4. 

TABLE I.  EVALUATION INDICATOR SYSTEM 

No. Data set Goal 

1 A Teaching and Learning Objectives 

A1 Developing students' language skills 

A2 Expanding Students' Cultural Awareness 

A3 Developing the quality of students' thinking 

A4 Improving Student Learning 

2 B Teaching content 

B1 English Language Knowledge 

B2 English Language Skills 

B3 Knowledge of English Culture 

B4 English Learning Strategies 

3 C Teaching methods 

C1 Inquiry-based teaching 

C2 Contextualised Teaching 

C3 Thematised Teaching 

4 D Teaching Effectiveness 
D1 Teaching effectiveness of teachers 

D2 Student Learning Outcomes 
 

 
Fig. 4. Evaluation model analysis. 

III. APO-KELM ALGORITHM 

In order to solve the problem of formative assessment in 
English language teaching, this section uses the artificial 
protozoan optimiser algorithm to improve the kernel-limit 

learning machine for the construction of formative assessment 
model in English language teaching. 

A. APO Algorithm 

1) Principle of APO algorithm: Swarm intelligence 

optimization system Artificial Protozoa Optimizer (APO) [20] 

is inspired by natural phenomena. The method introduces a new 

Artificial Protozoa Optimizer (APO) that is inspired by 

protozoa. APO imitates the foraging, quiescent, and 

reproductive behaviors of protozoa in order to replicate their 

survival strategies. From a practical perspective, the method is 

employed to resolve five common engineering design 

challenges in continuous environments with constraints. 

Moreover, the method is employed to perform multilevel 

picture segmentation in a discrete space while adhering to 

specific constraints. 
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Fig. 5. Representation of protozoan behaviour. 

Microorganisms have a unique advantage, as evidenced by 
research on a variety of biological processes. As 
microorganisms, bacteria, algae, and protozoa execute functions 
that are comparable to those of organelles in higher plants and 
animals. Specialized structures known as "organelles" execute 
these functions. Metabolism, reproduction, genetic continuity, 
adaptability to environmental stimuli, and variability are 
fundamental life features of microorganisms. Because of their 
simple and low-complexity structure, microbial beings are often 
more successful than larger organisms. Researching the 
principles of behavioral processes such as reproduction, 
dormancy, and foraging, the APO algorithm is employed. Fig. 5 
shows representation of protozoan behavior. 

a) Foraging 

i) Self-supporting model: By generating carbohydrates via 

their chloroplasts, protozoa may provide nourishment. The 

protozoan will migrate away from its current location and 

towards a specific spot if it is subjected to extreme light 

intensity. When the light intensity around the protozoan is low, 

the protozoan relocates to a different position (Fig. 7). The 

autotrophic model may be described by the following particular 

model: 
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where
new

iX  denotes the updated protozoan position; iX  

denotes the current protozoan position; kX   denotes the 

randomly selected neighbourhood-1 protozoan; kX   denotes 

the randomly selected neighbourhood+1 protozoan; f  denotes 

the foraging factor; np  denotes the individual of the 

neighbourhood pairs;
dim

ix  denotes the dimensional position of 

the ith protozoan; iter  denotes the number of iterations; maxiter  

denotes the maximum number of iterations; ps  denotes the 

population size;  f   denotes the formula for calculating the 

fitness value; eps  denotes the minimal value, which is 

generally taken as 2.2204e16; denotes the dimension index; 
denotes the fitness value; and denotes the mapping vector. The 

general value is 2.2204e-16; fM  is the mapping vector; di  is 

the dimension index (see Fig. 6). 

 
Fig. 6. Self-supporting model. 

ii) Heterotrophic model: Protozoa are able to acquire 

nourishment by absorbing organic substances from their 

environment while under darkness. If X is a nearby location 

with abundant food, protozoa will travel towards it. The precise 

model of the heterotrophic model is as follows: 
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 1 2 dim, , ,Rand rand rand rand 

where nearX  denotes the neighbourhood position; i kX   

and i kX   are the i-kth and i+kth neighbourhood positions, 

respectively; h  is the weight of the heterotrophic pattern; and

Rand  is a random vector. 

 
Fig. 7. Self-supporting model. 

b) Dormancy: Every element of a single solution vector 

is multiplied by a random value selected from a Gaussian 

distribution to create a new offspring. The Gaussian random 

variable influences the number of interruptions introduced to 

the parent vector, aiding the algorithm in eliminating local 

optima. The offspring produced by the Gaussian variation at 

generation m is defined for every parent solution vector: 

 min max min

new

iX X Rand X X   

 

 
min 1 2 dim

max 1 2 dim

, , ,

, , ,

X lb lb lb

X ub ub ub






where minX  and maxX  denote the lower and upper bound 

vectors, respectively, and lb  and ub  denote the lower and 

upper bound variables, respectively (Fig. 8). 

 
Fig. 8. Diagram of hibernation. 

c) Reproduction: Protozoa are capable of asexual 

reproduction when they reach the appropriate age and are in 

good condition. In theory, this process of reproduction results 

in the protozoan dividing into two identical progeny. This 

behavior is simulated by creating a duplicate protozoan and 

analyzing a perturbation. The mathematical representation of 

reproduction is as follows: 

  min max min

new

i i rX X rand X Rand X X M    


 
 1 dim, dim

0
r

randperm rand
M di

otherwise

    
 
 

where   denotes interference forward or backward, and

rM  denotes reproduction mapping relationships (see Fig. 9). 

 
Fig. 9. Diagram of reproduction. 

d) Other parameter settings: The other parameters of the 

APO algorithm are set as follows: 

maxpf pf rand  
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Where pf  denotes the dormancy ratio parameter, maxpf  is 

the maximum ratio parameter, ahp  is the conversion probability 

between autotrophic and heterotrophic modes, and drp  is the 

conversion probability between dormancy and reproduction. 
The conversion probability is mainly used to balance the 
conversion of exploration and exploitation operators, as shown 
in Fig. 10. 

 
Fig. 10. Schematic diagram of the behavioural transition between 

development and exploration. 

2) APO algorithm pseudo-code: According to the 

optimisation strategy of APO algorithm, the pseudo-code of 

APO algorithm is shown in Table II. 

TABLE II.  APO ALGORITHM PSEUDO-CODE 

Algorithm 1: Artificial Protozoa Optimisation Algorithm 
(APO) 

Initialise the parameters ps, dim, np, pfmax and MaxFEs; 

Protozoan populations were randomly generated and fitness 
values were calculated; 

While FEs<MaxFEs 

Sort(Xi), calculating the scaling parameter, calculating the 
conversion probability 

For i=1:ps do 

If i in Drindex do 

Individual positions are updated using either the dormant 
behaviour operator or the reproduction behaviour operator; 

Else 

Individual positions were updated using either the autotrophic 
behaviour operator or the heterotrophic behaviour operator; 

End if 

Calculate fitness values and compare updated populations; 

End for 

Output optimal protozoan individuals; 

FEs = FEs + ps; 

End while 

3) Performance analysis of APO algorithm optimisation: In 

order to verify the convergence of the APO algorithm, this 

paper chooses F1-F8 test functions (see Table III) [21] to 

analyse the performance of APO, and the specific results are 

shown in Fig. 11. 

TABLE III.  TEST FUNCTION SETTINGS 

serial number name (of a thing) n realm 

1 F1 30 [-100,100] 

2 F2 30 [-10,10] 

3 F3 30 [-100,100] 

4 F4 30 [-100,100] 

5 F5 30 [-30,30] 

6 F6 30 [-100,100] 

7 F7 30 
[-

1.28,1.28] 

8 F8 30 [-500,500] 

As can be seen from Fig. 11, the APO algorithm can 
converge to a certain accuracy and achieve a better optimal 
solution in the F1 to F8 function tests. 

 
(a) F1 

 
(b) F2 
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(c) F3 

 
(d) F4 

 
(e) F5 

 
(f) F6 

 
(g) F7 

 
(h) F8 

Fig. 11. APO optimisation performance test results. 

B. The KELM Model 

Kernel Based Extreme Learning Machine (KELM) [22] is 
an extreme learning machine algorithm based on kernel 
functions, which achieves high-dimensional mapping of data 
through kernel functions, thus improving the performance of the 
model.KELM has better stability and generalisation capabilities 
when dealing with classification and regression problems 
compared to traditional Support Vector Machines (SVMs) and 
Extreme Learning Machines (ELMs) [23], which usually have 
better stability and generalisation capabilities. A key advantage 
of KELM is that it can directly handle multi-class classification 
problems and usually does not require complex weight 
adjustments as in traditional neural networks (see Fig. 12). 

 
Fig. 12. KELM structure. 

The KELM model is calculated as follows: 

     
1

1, ; ; , n ELM

I
F X K X X K X X L

C



 
    

  

Where,  1 2, , , nX X X  is the given training sample, n  

is the number of samples, K  is the kernel function, ELM  is the 

kernel matrix and  F X  is the learning objective function. 

The steps of KELM are shown in Fig. 13 and described 
below: 

 Determine the number of neurons in the hidden layer, 
randomly set the connection weights between the input 
layer and the hidden layer w  and the bias of the hidden 

layer neurons b ; 
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 Choose an infinitely differentiable function as the 
activation function of the neurons in the hidden layer, 

and then calculate the hidden layer output matrix H ; 

 Calculate the output layer weights. 

 
Fig. 13. KELM learning training steps. 

The KELM model is mainly applied in the fields of data 
regression prediction, fault early warning, online data prediction, 
feature selection and parameter tuning, dealing with nonlinear 
and non-smooth data, and time series analysis [24], and the 
application schematic is shown in Fig. 14. 

 
Fig. 14. KELM application. 

C. APO-KELM Structural Steps 

This paper utilizes the APO algorithm to optimize the 
parameters of the Kernel Extreme Learning Machine (KELM) 
model for constructing the formative assessment model of 
English language teaching. The objective is to enhance the 
evaluation accuracy and generalization of KELM. The specific 
optimization schematic can be seen in Fig.15. The APO method 
divides the decision variables into two parts [25] (Fig. 15): the 
first part consists of the weights and bias, and the second portion 
consists of the parameters of the activation function. The APO 
algorithm uses the RMSE function as the fitness function. Fig.16 
displays the structure of the APO-KELM model, while Table IV 
presents the pseudo code. 

 
Fig. 15. Schematic diagram of APO-KELM optimisation variables. 

 
Fig. 16. Schematic diagram of APO-KELM structure. 

TABLE IV.  APO-KELM ALGORITHM PSEUDO-CODE 

Algorithm 2: APO-KELM algorithm pseudo-code 

Initialisation of the APO algorithm parameters, using real 
number encoding for the KELM model decision optimisation 
variables; 

The RMSE was calculated as the fitness value to update the 
optimal KELM model parameters; 

Whether the While iteration condition is satisfied 

Behavioural stage transition probabilities were calculated and 
populations were updated using autotrophic, heterotrophic, dormant 
or reproducing behavioural operators; 

Calculate the fitness value; 

Updating Optimal KELM Network Parameters Individual; 

End while 

Output optimal KELM network parameters; 

Construction of the APO-KELM evaluation model. 

IV. MODEL APPLICATION 

In this paper, the APO-KELM model is applied to the 
problem of formative assessment of English teaching, which 
mainly solves the problem of constructing the formative 
assessment model of English teaching, i.e., the APO-KELM 
model is used to learn to optimise the mapping relationship 
between the values of the formative assessment indexes and the 
evaluation scores of English teaching, so as to obtain the 
formative assessment model of English teaching based on the 
APO-KELM algorithm, and the method of its application is 
shown in Fig. 17, and the specific steps are shown in Table V. 

 
Fig. 17. APO-KELM applied in the formative assessment model of English 

language teaching. 
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TABLE V.  APO-KELM ALGORITHM PSEUDO-CODE 

Algorithm 3: Formative assessment Model Construction for 
English Language Teaching Based on APO-KELM 
Algorithm 

Analysing evaluation problems in English language teaching 
and designing evaluation programmes; 

Describe the process of English teaching, extract the evaluation 
indexes and construct the evaluation index system; 

Data preprocessing and correlation analysis to construct a 
learning training set for formative assessment model of English 
language teaching; 

Initialise the APO-KELM model; 

The KELM model parameters were optimised iteratively using 
the APO algorithm optimisation strategy; 

Obtain optimal KELM model parameters; 

The APO-KELM model was retrained using the training set to 
obtain a formative assessment model for English language teaching; 

Data validation analysis of the model. 

V. VALIDATION ANALYSIS 

A. Experimental Setup 

1) Data setting: The research in this paper investigated five 

university English classes for questionnaires and obtained 

relevant data, which were divided into training set, validation 

set, and test set (as shown in Fig. 18), in which the ratio was 

7:1.5:1.5, and the total number of sample sets was 327 groups, 

and only then did the questionnaire data were analysed with the 

SPSS 22.0 statistical software to obtain the final standardised 

data. 

 
Fig. 18. Purpose of data set segmentation. 

2) Algorithm parameter setting: In order to verify the 

superiority of comparing APO-KELM algorithms, ELM, 

KELM, WOA-KELM [26], PPE-KELM [27], and AOA-

KELM [28] are used in this paper, and the specific parameter 

settings of each algorithm are shown in Table VI. 

TABLE VI.  COMPARISON ALGORITHM PARAMETER SETTINGS 

No. Arithmetic 
Parameter 

settings 

ELM/KELM Parameter 

Setting 

1 ELM No 
The number of hidden layer 
nodes is 80 

2 KELM No 
Hidden_node=80, kernel 

function is radial basis function 

3 WOA-KELM a=[2,0] Refer to section 5.2 Analysis 

4 PPE-KELM a=1.1, c=0.2 Same settings as WOA-KELM 

5 AOA-KELM a=5, μ=0.5 Same settings as AOA-KELM 

6 APO-KELM 
np=1, 

pfmax=0.1 
Refer to section 5.2 Analysis 

3) Environmental settings: The simulation experiments in 

this paper are mainly executed on a laptop computer configured 

with Windows 11 operating system having 16GB RAM with 

Intel(R) Core(TM) i7-8750H CPU @2.20GHz 2.21GHz.The 

execution of each algorithm is analysed using Matlab2021a. 

B. Analysis of Results 

1) Parametric analysis: The CEC2022 standard function is 

used to analyze the size change of the APO algorithm's foraging 

factor in order to examine the influence of the foraging behavior 

factor with the number of iterations. The precise findings are 

shown in Fig. 19. The foraging factor diminishes as the number 

of iterations increases, causing the APO algorithm to choose 

exploration over exploitation. 

This work examines the English evaluation accuracy under 
the APO algorithm population of 40, 50, 60, 70, 80, 90, 100, 110, 
120, and 130 in order to investigate the effect of APO algorithm 
population on the evaluation performance of APO-KELM 
model. The precise findings are shown in Fig. 20. 

 
Fig. 19. Results of APO algorithm foraging factor change with increasing 

number of iterations. 
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Fig. 20. Results of the effect of the number of populations of the APO 

algorithm on the performance of the APO-KELM model. 

In order to explore the impact of the number of hidden layer 
nodes of KELM algorithm on the evaluation performance of 
APO-KELM model, this paper analyses the evaluation accuracy 
of English under the number of hidden layer nodes of KELM 
algorithm of 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, and 150, 
and the specific results are shown in Fig. 21. 

2) Comparative algorithm analysis: This study utilizes 

ELM, KELM, WOA-KELM, PPE-KELM, AOA-KELM, and 

APO-KELM to develop the formative assessment model for 

English instruction. The performance results of these 

algorithms are compared and shown in Fig. 22 and Fig. 23. 

Fig. 22 displays the convergence outcomes of WOA-KELM, 
PPE-KELM, AOA-KELM, and APO-KELM in ELT formative 
data. Fig. 22 shows that as the number of iterations increases, 
the WOA-KELM, PPE-KELM, AOA-KELM, and APO-KELM 
models converge with a decrease in fitness value. In terms of 
convergence accuracy, the KELM model based on the APO 
algorithm has the lowest convergence fitness value. In terms of 
convergence speed, APO-KELM converges the fastest, starting 
to converge within the first 300 iterations. 

 
Fig. 21. Results of the effect of the number of KELM hidden layer nodes on 

the performance of the APO-KELM model. 

 
Fig. 22. Optimisation iteration process of KELM model with different 

optimisation algorithms. 

Fig. 23 displays the performance comparison findings of 
ELM, KELM, WOA-KELM, PPE-KELM, AOA-KELM, and 
APO-KELM algorithms. The comparison is based on the 
performance of formative assessment models used in English 
language teaching and learning. The performance metrics 
considered are RMSE, MAPE, and elapsed time. Fig. 23 clearly 
demonstrates that the APO-KELM model outperforms the other 
models in terms of RMSE, with a value of 0.6204. Additionally, 
in terms of MAPE, the APO-KELM model is superior to the 
other models, with a value of 0.48. The ELM model outperforms 
other algorithms, including the KELM, APO-KELM, APOA-
KELM, PPE-KELM, and WOA-KELM models, in terms of 
time efficiency. 

 
(a) RMSE and MAPE. 

 
(b) Time consuming. 

Fig. 23. RMSE, MAPE, and elapsed time results for the comparison algorithm 

model. 
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VI. CONCLUSION 

This research use the APO algorithm and Nuclear Limit 
Learning Machine to analyze and simulate trials related to the 
issue of formative assessment in English instruction. Firstly, it 
examines the issue of formative assessment of English teaching 
in the context of big data technology. It identifies evaluation 
criteria and establishes an index system for formative 
assessment of English teaching. Secondly, to address the 
challenge of constructing a formative assessment model for 
English teaching, it enhances the KELM using the APO 
algorithm. It introduces the method of formative assessment of 
English teaching based on the APO-KELM model. Lastly, it 
applies the APO-KELM model to multiple sets of data for 
formative assessment of English teaching. The simulation 
studies demonstrate that the screening approach suggested in 
this research has superior stability, merit-seeking ability, and 
convergence accuracy. 

Future study should focus on enhancing the precision and 
speed of convergence of the APO algorithm, as well as 
expanding its application to a wider range of teaching 
assessment challenges. 
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Abstract—Diabetic retinopathy (DR) ranks among the 

foremost contributors to blindness worldwide, particularly 

affecting the adult demographic. Detecting DR at an early stage 

is crucial for preventing vision loss; however, conventional 

approaches like fundus examinations are often lengthy and 

reliant on specialized expertise. Recent developments in machine 

learning, especially the application of deep learning models, 

provide a highly effective option for classifying diabetic 

retinopathy through retinal fundus images. This investigation 

examines the efficacy of geometric data augmentation methods 

alongside MobileNetV2 for the classification of diabetic 

retinopathy. Utilizing augmentation techniques like image 

resizing, zooming, shearing, and flipping enhances the model's 

ability to generalize. MobileNetV2 is selected for its impressive 

inference speed and computational efficiency. This analysis 

evaluates the effectiveness of MobileNetV2 in relation to 

InceptionV3, emphasizing metrics such as accuracy, precision, 

sensitivity, and specificity. The findings show that MobileNetV2 

attains exceptional performance, achieving an accuracy of 97%. 

These findings highlight the promise of employing efficient 

models and augmentation strategies in clinical settings for the 

early identification of DR. The findings highlight the critical need 

to incorporate advanced machine learning methods to enhance 

healthcare results and avert blindness caused by diabetic 

retinopathy. 

Keywords—Diabetic retinopathy; data augmentation; 

InceptionV3; MobileNetV2; transfer learning 

I. INTRODUCTION 

Diabetic retinopathy is a significant complication linked to 
diabetes mellitus, contributing significantly to the global 
incidence of blindness. The International Diabetes Federation 
(IDF) indicated that in 2019, around 463 million individuals 
globally were diagnosed with diabetes mellitus (DM), with 
projections suggesting a significant increase to about 700 
million by 2045. Diabetic retinopathy (DR) remains a prevalent 
complication linked to diabetes, posing a significant health 
issue as it stands as a primary cause of preventable blindness, 
especially within the adult working-age demographic 
worldwide [1]. The condition is characterized by impairment of 
the retinal blood vessels, leading to potential leakage, bleeding, 
and the development of scar tissue. These alterations may 
ultimately result in diminished visual acuity or potentially 
irreversible blindness [2], [3]. It is essential to achieve a more 

profound understanding of the fundamental mechanisms of 
diabetic retinopathy and to create more effective approaches 
for its early detection to avert more severe outcomes. 

Identifying diabetic retinopathy at an early stage is essential 
to prevent additional harm to the eyes. The application of early 
interventions, including the management of blood glucose 
levels and the arrangement of routine eye examinations, has 
been shown to decrease the likelihood of blindness [4]. This 
research suggests that through prompt identification and 
effective management, individuals with diabetes can preserve 
their ocular health and hinder the advancement of the 
condition. Nonetheless, a considerable obstacle remains, as 
numerous patients do not recognize the existence of diabetic 
retinopathy until symptoms become evident [5]. This research 
highlights the necessity for creating more effective approaches 
for the classification and detection of the disease. 

Technological developments in retinal imaging and deep 
learning have pioneered new avenues for boosting the 
precision of diabetic retinopathy diagnoses. Conventional 
diagnostic techniques for identifying diabetic retinopathy, such 
as eye examinations by an ophthalmologist, are regularly 
laborious and rely on a physician's experience and acumen. 
Machine learning algorithms and imaging processing methods 
can heighten the effectiveness and exactitude of the 
categorization process. Convolutional neural networks (CNNs) 
are inspired by the structure and function of brain neurons with 
image input [6], [7]. The use of CNN has evidenced 
proficiency in detecting diverse medical conditions from 
medical visuals [8], [9],[10]. 

Numerous previous studies have attempted to classify 
diabetic retinopathy using Convolutional Neural Networks 
(CNN). State-of-the-art CNN architectures, such as VGG, 
ResNet, and Inception, have been applied for feature 
extraction, significantly improving the sorting process [11]. 
Additionally, investigations combining CNNs with 
preprocessing strategies like Contrast Limited Adaptive 
Histogram Equalization (CLAHE) have indicated enhanced 
model productivity and accuracy [12]. Furthermore, 
examination by [13] has proposed hybrid approaches that 
integrate machine learning and deep learning methods, for 
example, merging Support Vector Machines (SVM) and 
Random Forests with CNNs to further optimize categorization 
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performance. Moreover, transfer learning has been employed 
to utilize pre-trained models, minimizing the need for large 
data sets and reducing computational demands [14]. 

The use of augmentation techniques in image classification 
has been shown to impact model accuracy [15] significantly. In 
the realm of diabetic retinopathy classification, augmentation 
plays a crucial role in enhancing the model's ability to identify 
significant patterns and features that might be overlooked in 
the original dataset. In the realm of image data classification, 
geometric augmentation serves as an essential method for 
improving both the quality and quantity of training data 
utilized in machine learning models. Geometric augmentation 
includes various transformations such as rotation, cropping, 
and rescaling, which can enhance the learning process by 
presenting the model with the natural variations found in the 
data. Augmenting the training data allows us to reduce 
overfitting and improve the model's generalization, which in 
turn enhances classification accuracy [16],[17],[18]. 

Moreover, utilizing transfer learning model architectures 
like MobileNetV2 and InceptionV3, designed for enhanced 
efficiency and accuracy in image recognition, can significantly 
improve the classification ability for diabetic retinopathy [19], 
[20], [21], [22]. MobileNetV2 provides benefits regarding 
efficiency and inference speed [23], [24], [25], [26]. In a 
clinical setting, where the speed of diagnosis is essential, more 
efficient models can offer considerable benefits. MobileNetV2 
demonstrates enhanced inference speed while maintaining a 
high level of accuracy, positioning it as a compelling choice for 
practical applications. In scenarios with constrained computing 
resources, MobileNetV2 emerges as a more viable option. 

The comparative analysis and performance evaluation of 
MobileNetV2 and InceptionV3 in diabetic retinopathy 
classification reveals that each model has its unique strengths 
and weaknesses. Choosing the best model necessitates careful 
consideration of the unique needs of the clinical application, 
such as accuracy, efficiency, interpretability, and 
generalizability. Additional investigation is essential to explore 
the integration of the two models or to create a new model that 
harnesses the advantages of both. 

It is crucial to highlight the importance of early detection 
and precise classification in diabetic retinopathy. Utilizing the 
most recent technological innovations in image processing and 
machine learning presents a significant opportunity to improve 
diagnosis and treatment results for individuals with diabetes. 
This study seeks to significantly enhance the prevention of 
blindness caused by diabetic retinopathy by refining 
classification accuracy through the application of geometric 
augmentation techniques and transfer learning models. 

II. METHODOLOGY 

The study was carried out in multiple phases, starting with 
the collection of datasets from Dr Sardjito and the APTOS 
2019 dataset. The datasets were subsequently partitioned into 
three separate subsets: training sets, testing sets, and validation 
sets. The next step in the process involves enhancing the 
training data and training the model using the MobileNetV2 
and InceptionV3 architectures. The last phase consists of 
assessing the model through a confusion matrix to derive the 

metrics for accuracy, precision, sensitivity, and specificity. Fig. 
1 illustrates the research flow. 

 
Fig. 1. Research flow. 

A. Data Retrieval 

The acquisition of data was crucial in this study, especially 
regarding the classification of diabetic retinopathy. The data 
for the retinal fundus images was sourced from two main 
origins. The data were collected from Dr Sardjito Hospital in 
Yogyakarta and the APTOS 2019 dataset. Dr. Sardjito Hospital 
stands out as a leading medical institution in Indonesia, 
featuring an extensive collection of retinal fundus images that 
covers a wide range of diabetic retinopathy severity. The data 
holds considerable importance as it accurately represents the 
condition of patients treated at the hospital, thus improving the 
relevance and precision of the developed classification model. 
Fig. 2 presents the exemplar of the retinal fundus image 
dataset. 

 

 
Fig. 2. Retina images dataset. 
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Additionally, the APTOS 2019 dataset, which is publicly 
available, was utilized in this study. This study employs a 
dataset consisting of 3,677 retinal fundus images, categorized 
into two groups: diabetic retinopathy positive (1,872 images) 
and average (1,805 images). The use of this dataset allows for 
model training with a larger volume of diverse data, which is 
essential for improving model generalization. For additional 
information concerning the datasets employed in this study, 
please consult Table I. 

TABLE I. DATASET 

No Class Data 

1 Diabetic Retinopathy 1.872 

2 Normal 1.805 

 Total 3.677 

Following the collection process, the data is divided into 
three separate sets: training data, validation data, and testing 
data. The dataset is segmented into three parts: 80% is 
allocated for training the model, 10% is designated for 
validation, and the final 10% is reserved for testing the model's 
accuracy. The proportional division plays a vital role in 
guaranteeing that the model learns from the available data 
while also being able to generalize to previously unseen data. 
This fact aligns with essential principles of machine learning 
that highlight the importance of validating models. 

B. Data Augmentation 

Subsequently, the geometric augmentation technique serves 
as a method to enhance both the quantity and diversity of 
training data through the modification of existing images. This 
study utilized various augmentation techniques, such as 
resizing images to a resolution of 224x224 pixels, adjusting the 
zoom by a factor of 0.2, applying shear transformations within 
a range of 0.2, and implementing both horizontal and vertical 
flip transformations. The application of these techniques is 
expected to enable the model to learn from a broader array of 
images, thus improving its ability to generalize in classification 
tasks. 

Images were resized to (224x224) to maintain uniform 
resolution, an essential factor in training deep learning models. 
This size was chosen due to its status as a standard dimension 
commonly utilized in various neural network architectures, 
such as MobileNetV2 and InceptionV3. Maintaining a 
consistent size allows for more efficient and effective data 
processing by the model. 

The utilization of a zoom range and shear range facilitates 
diversity in the viewing angle and perspective of the image. 
The model can learn to recognize important features of retinal 
fundus images at various scales through zooming. At the same 
time, the shear range allows for adaptation to distortions that 
may occur during image capture. This technique holds 
considerable importance due to the variability in the angles at 
which retinal fundus images are captured and the differing 
lighting conditions present during their acquisition. The 
implementation of horizontal and vertical flips serves as an 
essential technique in enhancing data through augmentation. 
The absence of a fixed orientation in retinal fundus images 

allows for the use of flip techniques, which helps the model 
learn from inverted images and improves its ability to 
recognize essential patterns. This study is especially relevant in 
the context of classifying diabetic retinopathy, as changes in 
image orientation can influence the precision of detection 
outcomes. 

The choice of these geometric augmentation techniques is 
informed by the results of earlier studies that have shown that 
data augmentation can significantly improve model accuracy in 
image classification tasks [27], [28], [29]. Data augmentation 
plays a crucial role in reducing overfitting and improving 
model performance when working with limited data sets [30], 
[31]. The application of these techniques is expected to yield a 
model that demonstrates improved performance in classifying 
diabetic retinopathy. 

C. Training Model 

The model development process in this study involved 
training two well-known neural network architectures, 
specifically MobileNetV2 and InceptionV3. The selection of 
these two models is based on their proven effectiveness across 
various image recognition and classification tasks, along with 
their computational efficiency. MobileNetV2 is tailored for 
devices with constrained computational capabilities, whereas 
InceptionV3 provides enhanced depth and complexity, 
enabling a more thorough examination of the relevant features. 

The model underwent training with the dataset that had 
been previously collected and prepared. The training 
parameters comprised a dropout rate of 0.2 to mitigate 
overfitting, a sigmoid activation function for binary 
classification, and the Adamax optimizer, known for its 
efficacy in tackling optimization challenges. The learning rate 
was established at 0.0001, a frequently utilized value to 
promote stable convergence throughout the training process. 
The training procedure was planned for 30 epochs, 
incorporating early stopping to halt the training if there was no 
enhancement in accuracy over five successive epochs. 

Throughout the training process, evaluations of the model 
were conducted at consistent intervals to assess its 
performance. The evaluation described was carried out 
utilizing a validation data set that was separate from the 
training data set. This approach allows for the determination of 
whether the model is showing indications of overfitting. In this 
situation, the model becomes excessively dependent on the 
training data and needs to generalize to new data. Should this 
situation arise, adjustments might be made regarding the 
training parameters or the augmentation method utilized. 

After training the model, the next step involves fine-tuning 
the chosen architecture. Fine-tuning involves adjusting a pre-
trained model by utilizing a more specialized dataset. In this 
context, the MobileNetV2 and InceptionV3 models, previously 
trained on a substantial dataset, will be fine-tuned to the dataset 
of retinal fundus images that have been gathered. This process 
aims to improve the accuracy of models used for classifying 
diabetic retinopathy. By implementing a structured approach in 
model development, it is expected that both architectures will 
produce the best results in diabetic retinopathy classification. 
This study aims to enhance classification accuracy while 
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providing an in-depth understanding of the effectiveness of 
various techniques and architectures in the detection of diabetic 
retinopathy. 

D. Evaluation 

The evaluation of the model is a vital step in determining 
the effectiveness of the created classification system. This 
study utilized several evaluation metrics, such as accuracy, 
precision, specificity, and sensitivity. The chosen metrics offer 
unique insights into the model's effectiveness in classifying 
retinal fundus images according to the severity of diabetic 
retinopathy. 

Accuracy serves as a crucial metric that reflects the ratio of 
correct predictions to the overall predictions generated by the 
model. This metric holds significant value, offering a 
comprehensive insight into the model's ability to identify 
images accurately. Nevertheless, depending solely on accuracy 
needs to be improved, especially in scenarios involving 
unbalanced datasets, where the quantity of images across 
different categories can differ significantly. As a result, further 
metrics, including precision and sensitivity, are also computed. 

Precision measures the ratio of accurate positive predictions 
to all optimistic predictions, while sensitivity evaluates how 
effectively the model detects actual positive cases. In contrast, 
specificity measures the ability of the model to identify adverse 
conditions. The application of a combination of these metrics 
enables a more thorough understanding of the model's 
performance in diabetic retinopathy classification. 

The testing process was carried out utilizing the previously 
segregated test data set. Following this, the outcomes of these 
tests undergo analysis aimed at pinpointing the model's 
strengths and weaknesses in classification. For example, when 
the model shows high accuracy yet low sensitivity, it may 
indicate that the model is more skilled at recognizing images 
without retinopathy than those that display signs of the 
condition. 

The examination of these findings is essential for 
advancing model development. If the model shows less than 
ideal-performance, adjustments can be made to the 
architecture, training parameters, or augmentation techniques 
used. As a result, the evaluation of models serves not just as a 
final step but as a crucial part of the ongoing model 
development process. 

III. RESULTS AND DISCUSSION 

Diabetic retinopathy is a significant contributor to global 
blindness, highlighting the critical need for precise 
classification to facilitate early intervention and effective 
disease management. This study presents a comparative 
analysis of two deep learning models, MobileNetV2 and 
InceptionV3, aimed at evaluating their performance in 
classifying retinal fundus images to detect diabetic retinopathy. 
The findings indicate that both models show acceptable 
performance, yet significant differences are apparent in the 
evaluation metrics. 

MobileNetV2 exhibited higher accuracy than InceptionV3, 
achieving an accuracy rate of 97%. This result suggests that the 
model demonstrates enhanced capability in identifying relevant 

features within retinal fundus images. The accuracy of the 
MobileNetV2 model is particularly impressive, achieving 97%. 
This result suggests that the model is highly effective in 
reducing false positives. On the other hand, InceptionV3 
demonstrates an accuracy of 94% and a precision of 97%. 
Although these values are noteworthy, they indicate that 
MobileNetV2 surpasses InceptionV3 in terms of overall 
accuracy. Fig. 3 presents the graph depicting the training 
accuracy of MobileNetV2. 

 
Fig. 3. MobileNetV2 training accuracy. 

The model's sensitivity, characterized by its capacity to 
identify positive cases, produced some fascinating outcomes. 
MobileNetV2 showed a sensitivity of 96%, whereas 
InceptionV3 displayed a sensitivity of just 91%. This result 
suggests that MobileNetV2 demonstrates greater efficacy in 
recognizing patients with diabetic retinopathy, which holds 
considerable importance in a clinical environment where 
timely identification can avert more severe disease 
advancement. 

The measure of specificity, reflecting the model's ability to 
identify negative cases correctly, showed similar results for 
both models, achieving a value of 97%. This result indicates 
that, even with differences in sensitivity and accuracy, both 
models demonstrate a similar ability to recognize individuals 
without diabetic retinopathy. The results indicate that 
InceptionV3 continues to be a dependable choice for clinical 
applications. 

This study revealed that while InceptionV3 showed similar 
precision to MobileNetV2, the differences in sensitivity and 
accuracy suggested that MobileNetV2 performed better in 
detecting diabetic retinopathy. This results from the enhanced 
capability of MobileNetV2 to utilize augmentation data used 
during training, which improves the model's ability to 
generalize across variations in retinal fundus images. 

Furthermore, both models underwent assessment using a 
varied dataset that included images of patients displaying 
different stages of diabetic retinopathy. The findings indicated 
that MobileNetV2 showed enhanced efficacy in detecting the 
early stages of the disease, which are frequently difficult to 
identify. This finding highlights the crucial influence that 
choosing the suitable model can exert on the precision of 
diagnosis and the management of patients after that. Fig. 4 
illustrates the confusion matrix for the evaluation of 
MobileNetV2. 
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Fig. 4. Confusion matrix. 

This study employs various methodologies that 
significantly diverge from those used in earlier investigations, 
enabling a more thorough analysis. A previous investigation by 
[32] utilized CNN to classify diabetic retinopathy, resulting in 
an accuracy of 75% and a sensitivity of 95%. A separate 
investigation conducted by [33] utilized ResNet50 to classify 
the APTOS 2019 dataset, achieving an accuracy of 91%. The 
findings from this study are thoroughly compared with those of 
several prior studies in Table II. The comparisons provide 
valuable insights into the progress and contributions of this 
study in relation to the current body of literature. 

TABLE II. COMPARISON WITH OTHER STUDIES 

No Researchers Method Accuracy 

1 Pratt CNN 75% 

2 Devi ResNet50 91% 

3 Our Study MobileNetV2 97% 

This study utilizes a range of methods that markedly 
diverge from those used in earlier investigations, facilitating a 
more thorough and detailed analysis. A comprehensive 
comparison of the findings from this study with those of 
several prior studies is outlined in Table I, emphasizing the 
differences in methodology, data processing techniques, and 
model performance across various experiments. The 
comparisons yield essential insights into the progress and 
contributions of this study in relation to the current body of 
literature. 

IV. CONCLUSION 

This study's findings demonstrate that MobileNetV2 and 
InceptionV3 serve as two effective models for classifying 
diabetic retinopathy through retinal fundus images. While both 
models showed commendable performance, MobileNetV2 
revealed enhanced accuracy and sensitivity, positioning it as a 
more appropriate option for clinical applications. The 
implications of these findings are substantial for managing and 
preventing blindness caused by diabetic retinopathy, laying a 
groundwork for additional exploration in this area. 

Future investigations should explore the potential 
advantages of integrating the MobileNetV2 and InceptionV3 
models within an ensemble framework. This method enables 
the advantages of each model to be utilized, thus improving the 
overall accuracy and sensitivity. Moreover, it is essential to 
broaden the datasets employed for training and evaluating the 
models. Employing more extensive and varied datasets can 
improve model generalization and decrease the likelihood of 
overfitting. Additionally, gathering data from diverse 
geographical areas could improve our understanding of the 
differences in the clinical manifestations of diabetic 
retinopathy. 
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Abstract—This research aims to develop a new method in 

Structural Equation Modelling (SEM) analysis using the Apriori 

algorithm to accelerate the achievement of Goodness of Fit models, 

focusing on traditional retail purchasing decision models in 

Indonesia, especially in Palembang. SEM will be used to model 

causal relationships between variables that influence purchasing 

decisions in traditional retail. However, the Goodness of Fit model 

testing process takes a long time due to the complexity of the 

model. Therefore, this research uses the Apriori algorithm to filter 

variables that have a significant relationship in traditional retail 

purchasing decision models to reduce model complexity and speed 

up Goodness of Fit calculations. There are two stages in the 

research. First, the Apriori algorithm identifies frequent item sets 

that frequently appear among variables influencing traditional 

retail consumer purchasing decisions, such as product, price, and 

location. This pattern becomes the basis for SEM modeling, 

focusing on selected variables and, in the second stage, measuring 

the Goodness of Fit of the SEM model, namely GFI, RMSEA, 

AGFI, NFI, and CFI, to evaluate the suitability of the model which 

explains the factors that support traditional retail purchasing 

decisions in Palembang. The practical implications of this research 

are significant, as it provides a more efficient and effective method 

for modeling and understanding consumer behavior in the context 

of traditional retail. Based on other studies, if this research uses a 

conventional SEM approach, it does not meet the cut-off value of 

Goodness of Fit. Meanwhile, the results of the proposed method, 

namely combining Apriori into SEM, called APR-SEM, obtained 

a significant Goodness of Fit evaluation. The model coefficient of 

determination value from APR-SEM is R2 0.71, higher than the 

conventional model, R2 0.52. This method effectively simplifies the 

SEM model by identifying the most relevant relationships, thereby 

providing a clearer understanding of the critical factors 

influencing purchasing decisions in traditional retail in 
Palembang City. 

Keywords—APR-SEM; method; goodness of fit; traditional 

retail 

I. INTRODUCTION 

The existence of retail in Indonesia is relatively fast. 
According to 2021, Global Retail Development Index (GRDI) 
data, Indonesia managed to rank fourth, up one place from 2019 
[1]. Meanwhile, Indonesia's retail sales growth was reported to 
increase by 3% in September 2021 [2]. The Indonesia Retail 
Summit 2023, which carries the theme ASEAN Retail: 
Epicentrum of Growth, shows the enthusiasm and commitment 
to Indonesia's role in strengthening the ASEAN and even the 
global retail industry. Currently, the Indonesian retail industry is 

the largest in ASEAN; Indonesia is in the number one position 
for retail in ASEAN [3]. 

In Indonesia, there are two forms of retail business run by 
the community, namely traditional retail and modern retail [4]. 
In contrast to traditional retail, modern retail is a shop with a 
self-service system that sells various types of goods at retail in 
minimarkets, malls (supermarkets and hypermarkets), 
department stores, or wholesale shops in the form of wholesalers 
[5]. 

With modern management, service, quantity, quality, and 
prices, modern retail has a higher competitiveness than 
traditional retail. Many traditional retailers then lack visitors, 
and their turnover decreases until they finally close due to their 
inability to compete with the many modern retailers nearby 
[6][7]. However, quite a few traditional retailers can survive 
amidst the invasion of many modern minimarkets popping up 
around these traditional retailers. These retailers continue to 
survive, sell, and serve buyers and are still busy with buyers. 
Interestingly, traditional retail in Indonesia also dominates the 
retail sales business in Indonesia [8]. Retail sales activities in 
Indonesia are still dominated by traditional retail. This can be 
seen from the number of outlets and the sales value which is 
much higher than modern retail outlets. According to data 
compiled by Euromonitor [8], there are 3.57 million traditional 
retail outlets in Indonesia. 

With the current conditions, where the Indonesian retail 
industry is the largest in ASEAN, and traditional retail 
dominates the retail sales business in Indonesia, the large 
number of studies that discuss the existence of retail, including 
traditional retail types, are the basis for this research. Traditional 
retail businesses aim to increase competitiveness to survive with 
unique products, services, and facilities according to traditional 
retail characteristics and, of course, to make a profit. Increasing 
competitiveness in traditional retail businesses must be distinct 
from the owner's ability to manage the business. Traditional 
retail ownership, which is more personal, requires managers to 
survive by relying on brilliant ideas to advance their business. 
The use of ideas or concepts known as tacit knowledge is part of 
knowledge management [9]. Some research models are based on 
converting tacit knowledge into individual knowledge [10]. The 
purchasing decision model in traditional retail has 3 variables, 
namely product, price, and place which influence purchasing 
decisions [11]. 

In various disciplines such as marketing, management, and 
information technology, analysis of relationships between 
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variables is critical to understanding the dynamics that influence 
research results. Structural Equation Modelling (SEM) is a 
powerful method for analyzing complex relationships between 
latent variables and their indicators. Meanwhile, the Apriori 
algorithm, which originates from the field of data mining, is well 
known for analyzing association patterns between items in large 
data sets. Although SEM is very effective for modelling 
structural relationships between variables, this method is not 
designed to handle the analysis of high-frequency association 
patterns in large data sets. SEM can be obtained through the 
partial least squares structural equation modelling technique 
[12]. On the other hand, the Apriori algorithm can identify 
significant association rules in the data but cannot explicitly 
model the hypothesized causal relationships as SEM does. 
Apriori can generate association rules on data sets, for example, 
transactional basket data, to produce variations in sets of items 
(baskets) that adequately represent consumer purchasing 
patterns [13]. 

Therefore, combining these two methods offers a more 
comprehensive approach to analyzing complex data. This 
research aims to produce a model related to purchasing decisions 
in traditional retail using SEM analysis. SEM analysis tests the 
model's suitability by examining various Goodness of Fit 
criteria. However, the model Goodness of Fit testing process 
often takes a long time due to the complexity of the model. 
Therefore, combining the Structural Equation Modelling (SEM) 
method with the Apriori algorithm will make it easy to analyze 
complex relationships between variables and identify significant 
association patterns in the data. This approach can provide more 
profound and comprehensive insight into the relationships 
between variables so that Goodness of Fit criteria are quickly 
achieved. 

This paper consists of several parts. In Section II, this paper 
reviewing several concepts related to research involving 
Structural Equation Modeling techniques and the Apriori 
Algorithm; besides looking at the retail conditions in Indonesia. 
Section III, this paper provides a general overview of research 
methodology, including respondent demographics and research 
model. Section IV of this paper explains the proposed research 
method regarding the stages. Section V, this paper provides 
results and discussion, and finally, Section VI concludes this 
paper. 

II. LITERATURE REVIEW 

The existence of traditional retail has a significant influence 
on economic development in Indonesia with the number of 
traditional retailers surpassing modern retail. Based on type, 
traditional grocery stores are the most numerous retailers in 
Indonesia. The number was recorded at 3.57 million units. A 
total of 38,323 retailers are in the form of department stores. 
Then, there are 1,411 supermarket-type retailers. Then, 
forecourt retail and hypermarkets were 358 units and 285 units, 
respectively, as in Table I. 

The dominant type of retail in Indonesia is the traditional 
grocery store, which is both wholesale and retail. The types of 
products sold in traditional grocery stores are shown in Table II 
below. 

TABLE I.  TYPES OF RETAIL AND NUMBER IN INDONESIA IN 2022 [14] 

Retail Type Total (unit) 

Traditional Grocery 3,935,238 

Department Store 41,453 

Supermarket 1,544 

Food/Beverage Specialist 5,455 

Hypermarket 298 

TABLE II.  TYPES OF PRODUCTS IN TRADITIONAL GROCERY STORES 

Types of Products Source 

Necessities, snacks, drinks, toiletries and washing 

supplies, household supplies, medicines, kitchen 

spices, instant food, LPG gas, and stationery supplies. 

[15] 

Household equipment and necessities. [16] 

A variety of daily household needs  [17] 

State-of-the-art research [18][19][20][21][22][23] which 
formulates business strategies for retail businesses, especially 
small-scale retail, in the form of developing business strategy 
models using data mining, artificial neural networks, and 
structural equation modelling, no one has combined the tools 
between data mining and structural equation modelling. 
However, research in study [24] and [25] has used a combination 
of SEM and data mining methods with model validation 
between 54%-89%. The research model [26] is the Apriori + 
hybrid structural equation model (SEM) using a data-based 
Apriori algorithm that explores large-scale hidden relationships 
between variables. Meanwhile, the SEM model captures user 
behaviour and decision-making procedures, providing 
interpretable results. Additionally, association rules in Apriori 
facilitate the specification of complex SEM models, thereby 
substantially reducing modelling calibration. The Goodness of 
Fit results show that the SEM + Apriori hybrid model performs 
better than the conventional model, namely with an R2 value of 
0.82, which is greater than the conventional model, 0.69. 

From the previous research above, this is the first time 
anyone has specifically proposed a combination of Apriori and 
SEM analysis in formulating research models. Although 
research [26] has used a hybrid SEM + Apriori model, it is 
limited to the automotive industry. So, this research proposes 
SEM analysis using the Apriori algorithm to model purchasing 
decisions in traditional retail. The following are several theories 
related to the proposed method in this research, namely 
Association Rule, Apriori Algorithm, and Structural Equation 
Modelling. 

A. Association Rule 

Association rule mining is a data mining technique that finds 
similar rules in an event [27]. An example of an association rule 
that is often encountered is the process of purchasing 
merchandise at a shopping centre. From historical data it is 
known that the purchase of bread mainly follows the purchase 
of milk, so shop owners can increase their profits by arranging 
the location of milk and bread close together and providing 
discounts that attract buyers. Commonly used association 
methods are FP-Growth, Coefficient of Correlation, Chi-Square, 
Apriori, and others. 
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B.   Apriori Algorithm 

The Apriori algorithm, a classic in data mining, is a powerful 
tool for uncovering association rules. Its main purpose is to 
delve deep into the complex network of association relationships 
between variables [26], thereby showcasing the depth of the 
topic. 

 Support is the probability that items A and B appear 
simultaneously, representing the importance of the 
corresponding association rule in the dataset. 

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴 → 𝐵)  =  𝑃(𝐴 ∪ 𝐵) 

 Confidence is the proportion of the number of times that 
A and B appear simultaneously over the number of times 
that A appears. This represents the credibility of the 
association rule. 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒(𝐴 → 𝐵)  =  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴 → 𝐵)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡(𝐴)
 

Key metrics in the Apriori algorithm are based on: 

 Support: Percentage of transactions containing itemsets 
or rules. The higher the support, the more frequently the 
item or rule occurs. 

 Confidence: The probability that the consequent occurs 
when the antecedent exists. A value close to 1 indicates 
the strength of the rule. 

 Lift: It's the key that unlocks the door to understanding 
association. The ratio between actual support and 
expected support if the antecedent and consequent were 
independent. Values greater than 1 indicate a positive 
association, enriching our knowledge about the data. 

 Conviction: Measuring the strength of a rule by 
considering the frequency of antecedents that are not 
followed by consequents. The infinity (inf) value 
indicates the rule is firm. 

The steps in the Apriori Algorithm are: 

1) Determine minimum support and confidence 

2) Find items that appear frequently (frequent itemsets) 

3) Remove items that don't appear frequently 

4) Create association rules 

5) Evaluate association rules 

C.  Structural Equation Modelling 

Structural Equation Modelling (SEM) is a technique for 
observing the interdependence between various variables. It is a 
confirmatory method to check the suitability of data and 
conceptual models. This is especially true when drawing 
conclusions where variables cannot be measured. SEM is also 
called a combination of factor analysis and multiple regression. 
If completed on a software platform, it can be completed using 
IBM SPSS AMOS, LISREL, and R [28]. The stages in the SEM 
method are [18]: 

1) Development of a theoretical model 

2) Development of path diagrams 

3) Convert the path diagram into an equation 

4) Select input matrix and model estimation 

5) Possible identification problems 

6) Evaluate goodness of fit criteria 

The minimum number of samples in SEM recommended is 
100-150 data [29]. Five or fewer constructs exist, each with 
more than three items (observed variables) and high item 
communality (0.6 or higher). Table III shows the goodness of fit 
in step 6 for the model. 

TABLE III.  MODEL-OF-FIT INDICES 

Model-of-fit 

indices 
Full name/key concerns Cut off value 

RMSEA 
Root Mean Square Error 

of Approximation 

Value between 0.08 and 

0.10 (mediocre fit), <0.08 

(good fit) 

GFI 

Goodness of fit statistics 

Exhibits bias towards 

samples 

Value >0.90 or >0.95 (use 

0.95 if factor loading and 

number of sample are 

low) 

AGFI 

Adjusted goodness of fit 

statistics Needs to be 

accompanied by other 

indices 

Value of >0.80 

NFI 
Normed fit index 

Sensitive to sample size 
Value of >0.90 

CFI 

Comparative fit index 

Revised version of NFI 

Less affected by sample 

size 

Value of ≥0.90 

III. RESEARCH METHODOLOGY 

Questionnaire data collection used Google Forms [29] to 
reach all areas of the city of Palembang as research objects. 
Table IV shows the demographics of a total of 213 respondents. 

TABLE IV.  RESPONDENT  DEMOGRAPHICS 

Sample Characteristic Percent (% ) 

Gender 
Male 57.75 

Female 42.25 

Age 

Lower than 20 years 39.91 

20-29 49.30 

30-39 5.16 

40-49 4.69 

50-59 0.94 

Occupation 

Not yet working 0.94 

BUMN 0.47 

Teacher/Lecturer 1.41 

Housewife 48.83 

Student 43.19 

PNS/TNI/Polri 1.41 

Private 3.76 

Area 

Alang-alang Lebar 8.45 

Bukit Kecil 0.94 

Gandus 1.41 

Ilir Barat I 8.92 
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lir Barat II 8.45 

Ilir Timur I 7.98 

Ilir Timur II 14.55 

Ilir Timur III 6.57 

Jakabaring 2.82 

Kalidoni 10.80 

Kemuning 0.47 

Kertapati 0.94 

Plaju 1.41 

Sako 8.45 

Seberang Ulu I 1.41 

Seberang Ulu II 0.94 

Sematang Borang 7.51 

Sukarami 7.98 

The object of this research is traditional retail consumers in 
Palembang City. Fig. 1 shows the methodology adopted for this 
study. First, the research focuses on reviewing journal literature 
related to traditional retail existence models, producing a 
research conceptual model, and compiling a questionnaire based 
on this conceptual model. 

 
Fig. 1. Research methodology. 

The conceptual model of purchasing decisions in traditional 
retail consists of four variables: exogenous variables: product, 
price, and place, and endogenous variables: purchasing 
decisions, as in Fig. 2. 

 
Fig. 2. Purchasing decision models in traditional retail. 

Table V shows the indicators for each variable in this 
research. 

TABLE V.  INDICATORS OF EACH VARIABLE 

Variable Indicator Code 

Product (X1) 

product availability X11 

product variety X12 

quality product X13 

product packaging X14 

Price (X2) 

price according to product quality X21 

cheap price X22 

discounts X23 

bargaining price X24 

Place (X3) 

comfortable and safe X31 

clean X32 

location X33 

parking area X34 

Purchasing 

Decision (Y1) 

self-interest Y11 

make ends meet Y12 

location near home Y13 

time is not long Y14 

social level Y15 

The questionnaires used Google Form media, and the data in 
this research used AMOS for SEM analysis and Jupyter Lab 
Python for the Apriori algorithm. The next step is to test the 
model's goodness of fit. One of the main challenges in SEM is a 
model's Goodness of Fit testing process, which evaluates how 
well a proposed model fits empirical data. These models, due to 
their complexity involving many variables and complex causal 
relationships, often take a long time to test, especially when they 
are highly complex. 

IV. PROPOSED METHOD 

This research proposes an APR-SEM method by integrating 
the Apriori algorithm in SEM analysis to overcome the 
challenges of this research model, which involves many 
variables, complex causal relationships, and testing processes. 
The Apriori algorithm is used in association analysis to find 
significant relationship patterns between variables. In the 
context of SEM, this algorithm can filter and identify variables 
with a significant relationship so that only relevant variables are 
included in the final model. So, Fig. 3 is a proposed method 
combining the Apriori algorithm into the SEM analysis 
technique with the following process. 

 
Fig. 3. Proposed method APR-SEM. 
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APR-SEM is an approach that combines the power of the 
Apriori algorithm to filter significant variables before use in an 
SEM model. This aims to: 

1) Reduce the complexity of the SEM model by filtering 

out irrelevant variables. 

2) Speed up achieving Goodness of Fit in the SEM model 

by looking for the strongest associations between variables. 

Overall, this new method shows how the Apriori algorithm 
can be used upfront to filter out significant variables before 
inserting them into the SEM model, thereby speeding up and 
simplifying the SEM evaluation process. 

V. RESULT AND DISCUSSION 

A. Result 

The stages in the SEM method are the development of a 
theoretical model. This stage builds a research model using an 
in-depth literature study related to research related to purchasing 
decisions in traditional retail. This stage produces consumer 
behaviour with the determining factors for purchasing decisions 
in traditional retail: price, product, and place variables. The next 
stage is the development of path diagrams. Before entering this 
stage, the Apriori algorithm will look for the strongest 
associations between the indicators in the research model. In this 
case, using Jupyter Lab Python, get the most robust association 
rule from the research variables. The results of the best rule 
association for each research variable are as in Table VI. 

TABLE VI.  ASSOCIATION BEST RULE 

Variable 
Association 

Best Rule 

Key Matric 

Support Confidence Lift Conviction 

X1 
X12→X11 98.4% 1.000 1.016 Inf. 

X11→X12 98.4% 1.000 1.016 Inf. 

X2 
X21→X22 59.8% 0.987 1.062 5.457 

X22→X21 59.8% 0.987 1.062 5.457 

X3 
X32→X31 98.4% 0.992 1.008 1.984 

X31→X32 98.4% 0.992 1.008 1.984 

Y1 

Y11→Y12 98.4% 1.000 1.008 Inf. 

Y12→Y11 98.4% 1.000 1.008 Inf. 

Y11→Y14 81.1% 0.824 1.016 1.073 

Y14→Y11 81.1% 0.824 1.016 1.073 

The Apriori results will be compared between the 
conventional SEM results without Apriori and the proposed 
APR-SEM method for variable X1, as in Fig. 4. 

Conventional SEM Proposed APR-SEM 

  

Fig. 4. The comparison of X1 results. 

The goodness of fit results for variable X1, as in Table VII. 

TABLE VII.  GOODNESS OF FIT  VARIABLE X1 

Index 
Cut off 

value 
Conventional SEM 

Proposed APR-

SEM 

GFI > 0,90 0.923 1.000 

RMSEA < 0,08 0.286 0.000 

AGFI > 0,80 0.614 0.997 

NFI > 0,90 0.845 0.999 

CFI > 0,90 0.853 1.000 

From the goodness of fit results of the product variable (X1), 
the goodness of fit results using the proposed Apriori-SEM 
method obtained results that all met the cut-off value. 

The Apriori results will be compared between the 
conventional SEM results without Apriori and the proposed 
APR-SEM method for variable X2, as in Fig. 5. 

Conventional SEM Proposed APR-SEM 

  

Fig. 5. The comparison of X2 results. 

From the Apriori results, the best association rule is between 
variables X21 and X22, so there is a relationship between them 
in the path diagram. The goodness of fit results for variable X2, 
as in Table VIII. 

TABLE VIII.  GOODNESS OF FIT  VARIABLE X2 

Index Cut off value 
Conventional 

SEM 

Proposed APR-

SEM 

GFI > 0,90 0.987 0.998 

RMSEA < 0,08 0.073 0.000 

AGFI > 0,80 0.936 0.977 

NFI > 0,90 0.923 0.986 

CFI > 0,90 0.964 1.000 

The goodness of fit results of the product variable (X2) using 
the proposed APR-SEM method obtained results that all met the 
cut-off value, the same as conventional SEM. But in this case, 
the P value in Fig. 5 is higher in the proposed APR-SEM model, 
namely 0.443, which shows that the model is better. 

The Apriori results will be compared between the 
conventional SEM results without Apriori and the proposed 
APR-SEM method for variable X3, as in Fig. 6. 

From the Apriori results, the best association rule is between 
variables X31 and X32, so there is a relationship between them 
in the path diagram. The goodness of fit results for variable X3, 
as in Table IX. 
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Conventional SEM Proposed APR-SEM 

  

Fig. 6. The comparison of X3 results. 

TABLE IX.  GOODNESS OF FIT  VARIABLE X3 

Index Cut off value 
Conventional 

SEM 

Proposed APR-

SEM 

GFI > 0,90 0.994 0.999 

RMSEA < 0,08 0.000 0.000 

AGFI > 0,80 0.972 0.995 

NFI > 0,90 0.990 0.999 

CFI > 0,90 1.000 1.000 

The goodness of fit results of the product variable (X3) using 
the proposed APR-SEM method obtained results that all met the 
cut-off value, the same as conventional SEM. But in this case, 
the P value in Fig. 6 is higher in the proposed APR-SEM model, 
namely 0.714, which shows that the model is better. 

The Apriori results will be compared between the 
conventional SEM results without Apriori and the proposed 
APR-SEM method for variable Y1, as in Fig. 7. From the 
Apriori results, the best association rule is between variables 
Y11 and Y12 and also Y11 and Y14, so there is a relationship 
between them in the path diagram. The goodness of fit results 
for variable Y1, as in Table X. 

Conventional SEM Proposed APR-SEM 

  

Fig. 7. The comparison of Y1 results. 

TABLE X.  GOODNESS OF FIT  VARIABLE Y1 

Index Cut off value 
Conventional 

SEM 

Proposed APR-

SEM 

GFI > 0,90 0.863 0.962 

RMSEA < 0,08 0.262 0.172 

AGFI > 0,80 0.588 0.811 

NFI > 0,90 0.709 0.922 

CFI > 0,90 0.722 0.930 

The goodness of fit results of the purchasing decision 
variable (Y1) using the proposed Apriori-SEM method obtained 

results that all met the cut-off value except RMSEA, but this can 
be considered because the other indices have met. This is 
different from conventional SEM, which does not meet all 
requirements. This shows that the model is better. 

Before describing the path diagram of the entire research 
model, it is necessary to convert it into equation form. The 
research model has latent variables (X1, X2, X3, and Y1) which 
are connected to several measurement variables such as X11, 
X12, X13, and X14 for X1 variable. X21, X22, X23, and X24 
for X2 variable. X31, X32, X33, and X34 for X3 variable. Y11, 
Y12, Y13, Y14, and Y15 for Y1 variable. Convert the path 
diagram to an equation, namely: 

1) Measurement model: X1 is determined by the indicators 

X11, X12, X13, and X14 

𝑋11 = 𝜆11𝑋1 + 𝑒1       (1) 

𝑋12 = 𝜆12𝑋1 + 𝑒2       (2) 

𝑋13 = 𝜆13𝑋1 + 𝑒3       (3) 

𝑋14 = 𝜆14𝑋1 + 𝑒4       (4) 

X2 is determined by the indicators X21, X22, X23, and X24 

𝑋21 = 𝜆21𝑋1 + 𝑒5      (5) 

𝑋22 = 𝜆22𝑋1 + 𝑒6      (6) 

𝑋23 = 𝜆23𝑋1 + 𝑒7      (7) 

𝑋24 = 𝜆24𝑋1 + 𝑒8      (8) 

X3 is determined by the indicators X31, X32, X33, and X34 

𝑋31 = 𝜆31𝑋1 + 𝑒9      (9) 

𝑋32 = 𝜆32𝑋1 + 𝑒10    (10) 

𝑋33 = 𝜆33𝑋1 + 𝑒11    (11) 

𝑋34 = 𝜆34𝑋1 + 𝑒12     (12) 

Y1 is determined by the indicators Y11, Y12, Y13, Y14, and 
Y15 

𝑌11 = 𝜆𝑦11𝑌1 + 𝑒13      (13) 

𝑌12 = 𝜆𝑦12𝑌1 + 𝑒14      (14) 

𝑌13 = 𝜆𝑦13𝑌1 + 𝑒15      (15) 

𝑌14 = 𝜆𝑦14𝑌1 + 𝑒16      (16) 

𝑌15 = 𝜆𝑦15𝑌1 + 𝑒17      (17) 

2) Structural model: Structural models explain the 

relationships between latent variables in the system. Y1 is 

influenced by X1, X2, and X3. 

𝑌1 = 𝛽11𝑋1 + 𝛽12𝑋2 + 𝛽13𝑋3 + 𝜉1 (18) 

3) Covariance between latent variables: The covariance 

between latent variables X1, X2, and X3 is written as the 

equation: 
𝐶𝑜𝑣(𝑋1, 𝑋2) = 𝜙12  (19) 
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𝐶𝑜𝑣(𝑋1, 𝑋3) = 𝜙13  (20) 

𝐶𝑜𝑣(𝑋1, 𝑋2) = 𝜙12  (21) 

So, the path diagram of the traditional retail purchasing 
decision research model is as in Fig. 8. 

 
Fig. 8. Path diagram. 

The next step is to choose the input matrix by selecting the 
Covariance Matrix or Correlation Matrix as the input data. After 
selecting the input matrix, determine the estimation method 
used. Maximum Likelihood (ML) is the default estimation 
method when using AMOS. After selecting the input matrix and 
estimation method, the next step is to run the analysis to obtain 
parameter estimates and model fit. The estimated calculation 
results from the research model using conventional SEM are 
shown in Fig. 9. 

 
Fig. 9. The SEM conventional results. 

From the Apriori results and modification of the path 
diagram model using AMOS, the calculated estimate results are 
in Fig. 10. 

 
Fig. 10. The APR-SEM results. 

From the Apriori results and the modification of the path 
diagram model using AMOS, the calculated estimate results 
meet the goodness of fit rules in conventional SEM and APR-
SEM, as in Table XI. 

TABLE XI.  GOODNESS OF FIT  FULL MODEL 

Index Cut off value 
Conventional 

SEM 

Proposed APR-

SEM 

GFI > 0,90 0.831 0.906 

RMSEA < 0,08 0.095 0.068 

AGFI > 0,80 0.772 0.856 

NFI > 0,90 0.741 0.901 

CFI > 0,90 0.809 0.920 

These results indicate that none of the measures of suitability 
when using conventional SEM are suitable. By adding the 
Apriori algorithm to find patterns or association rules between 
indicator variables and modifying the path diagram model using 
AMOS, the path diagram results for each variable X1, X2, X3, 
and Y1 obtained results that all met the cut-off value. 

B. Discussion 

From the results of research on the Goodness of Fit model 
using the APR-SEM method, it is stated that the purchasing 
decision model by traditional retail customers depends on three 
factors: product, price, and place. The model coefficient of 
determination value from APR-SEM is R2 0.71, higher than the 
conventional model, R2 0.52. Variable Y15, namely social level, 
has a value of 0 for the level of contribution to the model, so it 
is removed from the latent variable of the AMOS model. This is 
by the research results [30] and [31], which state that purchasing 
decisions at traditional retail are not based on a social level but 
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on consumer age, usually older, who is more likely to shop at 
traditional retailers. 

This research also shows hidden relationships obtained from 
association rules using the Apriori algorithm, namely the 
relationship between product availability and diversity, 
guaranteed product quality at low prices, and a comfortable, 
safe, clean place. Apart from that, there are four new correlations 
from the modification of the model from AMOS using 
Modification Indices. Namely, there is a relationship between 
the main tendencies of buyers in traditional retail because the 
retail location is close to home, and they can haggle over prices 
and not wait long for service. Besides that, there is a correlation 
between parking space availability for buyers who can be served 
quickly in traditional retail, such as shopping straight from their 
vehicle. 

So, a clear agenda for future Structural Equation Modeling 
analysis to achieve the Goodness of Fit model (APR-SEM 
method) is to follow the following steps: 

1) Development of a theoretical model 

2) Evaluation of best association rules with the Apriori 

Algorithm 

3) Development of path diagram 

4) Convert the path diagram into an equation 

5) Estimates goodness of fit model 

VI. CONCLUSION 

Combining the Apriori algorithm with the SEM method 
produces a more comprehensive analytical approach to 
understanding the relationships between variables and 
association patterns in the data. This can be seen from the 
purchasing decision model in traditional retail, which does not 
meet goodness of fit and becomes fit after adding the best 
association rules to the research model path diagram. The 
combination of SEM and Apriori allows the discovery of new 
insights that might have yet to be revealed if these two methods 
were used separately. For example, associations discovered by 
Apriori can lead to more in-depth modeling of structural 
relationships in SEM. This purchasing decision model in 
traditional retail will provide an analytical framework that helps 
in understanding the factors that influence the sustainability and 
competitiveness of traditional retail amidst market competition 
with modern retail and technological developments. This model 
will guide traditional retail owners in formulating appropriate 
strategies to increase their competitiveness, such as adapting to 
consumer preferences, integrating technology, or improving 
service quality. However, combining these two methods, 
namely SEM and Apriori analysis, avoids including all 
associative patterns in SEM. Choose the most important 
relationships with strong theoretical or logical support. We 
cannot directly obtain goodness of fit in the model, but we must 
still modify the indices (MI) if necessary. However, be careful 
not to make modifications that violate the theory. Check residual 
correlations and eliminate non-significant relationships. 
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Abstract—Now-a-days, edge computing and cloud computing 

are considered for collaborating together to produce computing 

solutions that are more effective, scalable and adaptable. The 

proliferation of cloud infrastructures has drastically increased 

energy consumption leading to the need for more research in 

optimizing energy efficiency for sustainable and efficient systems 

with reduced operational costs. In addition, the edge computing 

paradigm has gained wide attention during the last few decades 

due to the rise of the Internet of Things (IoT) devices, the 

emergence of applications that require low latency, and the 

widespread demand for environmentally friendly computing. 

Moreover, lowering cloud-edge systems' energy footprints is 

essential for fostering sustainability in light of growing concerns 

about environmental effects. This research presents a 

comprehensive review of strategies aimed at optimizing energy 

efficiency in cloud architectures designed for edge computing 

environments. Various strategies, including workload 

optimization, resource allocation, virtualization technologies, and 

adaptive scaling methods, have been identified as techniques that 

are widely utilized by contemporary research in reducing energy 

consumption while maintaining high performance. Furthermore, 

the paper investigates how advancements in machine learning 

and AI can be leveraged to dynamically manage resource 

distribution and energy-efficient enhancements in cloud-edge 

systems. In addition, challenges to the approaches for energy 

optimization have been discussed in detail to further provide 

insights for future research. The conducted comprehensive 

review provides valuable insights for future research in the edge 

computing paradigm, particularly emphasizing the critical 

importance of enhancing energy efficiency in these systems. 

Keywords—Cloud computing; edge computing; energy 

efficiency; sustainability 

I. INTRODUCTION 

Cloud computing is a concept for providing computer 
resources such as servers, storage, databases, networking, 
software, and analytics over the internet. Users can obtain 
physical infrastructure and data centers on-demand from cloud 
service providers, negating the need to own and manage them 
and providing more flexibility, scalability, and cost-efficiency. 
Without the upfront expenses and hassles of maintaining 
traditional IT systems, cloud computing allows businesses and 
individuals to scale their IT needs as needed, covering 
everything from data storage to sophisticated application 
development [1] [2] [3]. 

The adaptability of cloud technology is one of its most 
intriguing features. Businesses can simply reallocate their 
computer resources to meet changing demands, allowing for 
ongoing scaling in response to changing business requirements. 

Global accessibility is yet another fundamental benefit of cloud 
computing. Moreover, cloud services reduce geographical 
barriers, enabling real-time collaboration across several regions 
and supporting the delivery of services to a global clientele 
with less idle time [2]. 

Edge computing is a distributed computing paradigm that 
moves data storage and computation closer to the point of 
demand, which is generally at the network's edge, close to the 
data generating source. Edge computing reduces latency, 
bandwidth utilization, and reaction times by processing data 
locally on IoT sensors, gateways, or edge servers rather than 
depending on a centralized cloud [4], [5]. This method is more 
efficient for time-sensitive applications where rapid decisions 
are essential, like real-time analytics, industrial automation, 
and driverless cars. Edge computing improves performance, 
security, and dependability in a variety of applications with the 
use of decentralized computing [6], [7]. 

Cloud computing has revolutionized the way businesses 
and organizations operate, offering scalable, on-demand 
computing resources. Nevertheless, the growth of cloud 
infrastructures has increased their energy consumption that has 
been a major concern. Therefore, the demand for energy-
efficient cloud architectures has become a critical area of 
research due to environmental concerns, operational costs, and 
the need for sustainability. In addition, the proliferation of edge 
computing where data is processed closer to the data source to 
reduce latency and bandwidth usage adds another dimension to 
cloud energy optimization [8], [9].  

The rapid growth of energy consumption by edge cloud 
computing infrastructures has been a significant focus of 
contemporary research considering the operational costs and 
environmental concerns aiming at the sustainability of cloud 
computing architectures. Among the approaches for a 
sustainable edge computing paradigm, dynamic resource 
allocation, AI driven energy optimization, energy-aware 
scheduling and load balancing, green data centres, 
virtualizations and containerizations are acquiring significant 
focus by the researchers [10], [11], [12], [13]. 

Nevertheless, the exponential growth of cloud computing 
infrastructures has resulted in inflated demand for further 
research on optimizing energy efficient cloud architectures in 
order to move towards a sustainable edge computing paradigm. 
In addition, maintaining performance and scalability while 
reducing energy consumption has also been a controversial 
topic that is further researched [14] [15]. Therefore, further 
research that enhance the green cloud architectures for edge 
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computing are required for the improved sustainability of the 
cloud computing paradigm. 

The rest of the paper is laid out as follows. Section II 
discusses approaches that have been widely concerned to 
achieve sustainability in the edge computing paradigm 
focusing on energy efficiency while Section III broadly 
explores recent related work that makes use of different 
strategies for energy efficiency in the edge computing 
paradigm. Section IV provides a discussion of the conducted 
review work along with challenges and further insights into the 
energy-efficient approaches in the edge computing domain. 
Finally, Section V concludes the research findings along with 
future directions for the conducted research work. 

II. STRATEGIES FOR ENERGY OPTIMIZATION 

The following strategies were identified as the main 
approaches that are widely focused in research that aim at 
energy optimizations in edge computing. Nevertheless, the 
techniques that are utilized for edge computing and even in the 
cloud computing paradigm in contemporary research are a 
combination of the below-discussed approaches. 

A. Energy Aware Scheduling and Load balancing 

Energy-aware scheduling and Load Balancing in edge 
computing aims to optimize resource allocation while reducing 
energy consumption. In the context of an edge environment, 
resources are distributed across a number of small, 
geographically separated devices, requiring efficient 
scheduling algorithms to manage tasks without overloading 
nodes or consuming excessive amounts of energy [16], [17]. 
Energy-aware scheduling approaches prioritize tasks based on 
their energy demands and resource requirements, ensuring that 
high-priority tasks are executed on energy-efficient nodes 
while low-priority tasks are deferred across less critical 
resources. By optimizing task scheduling, systems can 
minimize energy wastage, extend device lifespans, and ensure 
seamless service delivery [18] [19]. 

Load balancing complements energy-aware scheduling by 
distributing computational workloads evenly across available 
nodes to prevent resource overuse and reduce energy 
consumption. In edge computing, load balancing techniques 
must consider not only the computational capacity of each 
node but also its current energy state. Dynamic load balancing 
ensures that tasks are allocated to nodes with sufficient energy 
reserves, minimizing the risk of node failure due to energy 
depletion. These approaches improve the efficiency and 
sustainability of edge computing setups, enabling them to 
support more applications and services without overwhelming 
the energy resources of distributed nodes [20] [21]. 

B. AI-Driven Energy Optimization 

AI-driven energy optimization approaches that are utilized 
in Edge computing incorporate artificial intelligence strategies 
to improve the energy efficiency of edge networks and devices, 
which are frequently decentralized and resource-constrained. 
AI algorithms, in particular deep learning and machine 
learning, are able to track and forecast edge device energy 
consumption and task trends [22]. AI systems are able to make 
decisions about how best to assign jobs to nodes, modify power 

settings, and dynamically manage resource utilization based on 
needs by evaluating real-time data. With this real-time 
optimization, energy conservation is guaranteed without 
compromising the necessary performance and service levels. 

AI can also provide intelligent load balancing and 
scheduling, which will optimize the energy consumption of 
edge computing systems. AI models, for instance, can 
anticipate high load periods and move workloads to nodes that 
use less energy or have unused resources. AI algorithms can 
also allow edge devices to transition into low-power modes 
while they are inactive or when processing demands drop, 
which will cut down unnecessary energy consumption. AI-
driven energy optimization may dramatically increase the 
lifespan of edge devices, slash operating costs, and lessen the 
environmental effect of edge computing infrastructures by 
continually learning from and reacting to the system [23] [24]. 

C. Virtualization and Containerization 

Virtualization and Containerization in edge computing play 
a significant role in improving resource usage, flexibility, and 
scalability of edge networks. Several Virtual Machines (VMs) 
can operate on a single physical server owing to virtualization, 
which makes it possible to abstract hardware resources. This 
makes it possible to consolidate edge resources and execute 
various applications or services in separate environments, 
making the best use of the hardware that is available. 
Virtualization assists in the management of various workloads 
and offers the flexibility to dynamically scale resources in 
response to variations in demand in edge computing [25], [26]. 
In addition, it makes it possible to handle software upgrades 
and system maintenance effectively without interfering with 
ongoing services that in turn increase system reliability. 

Nevertheless, containerization, which bundles apps and 
their dependencies into containers, is a less complex substitute 
for virtualization. Since containers share the host operating 
system kernel, containers are more efficient than VMs in terms 
of startup times and overhead. Moreover, containerization 
facilitates the quick deployment and scalability of applications 
among dispersed nodes in edge computing. Due to its great 
degree of mobility, moving apps between various edge devices 
or contexts is much simpler. This is especially critical in edge 
environments, which are dynamic and heterogeneous and have 
a wide range of device capabilities [27], [28], [29]. Therefore, 
it can be stated that containerization is a perfect solution for the 
changing needs of edge computing since it allows for quicker 
application development cycles, better system responsiveness, 
and more effective resource management. 

D. Network Optimization 

Network optimizations in edge computing primarily aims 
to reduce latency, enhance bandwidth efficiency, and improve 
overall performance by bringing data processing and storage 
closer to end devices, such as IoT sensors or mobile users. By 
decentralizing computing power, edge computing reduces the 
amount of data that needs to be sent to central cloud data 
centers, minimizing delays in data transmission [30], [31]. 
Techniques like adaptive routing allow the network to choose 
the optimal path for data, considering real-time conditions such 
as congestion, which improves response times [32]. 
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Moreover, Dynamic Voltage and Frequency Scaling 
(DVFS) is another approach in network optimization for 
energy efficiency that reduces energy consumption when full 
performance is not needed by adjusting the power consumption 
of networking devices depending on real-time demands [33], 
[34]. Network Function Virtualization (NFV) is also widely 
researched as an efficient approach for network optimization 
for energy efficiency in edge computing as it enables the 
operation of several network services on a single physical 
server, which eliminates the need for specialized hardware 
[35]. Adaptive transmission power control [36], [37] and the 
application of energy-efficient communication protocols [38], 
such as the enhanced energy efficiency features of 5G [39] are 
other approaches that wireless networks can reduce overall 
power consumption. Therefore, these approaches can 
significantly lower the energy footprint of networks without 
sacrificing the performance by following the network 
optimization techniques discussed above. 

E. Green Data Centers 

Edge data centers are typically smaller and distributed, 
which makes traditional data center energy efficiency 
techniques less applicable. By utilizing sustainable methods 
like the usage of renewable energy sources, cutting-edge 
cooling systems, and energy-efficient hardware, green data 
center features aim to reduce their environmental impact for 
sustainable and green data centers [40], [41]. The transition 
towards greener operations decreases carbon footprints and 
operational expenses, making these data centers a crucial 
element of sustainable IT infrastructure. 

In contemporary research, other than the shift towards 
renewable energy sources in data centers that assists in 
reducing dependency on the grid, automation techniques, low 
power consuming electric equipment, and devices with 
extended thermal limits have also been incorporated in order to 
improve sustainability and to move towards green data centers 
[42]. In addition, thermal energy harvesting, kinetic energy and 
hybrid systems have also been noted in data centers to improve 
the resilience, and contribute to more sustainable and energy 
efficient infrastructures. 

III. RECENT WORK 

The authors in study [43] have conducted a comprehensive 
analysis of energy consumption across various cloud-related 
architectures, including cloud, fog, and edge computing. It 
introduces a taxonomy that categorizes these architectures 
based on their characteristics, such as the number and role of 
data centers and their connectivity. The authors propose a 
generic energy model that accurately estimates and compares 
the energy consumption of these infrastructures, taking into 
account factors like cooling systems and network devices. The 
findings of this research work indicate that fully distributed 
architectures can consume significantly less energy between 
14% and 25% compared to centralized and partly distributed 
architectures, highlighting the importance of energy efficiency 
in the design and deployment of modern computing solutions. 
In summary, the study aims to provide a foundational 
framework for future research in energy consumption analysis 
within the evolving landscape of cloud computing 
technologies. However, while the proposed model effectively 

highlights architectural differences and provides insights into 
energy efficiency, it may benefit from more consideration of 
real-world variables, such as the uneven distribution of end 
users and the impact of varying application workloads on 
energy consumption. In addition, the reliance on existing 
simulators, which have their limitations, could affect the 
accuracy of the results. 

Another group of researchers in study [13] have presented a 
novel framework that employs Deep Reinforcement Learning 
(DRL) to optimize workflow scheduling in edge-cloud 
computing environments, specifically targeting the challenges 
introduced by the proliferation of IoT devices. Traditional 
cloud architectures often struggle with the demands of IoT 
applications due to issues like high latency and limited 
bandwidth. This study aims to address these challenges by 
balancing the conflicting objectives of minimizing energy 
consumption and execution time while ensuring that workflow 
deadlines are met. The proposed DRL technique demonstrates 
significant improvements over baseline algorithms, achieving 
56% better energy efficiency and 46% faster execution times. 
Key innovations include a hierarchical action space that 
distinguishes between edge and cloud nodes, as well as a multi-
actor framework that enhances the learning process by 
allowing separate networks to manage task allocation. The 
results indicate that this approach is particularly effective for 
latency-sensitive applications, such as video surveillance, 
where efficient resource management is critical. Overall, the 
research highlights the potential of DRL in optimizing resource 
allocation and scheduling in edge-cloud environments, 
providing valuable insights for future advancements in this 
rapidly evolving field. 

The researchers of study [11] address the crucial issue of 
resource allocation in cloud computing, particularly in the 
context of increasing energy consumption and performance 
demands on data centers. The authors propose a hybrid model 
that combines Genetic Algorithms (GA) and Random Forest 
(RF) techniques to optimize the allocation of VMs to physical 
machines (PMs). The GA is employed to generate an 
optimized training dataset that maps VMs to PMs, which is 
then utilized by the RF for classification and allocation tasks. 
This approach aims to minimize power consumption while 
maximizing resource utilization and maintaining load balance 
across the data center. The effectiveness of the proposed model 
is evaluated using real-time workload traces from PlanetLab, 
showing significant improvements in energy efficiency and 
execution time compared to traditional methods. The study 
contributes to the existing body of knowledge by 
demonstrating the potential of hybrid optimization techniques 
in enhancing cloud infrastructure management. However, the 
authors acknowledge the need for further research to assess the 
model's adaptability to diverse workloads and its scalability in 
heterogeneous cloud environments. 

The research in [10] introduces an Energy-Efficient Task 
Offloading Strategy (ETOS) aimed at enhancing energy 
efficiency in Mobile Edge Computing (MEC) environments for 
resource-intensive mobile applications. The study formulates 
the task offloading problem as a non-linear optimization 
challenge, proposing a hybrid approach that combines Particle 
Swarm Optimization (PSO) and Grey Wolf Optimizer (GWO) 
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to effectively allocate resources while considering capacity and 
latency constraints. The proposed ETOS leverages the 
collaborative capabilities of MEC servers to minimize energy 
consumption during task execution. Extensive simulations 
demonstrate that ETOS outperforms existing baseline methods 
in terms of energy utilization, response delay, and offloading 
utility, particularly under limited resource conditions. Despite 
its promising results, the research highlights the need for real-
world validation and addresses the potential complexity of 
implementing the hybrid optimization approach in practical 
scenarios, suggesting directions for future work to enhance 
applicability and effectiveness in real-world MEC systems. 

The research in study [12] focuses on developing a novel 
multi-classifier algorithm aimed at optimizing energy-efficient 
task offloading in Fog Computing environments for IoT 
applications. As the number of connected devices increases, 
efficient resource management becomes crucial to minimize 
energy consumption and enhance service quality. The proposed 
algorithm evaluates various attributes related to tasks, network 
conditions, and processing capabilities of Fog nodes to 
determine the most suitable node for task execution. By 
leveraging machine learning techniques, the algorithm aims to 
improve decision-making processes regarding task offloading, 
thereby reducing execution time and energy usage. The study 
emphasizes the importance of balancing energy efficiency with 
performance metrics, demonstrating that the multi-classifier 
approach can significantly enhance Quality of Service (QoS) 
parameters. In summary, this research contributes to the 
ongoing efforts to optimize Fog Computing frameworks, 
making them more effective in handling the computational 
demands of IoT applications while addressing energy 
constraints. 

The authors of study [44] propose a novel framework to 
optimize energy consumption and computational efficiency in 
IoT environments. It introduces a three-layer architecture 
comprising sensor, edge, and cloud layers, facilitating effective 
task offloading and resource management. The study employs 
Long Short Term Memory (LSTM) networks for accurate 
workload prediction, enabling the system to adapt to dynamic 
conditions. Additionally, it utilizes Lyapunov optimization 
methods to address the non-convex nature of resource 
allocation problems. Simulation results demonstrate significant 
improvements in energy efficiency and processing rates. 
However, the research acknowledges limitations, including 
concerns about scalability, the assumptions made regarding 
user behavior, and a lack of focus on security aspects. 
Therefore, the paper contributes valuable insights into mobile 
edge computing, highlighting the potential for enhanced 
performance in IoT networks while suggesting areas for further 
exploration and refinement. 

The research of [22] presents the Edge Intelligent Energy 
Consumption Model (ECMS) aimed at optimizing energy 
usage in MEC environments. As energy consumption in edge 
data centers becomes increasingly critical, the ECMS model 
provides a framework for predicting and managing energy 
needs based on varying workloads, including CPU-intensive, 
Web transactional, and I/O-intensive tasks. The authors 
validate the model through experimental results, demonstrating 
its superior performance in accuracy and training time 

compared to existing models like TW BP PM and FSDL. The 
study categorizes energy consumption modeling into two main 
approaches: system resource utilization and Performance 
Monitor Counter (PMC)-based modeling. The ECMS model 
leverages a simpler network topology and lower input 
dimensions, resulting in reduced training time and CPU 
workload during execution. The findings indicate a strong 
correlation between energy consumption and CPU utilization, 
emphasizing the need for precise energy models to inform 
optimization algorithms. The research concludes with future 
directions, suggesting the extension of the ECMS model to 
mixed workloads and integration with advanced AI/ML 
techniques, such as reinforcement learning, to further enhance 
energy efficiency in edge computing environments, ultimately 
contributing to sustainable practices in the industry. 

A technical analysis on service placement approaches in the 
context of edge computing has been focused by the authors 
[45] with the aim of addressing energy efficiency in edge 
computing paradigm in IoT systems. The main objective of this 
research work has been to identify the effective and efficient 
strategies for service placement in IoT environments along 
with a taxonomy to categorize the studies in this field and in 
terms of cloud edge service placement approaches and 
algorithms that have been utilized. In addition to the technical 
analysis, a statistical analysis has also been provided by the 
authors along with evaluation factors to which the research 
findings provide further insights on future research in this 
paradigm. The results suggest that the server placement 
approaches fall under three types of categories, namely, 
decentralized, centralized and hierarchical while Genetic 
Algorithm has been widely utilized by researchers compared to 
other machine learning algorithms such as Greedy, Markov, 
BSAP, Topsis and Polynomial algorithms. Furthermore, time, 
cost, and latency evaluation metrics have been identified as the 
most concerned evaluation metrics in the context of service 
placement. Finally, the authors provide insights on to open 
issues and challenges in the context of service placement that is 
vital for future research focusing on service placement. 

The research in study [19] presents a heterogeneous cluster-
based wireless sensor network (WSN) model aimed at 
optimizing task allocation to minimize energy consumption 
and balance load. The network consists of clusters, each with a 
cluster center and several sensor nodes, where the cluster 
center collects data from the nodes and communicates with a 
central processor. The study establishes a task model where 
complex tasks are divided into independent subtasks, each 
requiring specific resources, data sizes, and computation times. 
To address the task allocation problem, the authors propose a 
Fusion Algorithm (FA) that integrates Genetic Algorithm (GA) 
and Ant Colony Optimization (ACO) techniques. This 
algorithm features a novel mutation operator and a new 
population initialization method, enhancing its effectiveness in 
reducing energy consumption and balancing the load across the 
network. Experimental results demonstrate that the FA 
outperforms traditional GA, achieving 8.1% lower energy 
consumption and significantly reducing the load on both sensor 
nodes and cluster centers. The proposed approach ensures all 
sensors remain operational throughout task execution, thereby 
increasing the reliability and longevity of the WSN. Therefore, 
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the research contributes valuable insights into efficient task 
allocation strategies in edge computing environments. 

The researchers of study [46] investigate an RIS-assisted 
Non-Orthogonal Multiple Access (NOMA) Mobile Edge 
Computing (MEC) network, focusing on minimizing energy 
consumption for users. The authors propose a joint 
optimization approach that includes RIS phase shifts, data 
transmission rates, power control, and transmission time. Due 
to the non-convex nature of the problem, the authors 
decompose it into two sub-problems: firstly, utilizing a dual 
method for a closed-form solution with a fixed RIS phase 
vector, and the other employing a penalty method for 
suboptimal power control solutions. The optimization process 
alternates between these sub-problems until convergence is 
achieved. To demonstrate the effectiveness of their proposed 
NOMA-MEC scheme, the authors compare it against three 
benchmark schemes: TDMA-MEC partial offloading, full local 
computing, and full offloading. These researchers have also 
introduced an alternating 1-D search method for optimizing 
RIS phase shifts in the TDMA-MEC scheme. Numerical 
results indicate that the proposed scheme significantly reduces 
overall energy consumption and highlights the impact of user 
distance on performance. The paper concludes by 
acknowledging the potential for future work on robust 
transmission design to address channel state information 
estimation errors. 

Another group of researchers in [47] have worked on a 
deep reinforcement learning (DRL) approach for delay-aware 
and energy-efficient computation offloading in dynamic MEC 
networks with multiple users and servers. The primary 
objective is to maximize the number of tasks completed before 
their deadlines while minimizing energy consumption. The 
proposed DRL model operates in an end-to-end manner, 
eliminating the need for post-action optimization functions, 
and can handle a large action space without relying on 
traditional optimization methods. The study formulates the 
offloading problem as a Markov Decision Process (MDP), 
capturing the complexity of the MEC system by incorporating 
time-varying channel conditions and various task profiles. 
Extensive simulations demonstrate that the proposed DRL 
model significantly outperforms existing DRL models and 
greedy algorithms in terms of task completion and energy 
efficiency. The results indicate that the DRL model learns 
optimal policies over time, effectively managing the trade-off 
between exploration and exploitation during training. The 
conducted research highlights the potential of DRL in 
enhancing the performance of MEC systems, making it a 
valuable contribution to the field of IoT and edge computing. 

The research in [48] presents a novel approach to enhance 
task offloading in dynamic vehicular environments. It 
addresses the limitations of existing centralized and 
decentralized Deep Reinforcement Learning (DRL) algorithms, 
which often struggle with computational constraints and 
coordination issues. The proposed framework introduces a 
multi-layer Vehicular Edge Computing (VEC) architecture that 
optimizes task management across vehicles, edge servers, and 
cloud resources. Key contributions include the development of 
an energy-efficient VEC framework that considers the diverse 
computing capabilities of network entities and introduces a 
utility function to enhance energy efficiency. Additionally, a 
decentralized Multi-Agent Deep Reinforcement Learning 
(MADRL) algorithm is proposed, which effectively adapts to 
changing conditions while minimizing latency and maximizing 
task completion rates. The research also provides a 
comprehensive performance evaluation using simulations in a 
realistic environment, demonstrating the effectiveness of the 
proposed solution in managing varying traffic densities. The 
conducted research highlights the potential of decentralized 
approaches in improving the efficiency and responsiveness of 
vehicular networks, paving the way for advancements in 
autonomous vehicle applications and real-time data processing. 

The research in [24] presents a novel cloud-edge 
cooperative content-delivery strategy aimed at minimizing 
network latency in asymmetrical Internet of Vehicles (IoV) 
environments. By leveraging Deep Reinforcement Learning 
(DRL), the authors propose a Deep Q Network (DQN) policy 
that optimizes content caching and request routing based on 
perceptive request history and current network states. The 
study formulates the joint allocation of heterogeneous 
resources as a queuing theory-based delay minimization 
objective, addressing the challenges of computation complexity 
and dynamic network conditions. Extensive simulations 
demonstrate that the proposed strategy significantly reduces 
network latency compared to existing solutions, showcasing its 
adaptability to varying user requirements and network states. 
The findings indicate that the DQN model achieves fast 
convergence and improved performance across different 
scenarios. The paper concludes with a discussion on future 
work, including the exploration of end-user mobility and 
deeper collaboration among mobile users, edge, and cloud 
networks to enhance overall Quality of Experience (QoE) 
while balancing network delay and energy consumption. This 
research contributes valuable insights into optimizing resource 
allocation in IoT-edge-cloud systems, particularly in the 
context of intelligent transportation systems. 

Table I illustrates a summary of the recent work that were 
discussed in detail under objective, approach, key findings and 
remarks of the particular research work. 
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TABLE I.  SUMMARY OF THE LITERATURE REVIEW 

Reference Objective Approach Findings Remarks 

[43] 

To evaluate and compare energy 

consumption of Cloud, Fog, and 
Edge computing infrastructures 

A taxonomy of different 

cloud architectures and a 
generic energy model 

Fully distributed architectures consume 14%-

25% less energy than centralized ones 

Model may not account for real-

world variables and simulator 
constraints 

[13] 

Energy-efficient resource 

scheduling in edge cloud 
environment 

Deep Reinforcement 

Learning 

 Energy consumption (56% of 

improvement) 

 Execution time (46% of improvement) 

The proposed reinforcement 

learning framework is designed to 
operate in a centralized manner 

[11] 

Optimize virtual machine 

allocation in cloud infrastructure, 
aiming to minimize power 

consumption while maintaining 
load balance and maximizing 

resource utilization 

Genetic Algorithm (GA) 

and Random Forest (RF) 
techniques 

 Execution Time (37% of reduction) 

 Resource Utilization (11% 
Improvement) 

Limited generalizability due to 

specific workload traces, 

complexity in real-world 
implementation, and potential 

oversight of other critical factors 

[10] 

Propose a task offloading scheme 

that minimizes the overall energy 

consumption along with 
satisfying capacity and delay 

requirements 

Hybrid approach 

established based on 
Particle Swarm 

Optimization (PSO) and 

Grey Wolf Optimizer 
(GWO) 

The proposed strategy considerably 

outperforms other baseline approaches, such 

as OEOS, ROA-DPH, ATO, and Local 
execution in terms of energy consumption, 

execution time, and offloading utility 

Lacks real-world validation and 
may face implementation 

complexity in resource-constrained 

environments 

[12] 

Propose a novel energy-efficient 

task offloading method for IoT, 
Fog, and Cloud computing 

paradigms 

Multi classifier-based 
approach 

 Energy Consumption (11.36% of 

reduction) for Cloud-only 

 Energy Consumption (9.30% of 

reduction) for edge-ward 

 Network usage (67% of reduction) 

for Cloud-only 

 Network usage (96% of reduction) 

for edge-ward 

Lacks extensive empirical 

validation and does not address 
decentralized approaches for 

dynamic environments 

[44] 

Propose a hierarchical 
communication and computation 

framework for jointly 

optimizing energy consumption 
and computation rate is 

proposed 

The Long Short Term 
Memory (LSTM) 

network 

The proposed method can greatly improve 
system performance by saving energy costs 

and achieving a high processing rate 

Scalability concerns, assumptions 

about user behavior, limited 

security focus, and complexity in 
practical implementation 

[22] 
Predicting energy consumption 
and monitor edge servers 

Intelligent energy 

modeling approach that 
combines Elman Neural 

Network (ENN) 

The proposed ECMS outperforms the 

baseline power models (FSDL, CMP, 
TW_BP_PM, AEC, CUBIC, Power 

regression) 

The research primarily focuses on 
specific workloads, limiting its 

applicability to broader, mixed 

workload scenarios in MEC 

environments 

[45] 

Identify studies related to service 
placement strategies to 

categorize the relevant studies as 

a knowledge source for further 
research 

Perform a technical 

analysis on the cloud 
edge service placement 

approaches 

 Methods and algorithms of the 

existing service placement approaches 

 Evaluation metrics for service 

placement approaches 

 Tools and environments developed 
for service placement approaches 

Lacks any further implementation 

towards the service placement 

paradigm 

[19] 

Develop an efficient task 
allocation strategy for 

heterogeneous wireless sensor 

networks that minimizes energy 
consumption and balances load 

to extend network lifetime and 

enhance reliability 

Fusion Algorithm 

combining Genetic 
Algorithm and Ant 

Colony Optimization for 

effective task allocation 
in WSNs 

 Load on sensors was reduced by 

58% with the FA, while the load on cluster 
centers decreased by 30.8%. 

 FA achieved an 8.1% reduction in 

energy consumption compared to the 
traditional GA. 

The research may not address 

complex task dependencies and 

real-world scenarios requiring 
dynamic resource allocation and 

execution order 

[46] 
Minimize energy consumption in 
RIS-assisted NOMA-MEC 

networks 

Jointly optimize RIS 
phase shifts, transmission 

rates, and power control 

Significant energy savings compared to 

benchmark schemes. 

Non-convex optimization and CSI 
estimation errors affect 

performance 

[47] 

Maximize task completion 
before deadlines while 

minimizing energy consumption 

in MEC systems 

Deep Reinforcement 

Learning model 

Proposed model outperforms existing 

methods in task completion and energy 
efficiency through extensive simulations 

Model’s performance may affect 

the complexity of real-world 
environments 

[48] 

Optimize task offloading and 

resource management in 

dynamic vehicular environments 
using a decentralized framework 

A multi-layer edge 
computing architecture 

and a decentralized 

multi-agent deep 
reinforcement learning 

algorithm 

Significant reduction in energy consumption 

and improved task completion rates when 

compared to existing algorithms in 
simulations 

Scalability issues in highly 

dynamic vehicular networks 

[24] 

Minimize network latency in 
asymmetrical IoV environments 

through optimized resource 

allocation 

Deep Reinforcement 

Learning 

 Network Delay (44% reduction) 

 Reward per episode (39% 
improvement) 

Future work needed on end-user 
mobility and deeper collaboration 

among network components and 

the tradeoff between network delay 
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and energy consumption have not 

been focused to compromise 
among multiple network indicators 

 

IV. DISCUSSION 

The conducted literature review provides insights into 
future research that aims at energy efficiency in the paradigms 
of both cloud and edge computing along with the approaches 
that are utilized concerning the reduction of energy 
consumption. Nevertheless, it also noted that the researchers 
utilize a combination of techniques in their work towards 
optimizing energy efficiency for sustainable and efficient 
systems with reduced operational costs. Moreover, it is noted 
that the techniques widely spread towards the AI-driven 
approaches with the advancements in machine learning. 

Furthermore, it is also vital to identify the challenges that 
are encountered when focusing on the energy-efficient aspects 
in edge computing due to the proliferation of IoT devices and 
advancements in modern computing. Among the challenges to 
optimizing energy efficiency in the edge computing paradigm, 
distributed dynamic workloads among edge nodes with vast 
range of heterogeneity, distributed, and resource constrained 
nature is much prominent since accurate modeling would be 
complicated due to the fluctuating workloads based on user 
demands. In addition, different and unpredictable workloads 
have imposed a lot of issues towards the edge computing 
paradigm. Nevertheless, the task scheduling techniques 
employed by contemporary research are more towards the 
independent task-oriented workloads while few studies have 
focused on complex workloads [13]. 

Moreover, delayed critical applications that run on devices 
in the mobile edge computing paradigm also impose challenges 
to this arena [10] that directly leads to the insufficient quality 

of experience for the end users and high cost of energy and 
bandwidth utilization that are unfavourable. Moreover, limited 
power sources, processing and storage capabilities also impose 
challenges to energy efficiency optimization strategies for a 
sustainable edge computing paradigm [49], [50]. Resource 
management is key to optimizing energy efficiency and has 
also been a challenging task owing to the highly dynamic 
nature of IoT traffic. Furthermore, many tasks have 
dependencies that dictate the order of execution. Managing 
these dependencies while optimizing resource allocation adds 
another level of complexity to the task allocation process. 

Ensuring that the network meets specific QoS 
requirements, such as latency and reliability, while performing 
task allocation is a critical challenge that must be addressed. In 
addition, striking a balance between energy efficiency and QoS 
awareness has also been a challenging aspect where the QoS is 
highly impacted by the majority of mechanisms that are 
utilized in distributed computing environments [51]. 
Furthermore, energy efficiency with application performance 
and user experience is crucial, as overly aggressive energy-
saving measures may negatively affect user satisfaction. 
Addressing these challenges is essential for advancing research 
and developing effective energy management strategies in 
MEC environments. 

Additionally, the need for extensive data collection for 
relevant energy-related parameters can introduce overhead and 
impact performance, while selecting the most pertinent features 
for modeling remains a challenge. Real-time processing 
requirements further complicate the development of accurate 
models, and integrating advanced AI/ML techniques introduces 
complexities in training and deployment. 

Fig. 1. Mind map with key findings from the conducted review. 
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With the scalability concerns in both edge and cloud 
computing, as the number of nodes and tasks increase, 
maintaining efficient communication and coordination among 
nodes becomes more difficult. Algorithms must be scalable to 
handle larger networks without significant performance 
degradation. Moreover, interoperability also could be a major 
challenge where a diverse range of IoT devices and platforms 
can lead to compatibility issues, making it difficult to 
implement a unified mechanism. Fig. 1 provides a mind map of 
the key findings from the conducted literature review 
comprising of energy optimization techniques, cloud 
architecture adaptations, major considerations and challenges 
to the energy efficiency aspect of the edge computing paradigm 
that provides further insights into research in this domain. 

Therefore, when the above aspects are concerned, it is 
apparent that there is a lack of unified metrics and benchmarks 
for assessing energy efficiency across different edge computing 
environments, which makes it difficult to compare solutions. In 
addition, the use of AI/ML models for decision-making in edge 
computing often introduces significant energy overhead that 
urges need of optimized lightweight AI/ML algorithms for 
edge environments without compromising accuracy or 
efficiency. Heterogeneity of Edge devices also necessitates the 
scalable, device-agnostic optimization models that can adapt to 
heterogeneous edge environments. Moreover, real-time 
applications such as autonomous vehicles, healthcare 
monitoring systems, etc., have strict latency and reliability 
requirements, which complicate energy optimization efforts. 
Therefore, developing solutions that balance energy efficiency 
with real-time performance guarantees has also been a critical 
consideration in this research paradigm. 

V. CONCLUSION 

The research findings are indicative of the current 
approaches to energy efficient edge computing systems with 
reduced energy consumption and costs to provide further 
insights into future research in this arena. In addition, the 
different strategies that were identified as the key techniques to 
energy efficient systems in cloud computing further assists 
future research while a combination of different strategies has 
also been noted in contemporary research. Furthermore, AI-
driven energy optimization techniques have been widely 
focused and researched and this approach has been able to 
provide better mechanisms for optimizing energy efficiency in 
both edge and cloud computing paradigms. 

In conclusion, this comprehensive review on optimizing 
energy efficiency for edge computing highlights the growing 
importance of balancing performance and sustainability in 
modern cloud systems since as edge computing gains 
prominence in reducing latency and improving data processing 
efficiency, the need for energy optimization becomes critical. 
Moreover, various approaches, including workload 
distribution, resource allocation, and hardware improvements, 
have demonstrated the potential to significantly reduce energy 
consumption while balancing the quality of service. As future 
research, the authors are to refine these strategies and explore 
innovative methods to further enhance energy efficiency, 
ensuring sustainable cloud-edge ecosystems that meet the 
rising demands of modern applications. 
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Abstract—With the rapid development of the Internet of 

Things, the security issues of its network environment have 

gradually attracted attention. To enable faster and more accurate 

identification and detection of malicious traffic attacks in the 

Internet of Things, an optimized malicious traffic detection 

algorithm based on fusion of temporal and spatial features is 

proposed. This method improves the feature extraction 

performance of traffic data and increases the accuracy of traffic 

detection. The test results showed that the comprehensive 

performance of the fusion algorithm was superior to the other 

four algorithms used for comparison. On the KDD99-CUP 

dataset, the F1 of the feature fusion algorithm reached 93.16%, 

while the F1 of algorithms 1-4 were 81.36%, 67.89%, 90.56%, 

and 92.24%, respectively. On the test set, 182 traffic samples 

were accurately identified, including 139 correctly identified 

malicious traffic and 43 correctly identified normal traffic, with 

recognition accuracy of 98.73% and 97.65%, respectively. 

Experimental results revealed that the use of fused feature 

extraction in traffic detection systems could improve detection 

efficiency and accuracy, providing a safer and more reliable 

guarantee for the interaction process of the Internet of Things 

network, and safeguarding the rapid development and 

application of the Internet of Things. 

Keywords—Internet of Things; network security; 

temporal-spatial characteristics; traffic detection; fusion algorithm 

I. INTRODUCTION 

With the rapid development of the Internet, the Internet of 
Things (IoT) has also been widely used in a series of 
intelligent building systems such as smart cities, smart offices 
and smart homes [1-2]. However, because some IoT devices 
are directly exposed to the Internet, they face more security 
problems than other network interaction methods [3]. IoT 
based network attacks may affect communication quality, and 
even cause signal loss, network paralysis, and other 
phenomena, seriously threatening users' privacy and security 
[4]. For traditional anomaly traffic detection techniques, due 
to the concealment and complexity of existing IoT network 
attacks, and the fact that traffic attacks exhibit different 
characteristics with different network environments, there are 
problems with imbalanced traffic datasets and difficult feature 
extraction [5]. These issues have increased the difficulty of 
designing malicious traffic identification algorithms. In 
current traffic detection systems, the main focus is on 
identifying and analyzing a single type of traffic to achieve 
abnormal alerts. However, due to the different types and 
characteristics of attacks, and some attacks being of unknown 

types, the accuracy of traffic detection systems is not ideal, 
making it difficult to predict unknown attacks. To solve the 
above problems, a traffic detection algorithm based on 
temporal feature fusion is proposed, and malicious traffic 
analysis and detection in the IoT are completed on this basis. 

II. RELATED WORKS 

In today's era of rapid development of information 
technology, network traffic analysis has become an important 
means to ensure network security, optimize network 
performance, and improve user experience. Furthermore, with 
the explosion of Internet users and the popularization of 
various network applications, the complexity and diversity of 
network traffic are also increasing. Therefore, in-depth 
analysis of the characteristics and detection methods of 
malicious traffic is of great importance for network 
management and security protection. Yang H et al. proposed a 
fast strategy hill-climbing learning method to optimize the 
power allocation for malicious traffic detection in intelligent 
malicious traffic controllers. Therefore, the malicious traffic 
detection system could quickly achieve the optimal strategy 
when the malicious traffic model was unknown. The test 
results showed that the transmission rate of this malicious 
traffic detection method increased by 12.28% compared to the 
original, which made the malicious traffic detection system 
perform better [6]. Salem A et al. proposed an adaptive 
adaptation scheme that could make the detection of malicious 
traffic techniques constructive for legitimate users and 
destructive for eavesdroppers. Based on the average symbol 
error probability in different scenarios, this method used a 
finite rate to represent the overall retention rate. Malicious 
traffic detection technology could achieve an additional gain 
of 17dB in transmission signal-to-noise ratio and a gain of 
10dB in total secrecy rate [7]. Su N et al. used joint design to 
transmit and receive beamforming and destructive malicious 
traffic techniques to weaken the eavesdropping signals of 
eavesdropping radar in wireless networks. The experimental 
results showed that this technology performed better than dual 
function radar network technology in terms of secure 
transmission [8]. Many radars and networks work in a 
coordinated manner, but Du Z et al. proposed using a non 
coordinated approach to study the impact of malicious 
network traffic on radar target detection. The study solved the 
maximum likelihood estimation in homogeneous clutter to 
optimize detection performance. Through verification, it was 
found that the improved target detection system showed 
significant improvement in performance in network 
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environments with high levels of malicious traffic [9]. 
Hosseinali J et al. proposed an improved adaptive algorithm to 
address the issue of malicious attacks on high-power ranging 
devices. The algorithm optimized power allocation for each 
reliable subcarrier, while subcarriers subjected to highly 
malicious traffic were deactivated. This adaptive technology 
could reduce the bit error rate to 10-7 under malicious traffic 
in high-power ranging devices, improving the reliability of 
network systems [10]. In the scenario of multi-user and 
multi-transceiver simultaneous network, to eliminate 
malicious traffic on reconfigurable intelligent surfaces, the 
Jiang T team proposed an alternating projection algorithm, 
which took the solution obtained by the algorithm approaching 
0 as the initial value for subsequent optimization, and changed 
the phase of the reconfigurable surface components 
accordingly. Tests showed that the improved algorithm could 
detect malicious traffic on reconfigurable surfaces within the 
experimental range [11]. 

The malicious traffic detection performance of network 
systems is largely influenced by algorithms. Some scholars 
have conducted more in-depth research and experiments on 
the optimization of deep learning algorithms. Lin J et al. 
proposed an improved genetic algorithm based on four 
quadrant photodetectors to improve the accuracy and stability 
of visible light positioning. This algorithm enabled the 
detector to locate the measurement point based on the received 
illuminance value. The average positioning error of the 
positioning system using optimization algorithms was 
4.023cm [12]. Mahmoud B et al. proposed a hybrid model of 
deep learning algorithm and tabu search to achieve balanced 
coverage of all targets in sensor networks. The optimized 
algorithm required the use of multiple sensors for coverage. 
Several experiments showed that this fusion algorithm 
outperformed algorithms based on automatic learning [13]. To 
extend the lifespan of wireless sensor networks, Rajan L et al. 
proposed a new optimization algorithm based on the grey wolf 
algorithm using Na deep learning algorithm, which selected 
the optimal cluster head under constraints such as separation 
distance and energy consumption. Compared to the classical 
grey wolf algorithm and particle swarm optimization 
algorithm, the improved grey wolf algorithm improved overall 
performance by 28.6% and 31.5%, respectively [14]. Shaikh 
M et al. proposed using optimized deep learning algorithms to 
achieve higher accuracy in the calculation of parameters for 
overhead transmission lines. This optimization algorithm was 

applied to single-phase and three-phase transmission lines, 
achieving optimal solutions for the vast majority of 
benchmark functions. The accuracy and computational 
efficiency of the optimized deep learning algorithm had been 
improved [15]. 

In conclusion, despite the numerous inferences and 
experiments conducted by scholars on optimizing detection 
algorithms and enhancing traffic detection performance, the 
intricate neural network structure inherent to deep learning 
algorithms results in a slow convergence speed and a notable 
decline in detection accuracy. To further enhance the 
performance of malicious traffic detection, an optimized 
malicious traffic detection algorithm based on the fusion of 
temporal and spatial features is proposed. This is achieved 
through the use of a mixed sampling and variational 
autoencoder data augmentation algorithm, which enables more 
intelligent and efficient detection results in complex 
environments. 

III. METHODS AND MATERIALS 

A. Flow Detection Algorithm Integrating Temporal and 

Spatial Features 

When faced with malicious traffic attacks, intrusion 
detection systems can use detection algorithms that 
continuously learn traffic information characteristics to 
identify them. When attacked, the detection system can 
determine the traffic attack behavior [16]. The process of 
traffic detection mainly consists of network status detection 
and traffic detection. The former is to detect the operating 
status of network and host and monitor the fluctuation of 
network system in real time, while the latter is to extract the 
characteristics of traffic data and complete the detection and 
analysis. The characteristics of traffic data can be analyzed 
from both temporal and spatial dimensions. For the temporal 
dimension, there is correlation between historical traffic data, 
while for the spatial dimension, there is local spatial 
correlation between traffic characteristics [17]. By integrating 
these two different types of features, traffic detection can 
simultaneously capture feature information from different 
dimensions, identify different traffic activities, and make the 
results of detection algorithms more accurate and reliable. The 
architecture of the data traffic detection system is depicted in 
Fig. 1. 
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Fig. 1. The architecture of data traffic detection system. 
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In Fig. 1, the system mainly includes a data collection and 
analysis module, a local traffic processing module, and a cloud 
network traffic detection module. A traffic detection method 

based on temporal and spatial feature fusion has been 
proposed, and the main detection process is shown in Fig. 2. 
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Fig. 2. Main process of detection. 

Probability can be mainly divided into parametric 
estimation and nonparametric estimation, mainly used to 
estimate the potential probability density function of target 
information that is invisible [18]. The condition for parameter 
estimation is that the target information needs to follow a 
probability distribution and its parameters are unknown, so the 
corresponding parameters need to be solved through known 
data. Non parameter estimation requires the target information 
to have a probability density function, which is solved through 
observation data. Although it is mainly data-driven and does 
not require a probability distribution, its computational 
complexity is relatively high. If the one-dimensional random 

variable is the probability density function x  of ( )f x  can 

be represented by Eq. (1). 

   
0

( ) lim
2

  


h

F x h F x h
f x

h
      (1) 

In Eq. (1), x  represents a one-dimensional random 

variable, h  is the bandwidth width parameter,  F x  is the 

probability distribution function, and the definition of  F x  

can be seen in Eq. (2). 

  ( ) F x P X x        (2) 

Frequency estimation probability can be applied to the 
dataset. If a one-dimensional random variable has n  samples 

 1 2 3, , ,...., nx x x x , its probability distribution function  F̂ x  

can also be expressed as Eq. (3). 

 ˆ 
k

F x
n

         (3) 

In Eq. (3), k represents the number of samples smaller 

than x , and the number of samples is set as m , thus 
obtaining the estimated equation for the probability density 

function  f̂ x  as shown in Eq. (4). 

 ˆ
2


m

f x
nh

        (4) 

If a uniformly distributed function is defined as ( )K x , the 

estimation of the probability density function can also be 
called a kernel function, which can be represented by Eq. (5). 

 
1

1ˆ ( )



 

n
i

i

x x
f x K

nh h
       (5) 

Multidimensional kernel density estimation can be 
obtained through univariate kernel density estimation. If a 
p -dimensional continuous random variable x  is set, its 

multidimensional kernel density estimation equation can be 
represented by Eq. (6). 

 
1/2

1/2

1

1ˆ ( ( ))
0 

  
n

i

f x K H x xi
n H

     (6) 

Among them, K  is a multidimensional kernel function, 
and H  is a symmetric bandwidth matrix. Analysis Eq. (6) 
shows that the influencing factors of kernel density estimation 
are mainly determined by the selection of kernel function K  

and the size of bandwidth width h . When the cloud receives 

data information, it needs to first enhance the data before 
completing data feature extraction and fusion. The process 
flow of the data collection and analysis module can be seen in 
Fig. 3. 
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Fig. 3. Data collection and analysis module process. 

The extracted and fused feature information will be used 
for known attack detection. If the detection result is abnormal 
traffic, further determination of the specific type of abnormal 
attack is required. If it is detected as normal traffic, further 
unknown attack detection will be carried out to prevent the 
IoT from being attacked by unknown traffic. The encoder is 
mainly composed of an input layer and a fully connected layer. 
Set the n  dimensional feature vector received by the system 
as x , compress x  to obtain a low dimensional latent space 
z  of m  dimension, set the neural network parameters of the 

encoder as f, and the compression function as ()h , then the 

encoder can be expressed as Eq. (7). 

 ,z h x         (7) 

The decoder consists of a fully connected layer and an 
output layer. Nonlinear computation can be used to reconstruct 
the low dimensional representation of m  dimensional latent 

space as z  into n  as the eigenvector x . If the x̂  neural 

network parameters of the decoder are set to   and the 

reconstruction function is set to ()g , the decoder can be 

expressed as Eq. (8). 

ˆ ( , )x g z         (8) 

The autoencoder compresses the input by using the 
encoder to obtain a low dimensional latent space, which 
preserves the effective features of the input data and enables 
the decoder to complete the reconstruction process of the 
original input data. The optimization objective can be 
represented by Eq. (9). 

,

1

ˆ, arg min ( , )  


 
n

i i

i

L x x       (9) 

In Eq. (9), ix  is the original feature vector input to the 

autoencoder, and ˆ
ix  is the reconstructed feature vector 

output by the autoencoder. The function for measuring vector 

differences is set as ()L , which can generally be measured 

using the mean square loss function. The loss function can be 
expressed as Eq. (10). 

1

ˆ( , )



n

i i

i

s L x x        (10) 

The compression network is represented by z , and the 
reconstruction loss of the input layer u  and output layer v  
can be used as a low dimensional representation of the input 
features, as expressed in Eq. (11). 

 

 

_ ,cos _

,

 




u educlidean loss ine loss

v z u
     (11) 

When extracting traffic features, the extraction process can 
be completed through time and space. Temporal feature 
extraction mainly targets multiple traffic data, while spatial 
feature extraction targets individual traffic data, and there are 
significant differences between these two extraction methods 
[19]. A feature fusion encoder is proposed by studying the 
fusion extraction method of temporal and spatial features. It is 
mainly divided into bidirectional attention temporal encoder 
and asymmetric multi-scale spatial encoder. The former is 
mainly responsible for extracting temporal features from 
spatial features, while the latter is responsible for extracting 
spatial features from raw traffic data. Through two different 
extraction methods, different dimensional fusion effects are 
achieved. The structure of the feature fusion encoder can be 
seen in Fig. 4. 
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Fig. 4. Structure of fusion encoder. 

B. Analysis and Detection of Malicious Traffic in the IoT 

For malicious traffic anomaly detection, the balance 
between the number of normal and abnormal data in the 
dataset cannot be achieved, so its performance cannot be 
measured solely by accuracy. Accuracy and recall are two 
important measurement indicators [20]. If the accuracy is set 
to Acc , its calculation can be represented by Eq. (12). 




  

TP TN
Acc

FN TN FP TP
       (12) 

In Eq. (7), TP  represents the number of normal traffic 

samples detected by the detection model as normal, and TN  

represents the number of abnormal traffic samples detected by 
the model as abnormal. FN  indicates the total number of 

samples is represented by the number of normal abnormal 
traffic samples detected by the detection model, and FP  

represents the number of normal samples detected as abnormal. 
The sum of these four types of samples is the total number of 
samples. If the accuracy of the detection is Pre , the 

calculation equation is shown in Eq. (13). 

Pr 


TP
e

TP FP
        (13) 

The recall rate represents the proportion of correct 
predictions in the normal records of the predictive model. If 

Rec  is used to represent the recall rate, its expression is 

shown in Eq. (14). 

Re 


TP
c

FN TP
        (14) 

The relationship between accuracy and recall is quite 
conflicting. If the accuracy is increased by raising the 
threshold during detection, the recall rate will decrease. 
Therefore, when evaluating the performance of detection 
models, it is necessary to comprehensively evaluate the 

accuracy and recall rates for a more accurate assessment. If 

F  represents the weighted harmonic of precision and recall, 

its expression can be seen in Eq. (15). 

2

(1 )(Pr *Re )

( *Pr ) Re










e c
F

e c
      (15) 

In Eq. (15), in general, the value of   is 1. After 

determining the evaluation criteria for detection performance, 
the interaction design between the traffic detection system and 
external modules is first completed. When the traffic detection 
system is attacked, the corresponding attack behavior can be 
detected, and the message can be transmitted to other 
functional modules through alarm information [21]. The 
architecture of Dbus is client service, which is a simple and 
fast communication method that supports point-to-point 
communication and can send messages to specific processes in 
a directed manner. Research has chosen Dbus as the 
mechanism for message notification to facilitate information 
exchange between the detection system and the external 
environment. The relationship between the system and 
external modules can be seen in Fig. 5. 

After receiving relevant information, the local processing 
module completes the processing of information data, alarms 
and related records. When data information is received from 
the data acquisition module and the data analysis module, 
appropriate numerical and normalization processing of the 
feature data is required. The preprocessed information is sent 
to the cloud processing module, and after analysis and 
recognition by the cloud processing module, it is sent back to 
the local processing module [22]. The local processing module 
completes the parsing and judgment. If it is judged as normal 
traffic, it waits for the next traffic information from the data 
collection and analysis module. If it is judged as malicious 
attack traffic, a security alarm will be triggered and the traffic 
event will be sent to the corresponding module for recording. 
The process flow of the local processing module can be seen 
in Fig. 6. 
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The cloud network traffic detection module is mainly 
responsible for analyzing and judging traffic information. The 
traffic detection system can be divided into three parts: data 
collection and analysis, local processing, and cloud network 
traffic detection. The data collection and analysis module is 
mainly responsible for parsing traffic packets, attacking and 
updating traffic messages, and extracting and sending traffic 
characteristics. The collection and parsing of data packets is 

the process of parsing the data packets captured by the 
gateway and generating the specified data format. The 
statistics and updates of traffic messages involve updating 
traffic information. The process of generating traffic 
information features mainly involves transforming the parsed 
traffic into features such as address, number of packets, 
duration, port number, etc. 
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Fig. 5. Relationship between system and external modules. 
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Fig. 6. Flow chart of data local processing module. 

IV. RESULTS 

A. Performance Testing of Traffic Monitoring Algorithms 

To verify the consistency between the original traffic 
information and the generated traffic information features 
based on feature fusion detection, the experiment analyzed the 
fitting situation before and after balancing from two aspects: 
actual forwarded data packets and packet length. The feature 
probability density distribution of the dataset was shown in 
Fig. 7. 

In Fig. 7, the horizontal axis represented features, while 
the vertical axis represented the corresponding probability 
density. From Fig. 7(a), when the actual number of forwarded 
packets was less than 10, the probability density values of 

both the original data traffic and the preprocessed data traffic 
fluctuated between 0 and 0.4. When the number of forwarded 
packets was 2 and 5, the corresponding probability density 
could reach its maximum value. The probability densities of 
the original data traffic were 0.31 and 0.32, respectively, and 
the probability densities of the preprocessed generated data 
traffic were 0.38 and 0.35, respectively. In Fig. 7(b), when the 
probability density of the original data flow reached its 
maximum value of 0.45, the probability density of the 
generated data flow also reached its maximum value of 0.35. 
By observing the traffic feature distribution of the original 
data and the generated data, the feature distribution of the 
dataset was basically consistent before and after balancing. 
The data preprocessing method used in the study could ensure 
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that the data features remained consistent before and after 
processing. The experiment referred to the single class support 
vector machine detection algorithm, autoencoder detection 
algorithm, and isolated forest detection algorithm as detection 
algorithms 1-3, respectively. The feature fusion detection 
algorithm proposed in the study was trained on traffic data on 
both IoTID20 and XIoTID datasets. The IoTID20 dataset was 
based on smart home environments and mainly collected data 
from terminal IoT devices corresponding to smart speakers, 
smartphones, and smart cameras. In simulated attack scenarios, 
smart speakers and smart cameras were targeted. This dataset 
contained 83 rich features, with over 70% of the features 
scoring over 0.5, which could improve the classification 
ability of detection algorithms and techniques and reduce 
training time. The XIoTID dataset contained 19 categories, 
with the majority accounting for 55.24% and the minority 
accounting for over 0.01%, respectively. From this, the 
comparison of training effects of different algorithms can be 
obtained as shown in Fig. 8. 

On the IoTID20 dataset in Fig. 8(a), as the number of 
iterations increases, the accuracy of the four detection 
algorithms gradually improved and eventually stabilized. The 
feature fusion detection algorithm proposed in the study 
showed an increase in accuracy from the initial 77% to 98.3% 
after the 40th iteration. At this point, the accuracy of the 
compared detection algorithms 1, 2, and 3 was 95.7%, 94.2%, 
and 88.2%, respectively. After increasing the number of 
iterations to 50, the accuracy of the four algorithms remained 
basically unchanged. On the XIoTID dataset in Fig. 8(b), the 
accuracy of the four algorithms reached stability after the 45th 
iteration. At the 60th iteration, the accuracy of the feature 
fusion algorithm was the highest, at 84.2%. At this time, the 
accuracy of detection algorithms 1-3 were 79.5%, 76.8%, and 

82.6%, respectively. The aforementioned outcomes may be 
attributed to the proposed spatial and temporal feature fusion 
methodology, which enabled the comprehensive integration of 
the original feature map and the deep feature map, and 
facilitates a thorough examination of the interrelationship 
between historical data from both temporal and spatial 
perspectives. This approach enhanced the informativity of the 
extracted feature data and markedly improved the detection 
performance. To conduct a more accurate analysis of the 
detection performance of feature fusion algorithms, the deep 
autoencoder algorithm was added to the existing comparison 
algorithms as comparison Algorithm 4 in the experiment. The 
accuracy, precision, recall, and F1 of each algorithm were 
recorded and analyzed. The comparison results could be seen 
in Fig. 9. 

From Fig. 9, the comprehensive performance of the fusion 
algorithm was superior to the other four algorithms. On the 
KDD99-CUP dataset in Fig. 9(a), the F1 of the feature fusion 
algorithm could reach 93.16%, while the F1 of algorithms 1-4 
were 81.36%, 67.89%, 90.56%, and 92.24%, respectively. On 
the MTA-KDD dataset in Fig. 9(b), the accuracy of the fusion 
algorithm was 92.91%, the recall rate was 88.12%, and the F1 
was 91.54%, still higher than other algorithms. In Fig. 9(c), 
Algorithm 2 had the lowest F1 on the N-BaIoT dataset, at 
65.02%, while the feature fusion algorithm had the highest F1, 
at 98.21%. On the MedBIoT dataset in Fig. 9(d), the recall rate 
of the feature fusion algorithm was 95.08%, and the F1 was 
97.33%, which was the highest among the five algorithms. 
The above results were due to the tendency of the research 
method to lead to precise resolution of feature roots in 
low-dimensional feature spaces, thereby optimizing the fitting 
effect of the data distribution. 
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Fig. 7. Distribution of feature probability density in the dataset. 
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Fig. 8. Comparison of training effects of different algorithms. 
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Fig. 9. Performance comparison of various algorithms. 
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B. IoT Malicious Traffic Detection Experiment 

In the experiment on accuracy and model training time, the 
training steps were set to 600, and the automatic encoding 
detection model and single classification detection model were 
selected as controls. The comparison of accuracy and training 
time of the three models can be seen in Fig. 10. 

In Fig. 10(a), when the training steps of the three models 
were less than 60, the difference in accuracy among the three 
models was small, and the accuracy of the feature fusion 
detection model was also below 0.8. As the number of training 
steps gradually increased, the accuracy of the three models 
begun to show significant differences. The detection accuracy 
of the feature fusion detection model proposed in the study 
was significantly higher than that of the other two models. 
When the training steps were 500, the accuracy of the feature 

fusion model reached 0.98, while at this time, the accuracy of 
the automatic encoding detection model and the single 
classification detection model were 0.91 and 0.84, respectively. 
In Fig. 10(b), there was not much difference in training time 
among the three models. The training time of the feature 
fusion detection model was slightly shorter than the other two 
detection models. After calculation, it was known that the 
average training time of the feature fusion detection model 
was reduced by 14.3% compared to the automatic encoding 
detection model and 17.43% compared to the single 
classification detection model. To verify the detection time of 
the model in the face of traffic attacks, the control model 
remained unchanged and the traffic quantity was divided into 
small-scale and large-scale tests. The comparison of traffic 
detection time for the three models was shown in Fig. 11. 
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Fig. 10. Comparison of accuracy and training time. 
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Fig. 11. Comparison of traffic detection time for various models. 

In Fig. 11(a), when the number of attack traffic was small, 
the average detection time of the feature fusion detection 
model was relatively stable, and slowly increased with the 
increase of attack traffic. During the process of increasing the 
number of attack traffic from 10 to 60, the average detection 
time fluctuated between 2ms and 2.3ms. The growth rate of 
autoencoder detection models was relatively large, with the 
average detection time increasing from the initial 2.1ms to 
7.8ms as the number of attack traffic increases. In Fig. 11(b), 
as the number of attack traffic increased significantly, the 

average detection time of the three detection models also 
increased significantly. When the number of attack traffic was 
500, the average detection time of the feature fusion detection 
model was 12ms. When the number of attack traffic increased 
to 3000, the average detection time also increased to 23ms. At 
this time, the average detection time of the automatic encoding 
detection model and the single classification detection model 
were 43ms and 37ms, respectively. The malicious traffic 
detection time of the feature fusion detection model was 
shorter and the detection efficiency was higher than the other 
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two types of detection models. To further verify the detection 
performance of the feature fusion detection model, 400 
samples were selected for the experiment. 40% of the samples 
were used as the test model, and 60% of the samples were 
used as the training model. The analysis and recognition 
results of the fusion detection model on traffic types were 
shown in Fig. 12. 
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Fig. 12. Analysis and identification results of traffic types by fusion detection 

model. 

In Fig. 12, the probability of correctly identifying the 
traffic samples used as training models was relatively high. 
Calculations showed that the accuracy of identifying 
malicious traffic on the training set was 96.89%. On the test 
set, 182 traffic samples were accurately identified, including 
139 correctly identified malicious traffic and 43 correctly 
identified normal traffic, with recognition accuracy of 98.73% 
and 97.65%, respectively. Experimental results showed that 
both the training set for identifying attack traffic types and the 
test set for analyzing and judging traffic sample types had 
excellent performance, with high recognition rates and 
accuracy for traffic. It also proved that the detection algorithm 
that integrated temporal and spatial features could efficiently 
and reliably extract and judge traffic data features, with strong 
stability in detection and recognition. 

To scientifically validate the performance of research 
methods, the latest malicious traffic detection algorithms were 
introduced for comparative experiments, namely 
convolutional neural networks and bidirectional gated space 
recurrent units (CNN-BiGSRU) based on convolutional neural 
networks and bidirectional gated space recurrent units, 
improved k-nearest neighbor based on cost sensitivity 
(IKN-CS) based on cost sensitivity, stacking and multi feature 
fusion (SMFF) based on multiple feature fusion, and a hybrid 
model based on deep learning algorithms and tabu search 
(DLTS). From this, the performance comparison of different 
malicious traffic detection algorithms can be obtained, as 
shown in Table I. 

According to Table I, the research method had the best F1 
score, accuracy, precision, and recall results, which were 
99.2%, 99.5%, 99.6%, and 99.7%, respectively. In addition, 
the latest mainstream malicious traffic detection algorithms 
performed well, with all indicators exceeding 95%. The 
performance of the SMFF method was the worst, which may 
be due to the fact that the dataset used for testing contained 
normal and malicious traffic that were not of the same 
magnitude. However, this method was more suitable for 
detecting normal and malicious traffic of the same order of 
magnitude, but in practical application scenarios, normal and 

abnormal traffic were usually unbalanced. In summary, 
compared with mainstream methods, the research method still 
maintained excellent detection performance. 

TABLE I. PERFORMANCE COMPARISON OF DIFFERENT MALICIOUS 

TRAFFIC DETECTION ALGORITHMS 

Algorithm 
F1 

value/% 
Accuracy/% Precision/% Recall/% 

Feature fusion 

algorithm 
99.2 99.5 99.6 99.7 

DLTS 98.3 98.3 97.2 98.1 

CNN-BiGSRU 97.9 98.1 98.4 97.6 

IKN-CS 96.6 97.5 96.7 96.4 

SMFF 95.8 96.4 96.3 95.7 

V. DISCUSSION 

To solve the problem of massive IoT data being vulnerable 
to attacks, an optimized malicious traffic detection algorithm 
is studied and designed, which integrates temporal and spatial 
features and enhances algorithm performance through mixed 
sampling and variational autoencoder data. 

Tests on the IoTID20 dataset revealed that the accuracy of 
all four detection algorithms increased with the number of 
iterations and eventually stabilized. After the 40th iteration, 
the accuracy of the research algorithm increased from the 
initial 77% to 98.3%. The accuracy results of the XIoTID 
dataset were as follows, and the research method achieved the 
highest accuracy of 84.2% at the 60th iteration. Tang D et al. 
proposed a low-frequency DDOS attack detection algorithm 
based on multifeature fusion and sperm donation neural 
network, which could accurately detect DDOS attacks similar 
to normal traffic. The research results showed that fusing 
various network features into a feature map to represent the 
state of the network could effectively help improve the 
performance of the detection algorithm [23]. The above 
findings were consistent with this study due to the fact that the 
feature fusion algorithm integrally considered the correlation 
of the historical data before and after, which enriched the 
information content of the extracted feature data. 

Compared with the current state-of-the-art malicious 
traffic detection methods, the results showed that the research 
method had the best F1 score, accuracy, precision, and recall 
rate, corresponding to 99.2%, 99.5%, 99.6%, and 99.7%, 
respectively. In addition, the latest mainstream malicious 
traffic detection algorithms perform well, with all indicators 
exceeding 95%. Liu Z et al. proposed a Bayesian 
meta-learning technique for the detection of encrypted 
malicious traffic to solve the problem of small sample size. 
The experimental results showed that when the sample size of 
malicious traffic was reduced to 100, the detection accuracy of 
the research model was 96.35% [24]. The study demonstrated 
that the accuracy of 98.3% can be achieved even with a 
limited sample size through the incorporation of a data 
augmentation processing method based on mixed sampling 
and variational autoencoder. This approach could effectively 
enhance the accuracy of research methods. 

In summary, the research method can effectively improve 
the security level of IoT access devices, and ensure the 
security of information data processing and protection. 
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VI. CONCLUSION 

To improve the detection capability of traffic detection 
systems for malicious traffic and achieve real-time security 
checks on IoT devices to achieve system security protection, 
an optimized malicious traffic detection algorithm was 
proposed. This research analyzed and identified traffic data by 
integrating temporal and spatial features, and used hybrid 
sampling and variational autoencoders to improve algorithm 
performance. As a result, in both the KDD99-CUP dataset and 
the XIoTID dataset, the performance of the proposed feature 
fusion algorithm was the highest, with an F-value of 93.16% 
in the former dataset and the highest accuracy of 84.2% in the 
latter dataset. Compared with the latest algorithms, the 
research method had the best F1, accuracy, precision, and 
recall results, which were 99.2%, 99.5%, 99.6%, and 99.7%, 
respectively. It also performed well against the latest 
mainstream malicious traffic detection algorithms, with all 
metrics exceeding 95%. Experimental results showed that the 
detection accuracy and efficiency of the IoT malicious traffic 
detection model based on feature fusion are high. However, 
the study only analyzed and identified normal and abnormal 
traffic, without conducting more in-depth identification and 
classification of abnormal traffic. Future research will further 
analyze the identified abnormal traffic to distinguish the types 
of unknown traffic attacks and achieve more favorable 
warning effects. 
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Abstract—The existing gesture-based operating systems can 

only simply operate a single piece of software or a specific 

system, and are not compatible with other applications of 

mainstream operating systems. In this paper, based on the 

MediaPipe gesture recognition framework, we design 

HandMouse, a virtual mouse system that operates using hand 

gestures. It has the following characteristics: 1. The user does not 

have contact with the computer hardware when using the 

system; 2. It requires only one hand to operate, and the design of 

the gesture considers the ergonomics of the hand; 3. It has most 

of the functions commonly used in a physical mouse; 4. It can 

locate the operating area with relative precision. We invited 27 

participants to use and evaluate the virtual mouse and then 

conducted an experiment to compare the performance of the 

virtual mouse with the physical mouse. The results show that this 

virtual mouse has a good learning effect and is a great alternative 

to the physical mouse in public places. The demonstrated 

operation video is available on 

https://github.com/wanzhuxie/HandMouse-IJACSA. 

Keywords—Virtual mouse; ergonomics; gesture; MediaPipe 

I. INTRODUCTION 

Gesture recognition has been the subject of research for 
several decades. As early as 1997, paper [1] has provided a 
comprehensive summary of the accumulated technology of 
gesture recognition at that time, and it has experienced rapid 
development over the past 20 years. There are approximately 
four research directions for gesture recognition. The first 
direction involves the use of physical sensors to transmit 
information. For example, papers [2, 3] described sensor 
gloves with gesture recognition capabilities, while the system 
proposed in paper [4] processes finger pressure signals, and a 
virtual keyboard was designed in paper [5]. The second 
direction involves the use of cameras to extract finger 
information. Although physical sensors are not in direct contact 
with the computer, the recognition process requires the 
assistance of gloves of different colours to help the computer 
identify gestures, as described in papers [6, 7]. The third 
direction focuses on processing images without external 
elements to assist the computer. Advanced algorithms are used 
to extract hand images from gestures and infer their meaning, 
as demonstrated in papers [8-10]. The fourth direction involves 
inferring the coordinates of the key points of the hand and 
leaving the recognition of gestures to the specific gesture 

designers. This allows designers to consider more details and 
design a wider range of gestures. Deep learning techniques are 
commonly used for this purpose, for example, in 2016, paper 
[11] presented a gesture recognition system based on recursive 
3D convolutional neural networks, achieving an accuracy of 
83.8%. In 2017, a paper [12] trained a hand recognition model 
using 18,000 stereo hand images and the 3D key points in each 
image in different scenes, demonstrating a good tracking 
performance. In 2019, Google Artificial Intelligence 
Laboratory released an open-source gesture recognition 
framework called MediaPipe Hands [13], which continues to 
be maintained. MediaPipe Hands was trained using 300 million 
real-life hand gesture images with the corresponding 3D key 
point coordinates of the hand, achieving an overall recognition 
accuracy of 95.7%. 

Thanks to the increasing efficiency and accuracy of gesture 
recognition technology, it has a wide range of applications in 
areas such as sign language recognition, remote-controlled 
robots, and human-computer interaction (HCI) [14-16]. 
Compared with the traditional mouse click or touch screen 
operation, it is more popular to add gesture operation into 
human-computer interaction system [17]. Gesture operation 
has significant appeal to customers due to its novelty, and the 
potential purchasing power of customers may be stimulated by 
the exploration or trial of gesture control. Gesture operation 
enables humans to have no physical contact with the machine, 
allowing users to be at a greater distance from the device, 
which enables a better layout planning for venue managers, 
prevents accidental damage caused by customers touching the 
device, and prevents the spread of diseases caused by touching. 
In paper [18], preliminary research on gesture output of 
Chinese was conducted. In paper [19], a gesture-based image 
viewer software was designed and applied to touchless 
operations in surgical room scenarios. The study in [20] 
proposed a gesture recognition method for controlling in-car 
devices. Furthermore, gesture recognition has been applied in 
gaming interactions as discussed in papers [21, 22], and an 
interesting study conducted in paper [23] explored the use of 
gestures for simple coding purposes. 

Since the gesture commands have been used to realize the 
simple control of specific software, can they be further 
developed by using gestures to realise the functions of the 
physical mouse, such as the commonly used left-clicking, left-
double-clicking, right-clicking, etc.? The answer is yes. At 
present, the gesture-based system can realize all or some of the *Corresponding author 
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functions of the physical mouse and allow the operator to have 
no direct contact with the machine hardware, for what we can 
call it a virtual mouse. The virtual mouse has been the subject 
of extensive research by many researchers over the last decade. 
Although the result presented in paper [24] focused on the 
virtual keyboard input, its techniques are still relevant to the 
virtual mouse and serve as a valuable reference. Paper [25] 
employed a two-layered Bayesian network technique for 
gesture recognition and designed a virtual mouse system. Paper 
[26] designed a gesture-based virtual controller for 
manipulating 3D objects, taking into account the 3D data of 
finger movements. In paper [27], used convolutional neural 
network technology to recognise finger and fist gestures, and 
then developed a simple virtual mouse control system. 

However, current gesture operations are specific to 
particular systems or software, where each gesture represents a 
specific command for a particular software. Unlike a physical 
mouse, these gestures are tailored to specific software and lack 
universality. 

Based on existing gesture recognition technology, 
combined with the physiological structure of the human hand, 
this paper designs a set of simple and easy-to-use mouse 
operation gestures. On this theoretical basis, this paper presents 
an absolutely contactless, entirely gesture recognition-based 
virtual mouse system. The virtual mouse is independent of the 
software that is being operated and has a high degree of 
versatility. With relatively comprehensive functions, the virtual 
mouse is like a physical mouse, and most of the functions that 
can be achieved with a physical mouse can also be achieved 
with the virtual mouse. The general flow of the system is 
shown in Fig. 1, where the video frame image is captured by 
the camera, and the key points of the hand are detected by 
MediaPipe. The gesture recognition module analyses the 
coordinates of the key points and identifies the current gesture. 
When a pre-defined gesture is made, the mouse operation 
module immediately releases the mouse signals to operate any 
software. 

 

Fig. 1. The system architecture of the virtual mouse system. 

II. FOUNDATIONS 

A. Key Points of a Hand 

There are many ways to recognize various gestures, such as 
feature matching, extraction of hand key points, and so on. 
Feature matching can only recognize the pre-defined hand 
postures, while key points extraction supports all kinds of hand 
posture, which has stronger speculation ability. As shown in 
Fig. 2, the 21 key points can basically describe the gesture 
information of a hand, and the recognition of gesture can be 
transformed into the analysis of the key points and further into 
the conversion of abstract image information into specific 
mathematical information. In this paper, Pn is used to represent 

the key points at a specific position, where  0,20n , and the 

sequence number of the starting key point is 0.  
Fig. 2. Key points of a hand. 
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B. MediaPipe 

MediaPipe is a cross-platform machine learning framework 
[28] that includes a number of sub-frameworks such as gesture 
recognition, face recognition, whole-body posture recognition, 
3D object coordinate inference and so on. It has been widely 
used in many areas of life and industry. Papers [29-31] apply 
MediaPipe to home sports equipment, gesture language 
expression system, and human posture simulator. With the 
assistance of MediaPipe, papers [32, 33] developed the 
measurement system for some human rehabilitation 
movements and the abnormal gesture detection system for 
patients with the nerve injury. Paper in [34] developed a human 
emotion detection system using MediaPipe. 

MediaPipe Hands is one of the frameworks of MediaPipe, 
which supports five fingers and gesture tracking, and can infer 
21 stereo nodes of one hand from a frame image. Even if the 
palm is partially displayed or the hands are self-occluded, it 
can achieve high robustness, high performance, and low time 
consumption, so it has been applied in a variety of fields. Paper 
[35] designed a sign language expression system for Japanese; 
paper [36] captured the motion trajectory of fingers by 
analyzing the 3D coordinates of the key points of hand, and 
then designed an air-writing system; paper [37] used 
MediaPipe to identify the driver's hand information in a driver 
distraction warning system. 

The system described in this paper also uses MediaPipe 
Hands to extract the coordinate information from the 21 key 
points of the hand. It reads each frame image captured by the 
camera and provides three coordinate values of the key points. 
Since the image can be scaled to meet the needs of image 
analysis, information transmission, image display and so on, 
when it is processed, the original coordinate values of the key 
points are normalised values, i.e. each coordinate value is a 
proportional value relative to the image size. The normalized 
datum of the X and Z coordinate value is the width of the 
image, and the normalized datum of Y coordinate value is the 
height of the image. Therefore, before using the coordinate 
value of key points, it is necessary to calculate the pixel 
coordinates of key points according to the frame image size 
obtained by the camera. 

Although the performance of the MediaPipe Hands was 
excellent, there is a drop in recognition accuracy when the 
background colour is similar to the hand colour, or when the 
overall lighting is poor. The user may also make errors. The 
system therefore optimises the recognition reliability of 
MediaPipe. When recognising the current gesture, it is only 
considered to have changed if the camera captures the same 
gesture three times in a row. Otherwise, it is considered a 
single misrecognition by MediaPipe or the user, and the 
recognition result of the previous frame is returned. 

C. Coordinate System 

The default coordinate system of the display screen of the 
system takes the upper left corner as the origin, the horizontal 
right direction along the screen is the positive direction of the 
X axis, and the vertical downward direction along the screen is 

the positive direction of the Y axis. The coordinates (Xmax, 
Ymax) of the bottom right corner of the screen are related to the 
screen resolution. When analyzing gestures, the larger the Y 
coordinate of the hand key point, the lower the position of the 
point. 

III. BASIC DESIGN OF GESTURE OPERATIONS 

A. Design Principles 

First of all, we give three design principles: 

1) Single-handed operating. Although two-handed 

operation can express more information, as in the application 

scenarios in [38-40], it also increases the demands on the 

operator. Compared with single-handed operation, it has two 

disadvantages. Firstly, the operator has to raise both hands at 

the same time to make gestures during the operation and may 

feel tired after a short time. Secondly, when two hands are 

operating together, they may be required to make different 

gestures, so the error rate of two-handed operation may be 

higher than that of single-handed operation or the operation of 

two hands making the same gesture. 

2) Simple gestures considering. Due to the physiological 

structure of the hand, most people can't stretch out their ring 

finger alone as easily as their index finger. They need to work 

with other adjacent fingers to make gestures quickly and 

accurately. Therefore, the system does not use the ring finger 

alone as an indication signal, which reduces the probability of 

error gestures. 

3) Multiple postures of hand supporting. In the process of 

specific operation, many scholars have studied the palms 

parallel to the display screen as a condition for gesture 

recognition [8, 25, 39, 41]. Meeting this condition can indeed 

improve the accuracy of detection, but it is not a small 

challenge to the user's physical strength and patience. In fact, 

if the palm plane is kept parallel to the screen all the time, the 

user's arm and wrist will feel tired in a short time and will not 

be able to perform gesture operations, which will reduce the 

user's use experience and may also cause the user's resistance. 

What can be determined is that people would prefer the 

system to be compatible with multiple postures of the same 

gesture, so that different postures can be changed during a 

long period of operation to alleviate the fatigue caused by 

gesture operation. Therefore, the system supports any angle 

between the palm plane and the screen plane, and users can 

make gesture signals according to their customary posture. All 

postures shown in Fig. 3 indicate that only the index finger is 

extended. It should be noted that, for ease of expression and 

understanding, all the gesture images in this paper are 

generated from the perspective of the operator. The gesture 

image captured by the camera should be the image observed in 

the opposite direction. However, this does not affect the 

design of the algorithm. As mentioned above, the system 

supports multi-position operation. 
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Fig. 3. Multiple gestures express that only the index finger is extended. 

B. Gesture Unit Judgment 

In this paper, the gesture of a single finger is called a 
gesture unit. The gesture unit has two states, the extension and 
closed of the finger. Each gesture signal is a combination of the 
states of each finger. To improve versatility and fault tolerance, 
this system does not consider the angle between fingers, but 
only whether each finger extends. We use five binary numbers 
to represent gestures for the convenience of display. Each 
number represents the extension and closed of the 
corresponding finger, with 1 representing the extension and 0 
representing the closed. The numbers from left to right 
represent the status of the thumb, index finger, middle finger, 
ring finger, and little thumb. For example, [01000] means that 
only the index finger is extended. 

For the other four fingers except the thumb, the extended 
condition is that the fingertip’s key point is above its 
corresponding three other key points as shown in Fig. 2, as 

   i jY P Y P
    (1) 

where,  8,12,16,20i is the key point indexes of the 

fingertip and [ 3, )j i i   is one of three other key points 

indexes.  

This determination method is suitable for the scenario 
where multiple fine-tuned gestures are used to express the 
same signal, reducing the fatigue caused by the user making 
the same gesture for a long time. 

For the thumb, the relationship between the thumb and the 
other four fingers is determined first, and then its extension and 
closed are determined based on the coordinate relationship 
between the thumb tip key point and the other key points of the 

thumb. If    172X P X P , we define the handedness to be the 

right, and if    3 4X P X P , then the thumb is closed, 

otherwise it is extended. Similarly, if    172X P X P , we 

define the handedness to be the left, and if    3 4X P X P , 

then the thumb is closed, otherwise it is extended. 

C. Gesture Operation Area 

Mouse movement is the most common operation, and in 
terms of the difficulty of making gestures, it is easier to extend 
the index finger alone. In addition, using the index finger to 
guide the mouse pointer is also in line with the public's 
understanding of the habit. Therefore, this system uses the 
extension of the index finger as the signal to set the mouse 

position, and the mouse pointer moves with the movement of 
the tip of the index finger. 

 
Fig. 4. The correspondence between the screen area and image area. 

As shown in Fig. 4, S indicates the display screen area, So 
indicates the active area of the index fingertip on the screen S, 
which should be significantly smaller than S, otherwise it will 
cause two problems. Firstly, the components at the bottom of 
the screen cannot be operated because when the index fingertip 
is at the bottom of the screen, the hand is outside the screen 
area, and the recognition rate of a hand is very low, or even 
impossible. Similarly, when using the right hand, the 
components on the right side of the screen cannot be 
manipulated, and when using the left hand, the components on 
the left side of the screen also cannot be manipulated. 
Secondly, if the active area of the index fingertip is larger, the 
active area of the human hand will also be larger, and the range 
of activity of the arm will increase, which not only tires the 
arm, but also takes time to position the pointer. In fact, when 
the physical mouse is positioned, it will move much less than 
its pointer. Therefore, the size of So should be consistent with 
the motion range of the index fingertip when only the wrist is 
active. It is therefore necessary to map the fingertip coordinates 
in So to S in order to set the pointer coordinates. 

In fact, there is another intermediate area between So and S, 
which is the corresponding area Io in the image of So on the 
screen, as shown in Fig. 4, where I is the area of the image 
captured by the camera. It should be noted that the height-
width ratio of the image may not be the same as that of the 
screen. The coordinates of each key point of the hand are 
captured from the image, so the operation area in the image 
should be considered initially. But when the system is working, 
it is not necessary to display the image area, shown at the top 
right of Fig. 5, on the screen. The operator is not obliged to 
calculate the mapping relationship between the image and the 
screen, but only needs to customize the operation area on the 
screen. Depending on the size of the image, the system first 
maps the user-defined operation area So onto the operation 
area Io and then maps Io onto the screen, so that the index 
fingertip can wander around the entire screen and operate on 
target objects at any position. The above mapping process is 
also shown in Fig. 4. 

It needs to consider multiple factors when setting the area 
of So. If the area is too large, the swing range of the user's arm 
needs to increase, which will increase the user's fatigue. If the 
area is too small, because the area is mapped to the entire 
screen area, the slight movement of the fingers in this area may 
produce a large mouse pointer movement effect on the entire 
screen, which will affect the positioning accuracy. By default, 
the system sets the size of So to a quarter of the screen size and 
places it in the centre of the screen. In fact, the size and 
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position of the operation area depend on the relative position of 
people and cameras. In order to adapt to cameras with different 
parameters or different installation positions of cameras with 
the same parameters, the system supports the operators to 
adjust the operation area. 

 
Fig. 5. The real screen area and the image area. 

D. Mouse Position Calculation 

Before performing mouse operations, the operator needs to 
use the tip of their index finger to locate the target position on 

the screen. We use  ,
s

f x y  representing the coordinates of the 

index fingertip on the screen, and then we will derive and 
calculate it. 

If Rio indicates the size of the operation area in the image, 
Ri indicates the size of the image, Rso indicates the size of the 
operation area in the screen, and Rs indicates the size of the 
screen. They have the following corresponding relationship. 

/ /io i so sR R R R
     (2) 

The width and height of each of the four areas satisfy the 
above relationship, i.e., the four dimensions above can 
represent both width and height. 

From the mapping relationship between So and Io we can 

see that any position in So (the image operation area)  ,
io

f x y

and the corresponding position  ,
so

f x y  in Io (the screen 

operation area) have the relationship. 

   , ,io

io so

so

R
f x y f x y

R


         (3) 

From the mapping relationship between Io and S, the 

position of the fingertip in S (the screen)  ,
s

f x y  has the 

following relationship with the corresponding position 

 ,
i

f x y in I (the image). 
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io

R
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  (4) 

Where,  ,
iom

f x y is the upper left corner of Io (the image 

operation area), which can be obtained by the following 
equation. 

     
s s
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Where,  ,
som

f x y is the upper left corner of So (the screen 

operation area). 

From above equations, we can express the relationship 

between  ,
s

f x y and  ,
i

f x y as 
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   (6) 

Where, the screen size Rs is fixed; the image size Ri is 
depends on the camera settings and is also known. The size of 
the screen operation area Rso and its upper left corner 

 ,
iom

f x y are user defined or system default given values, 

which are also known. So  ,
s

f x y varies with the variable

 ,
i

f x y , and the latter can be calculated by the logic of the 

image processing section described above, up to this point we 
obtain an expression for the coordinates of the index fingertip. 

In order to ensure that the value of the index fingertip's 

coordinate  ,
s

f x y does not have a negative value or a value 

that exceeds the screen area, we place a restriction on the final 
mouse pointer coordinate value, and the X-coordinate of the 
mouse pointer satisfies the following equation. 
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Similarly, the Y-coordinate of the mouse pointer satisfies 
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   (8) 

where, s xR is the width in pixels of the screen, s yR is the 

height in pixels of the screen,  , xs
f x y is the theoretical X-

coordinate of the mouse pointer in the screen and  , ys
f x y is 

the theoretical Y-coordinate of the mouse pointer in the screen. 

E. Mouse Sensitivity Design 

Due to the hand inevitable tremor in front of the camera, 
the mouse pointer on the screen often frequently jump caused 
by the small movement of the hand. Hand tremor is 
unavoidable, and we can only minimise the effect caused by it 
[42]. The position can be recorded and compared with the last 
recorded position, and if the difference is within a certain error 
range, it is considered to be an invalid signal caused by hand 
tremor. In fact, this method filters out the effect of hand tremor, 
but it also ignores the signals that occur when the user actually 
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intends to move the mouse to another near position. 
Additionally, when the mouse is moved using gesture signals, 
the movement of the mouse pointer is not smooth, but rather 
jumps in discrete steps, with the step size depending on the 
error value. This may result in a less smooth user experience. 

For mouse pointer positioning, this system detects the 
coordinates of the index fingertip on the screen and calculates a 
weighted value by combining the fingertip coordinates with the 
current mouse pointer position as the new pointer position. 

The specific algorithm is as follows: 

Step 1: Record the last mouse pointer coordinates 

 ,l lP x y . 

Step 2: Detect the coordinates of the index fingertip in real 
time and calculate the weighted result of the fingertip 
coordinates and the last mouse pointer coordinates. 

        , ,,r r l l c l c lx y P x y P a x x b yP y   
   (9) 

where,  ,r rP x y is the weighted coordinates, 
c,cx y  are the 

X and Y coordinates of the current index fingertip point 
respectively, a and b are constants, their range is all (0,1], 
when a = b = 1, it is equivalent to using the current fingertip 
coordinates as the coordinates of the mouse pointer. 

The system correlates the value with the screen resolution, 
i.e. 

s x

s y

Ra

b R


   (10) 

Step 3: The weighted result of the fingertip coordinates and 
the last mouse pointer coordinates may have values that are 
outside the screen area, so the weighted result is constrained 
similarly to the “(8)” and “(9)” to ensure that the mouse pointer 
coordinate values are not outside the screen area. 

IV. GESTURE DESIGN 

A. Signal Categories and States 

The Fig. 6 is the logic flow chart of the system operation, 
the blue rectangle indicates the system state, we define three 
states for the system, respectively, the Ready state, which is the 
first state after the system initialisation, the Pressing state 
during the mouse pressing process, and the Adjusting state 
during the operation area adjustment process. 

The solid rounded rectangle represents the operation 
signals. Considering the mouse operations commonly used in 
the operating system, the operation signals of this system are 
left click, left double click, right click, scroll wheel up, scroll 
wheel down, left button press, and left button release, which 

are seven signals in total. Except for the two operations of 
scroll wheel, the other operations need to accurately locate the 
target area before the operation actions, so we call them 
locating operations, and the two operations of scroll wheel are 
called non-locating operations. In addition to mouse 
operations, the system supports customisation of the operation 
area, including setting its size and position. After initialization, 
if the system detects that only the index finger is extended 
[01000], it enters the Ready state, in which the mouse pointer 
follows the tip of the index finger. 

The dashed rectangular rectangles indicate the indication 
signals, which are used to support the state switching and 
operation signaling. 

The design of the gesture signals is the core of this system. 
For the Locating operations, the first step is to move the mouse 
pointer to the target object. Once the mouse pointer is placed, it 
should be held still while the corresponding gesture signal is 
performed. When making a gesture signal, the index finger 
should be extended as it plays a role in the composition of the 
gesture signal. If the index finger needs to be closed during this 
time, the spatial position of the index finger would change 
from extended to closed, making it difficult for the system to 
recognise the actual purpose of the index finger movement. It 
could be interpreted as a signal for an operation or simply as a 
movement of the mouse pointer. Therefore, the index finger 
should remain extended for positioning operations. 

Indeed, if someone wants to keep the index finger away 
from the next action signal, an intermediate state can be 
introduced before the Locating operation. In this state, the 
mouse pointer no longer moves with the movement of the 
index fingertip, but remains stationary on the target object until 
the next signal action. During this time, the index finger can 
move freely to perform gestures. However, using this approach 
would require at least two actions to simulate one operation of 
the physical mouse, including a state transition action and a 
mouse operation action, which may introduce inconvenience in 
the operation process. Therefore, this system adopts the 
method that the index finger participates in the gesture signal 
composition for the locating operations. 

Furthermore, it should avoid making gestures that may 
cause significant changes in the position of the index fingertip 
for the next operation. For example, extending the ring finger 
may cause an obvious change in the position of the index 
fingertip. As mentioned earlier in the discussion of mouse 
sensitivity, any change in the position of the index fingertip 
will have a larger impact on the screen. Due to this change, the 
mouse pointer may have moved beyond the intended target 
area. In fact, the extension and closing of the thumb have 
minimal impact on the other four fingers. Therefore, the system 
does not utilize an intermediate state but directly uses the 
thumb to send the operation signal. 
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Fig. 6. System flow chart. 

B. Operation Signal Design 

1) Left clicking, pressing and releasing: Precision control 

and user comfort are two essential considerations in gesture 

operations [42, 43]. When designing the signals, the frequency 

of use of each operation is an important consideration. The 

more frequently an operation is used, the simpler the 

corresponding gesture should be. Left-clicking is the most 

frequently used mouse operation, and we use the index finger 

as the corresponding gesture for it, similar to the approach 

used in the references [44, 45]. When users want to left-

clicking on an object, they first extend their index finger 

[01000] and place the mouse pointer over the target area. 

Keep the index finger stationary, the thumb can be extended. 

Then the system will detect the [11000] gesture, which 

represents the execution of a left-clicking. After the click, the 

thumb should immediately close, maintaining the [01000] 

gesture to guide the mouse pointer for the next operation. If 

the thumb remains extended in the target position for more 

than 0.5 seconds, the system performs a pressing operation on 

the target position. 

The Pressing state is a specific state designed for dragging 
files. In the Ready state, if the gesture [11000] is held for 0.5 
seconds, the system switches from the Ready state to the 
Pressing state. Similar to the logic of a physical mouse, the 
pressing action is executed by the system regardless of whether 
there is a target object under the mouse pointer. In the Pressing 
state, the mouse pointer drags the file along with the movement 
of the index finger until the thumb is retracted, at which point 

the system releases the left button and stops dragging, and the 
system immediately return to the Ready state. 

To provide clearer feedback on the current state of the 
system, a semi-transparent coloured halo can be displayed 
around the mouse pointer in the Ready state. Fig. 7 shows the 
effect of the halo on the target position with four different 
background colours. This halo not only serves as an indicator 
but also helps visualize the position of the mouse pointer. 
When the system transitions to the Pressing state, the halo is 
hidden to prompt the user for the current drag operation. This 
is, of course, optional, and unless the scene has a complex 
background, it is recommended not to use a coloured halo as it 
may affect the activity of the pointer. 

 

Fig. 7. The halo effect with different background colours. 

2) Left-double-clicking: The left-double-clicking operation 

is also commonly used. From a conventional standpoint, a 

double-clicking consists of two single-clicks operations, as is 

the case for the physical mouse. However, when sending a 

signal, gesture-operated systems generally have a much larger 

range of motion than the physical mouse. As a result, the time 

required to perform a double-clicking operation is 

significantly longer than that of a physical mouse operation. In 

addition, performing a left-clicking gesture in this system 
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requires the thumb to be extended and closed once 

respectively, which can lead to hand fatigue after multiple 

operations. Therefore, our system uses a combination of the 

index and middle fingers as the gesture signal for the left 

double-click. In this case, the user only needs to extend and 

close the thumb once. When the user wants to make a left 

double-click on a target area, they can extend both the index 

finger and middle finger, and the mouse pointer will still 

follow the movement of the index fingertip. Once the pointer 

is over the target area, extending the thumb completes the 

double-click. This approach is similar to the method described 

in study [45]. 

3) Right-clicking: Similarly, the gesture corresponding to 

the right click is the combination of the index, middle and ring 

fingers. However, due to the physiological structure of the 

human hand, the ring finger has less dexterity than the other 

fingers, so the system accepts that the little finger can also act 

as the ring finger, and the ring finger can of course act on its 

own. Therefore, there are three gestures corresponding to the 

right-clicking, respectively [01110], [01101] and [01111]. 

4) Wheel scrolling and pausing: In most scenarios, 

scrolling operations with the mouse wheel do not require 

precise positioning of the mouse pointer. This system uses the 

gesture [00100] as the signal for scrolling the mouse wheel 

forward, and uses the gesture [10100] for scrolling the mouse 

wheel backward. In the Ready state, any gesture other than 

those mentioned above can temporarily pause the current 

scrolling operation. 

C. Operation Area Adjusting 

As mentioned above, the size and position of the work area 
can be adjusted. In order to still be able to operate with single 
hand, some of the gestures used to adjust the work area will 
inevitably be the same as those used to operate the mouse 
pointor, which is why the Adjusting state is raised. The states 
between Adjusting and others can be switched using the 
[00111] gesture (OK gesture). In order to minimise the risk of 
incorrect operations caused by hand movements or tremors, 
static gestures are used to adjust the operating area instead of 
dragging. In the Adjusting state, users can easily perform 
adjusting gestures without worrying about unintended 
operations. The corresponding gestures for these adjustment 
operations are listed in Fig. 6. 

V. SYSTEM TEST AND DISCUSSION 

We invited participants to test this virtual mouse system to 
measure its performance, learning curve and user acceptance. 
We first determined the unit of measurement of the target area 
for mouse clicks during the test. The size of the target area 
operated by the mouse is determined by the desktop application 
to which the operated object belongs. The smaller the target, 
the longer it takes to locate it with the mouse. Most UI controls 
are sized in pixels, so resizing a UI control requires adjusting 
the pixel values of its width or height accordingly. For mouse 
controls, however, the physical size of the target area is more 
important than its pixel size. For example, at resolutions of 
1920×1080 and 800×600, an 80×80 target area at the former 

resolution is smaller than a 60×60 target area at the latter 
resolution, making it slightly more difficult to focus on using 
the mouse. Therefore, the target size here refers to the actual 
physical length, not the number of pixels. 

A. User Experience Test 

In order to test the learning effect of this virtual mouse 
system and its acceptance by new users, 27 participants were 
invited to take part in an experience and learning evaluation of 
the system. The test was conducted with 2 randomly varying 
items, the target area to be operated by the mouse and the 
specific action for each mouse operation. We randomly placed 
a square target area with sides in the range [30,80] on a 
340×195 monitor screen, and randomly appeared an instruction 
in the square area that required the participant to operate the 
area. We set up only some of the most commonly used left-
clicking, left-double-clicking and right-clicking instructions. 
The user operated on these target areas according to the 
instructions, and the next target area to be operated appeared 
only if the current operation was correct; otherwise the current 
target area was kept waiting for the user's correct operation. 
Each test consisted of 20 mouse operations. The operator first 
performed two tests with the physical mouse to use its average 
time as a comparison with the virtual mouse, then five tests 
were performed with the virtual mouse. 

Based on the temporal data of the 27 participants' tests, we 
plotted the learning curve of the system, as shown in Fig. 8, 
which mainly expresses the mean value of the participants' 
time for each operation as well as its standard deviation. 

 
Fig. 8. The learning curve for the system. The blue curve is the learning 

curve based on the average time taken by the participant to perform the 
actions using HandMouse, and the red line is the referenced time taken to 

perform the actions using a physical mouse. 

The time curves of the five virtual mouse tests for most 
participants did not always show a downward trend, but rather 
significant fluctuations. However, as we can see from Fig. 8, 
the average value of the test time has an overall decreasing 
trend, indicating that it still has a relatively positive learning 
effect. During the testing process, most of the new users would 
gradually understand and master the use of the system, 
although not very skillfully. At the same time, however, we can 
see that the standard deviation of each group's operation is 
relatively large, indicating that there are relatively large 
individual differences among the participants. A small number 
of participants experience a brief period of confusion and 
disorientation. 
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B. Subjective User Evaluation 

After two physical mouse tests and five virtual mouse tests, 
each participant was asked to complete a survey to obtain a 
subjective evaluation of the gesture mouse system from new 
users. The survey questions were divided into two parts, one 
based on the NASA-TLX (NASA Task Load Index, 
https://humansystems.arc.nasa.gov/groups/TLX/) evaluation 
method, which asked questions about the feel of the operation. 
The second part compared the virtual mouse with the physical 

mouse to determine the user's preference between the two and 
the acceptance of the virtual mouse. 

We collected the subjects' feelings from 6 aspects of 
Mental Demand, Physical Demand, Temporal Demand, Effort, 
Frustration Level, and Performance, and each of them has a 
corresponding question. Each item of the NASA-TLX is rated 
with a score of 20 points, and for each question, we counted 
the average of the 27 values that subjects rated, and the results 
are shown in Fig. 9. 

 
Fig. 9. Evaluation results on NASA-TLX. 

The results of the second part of the survey content are 
shown in Table I, where 22 participants indicated that they 
would prefer to use this virtual mouse in an HCI system in a 
public environment, but unfortunately none of them preferred 
to use it in a work environment. Although this system has tried 
its best to perform as well as it can, it still has more mental and 
physical work in using it than a physical mouse. With the need 
for more precise results in the workplace, this virtual mouse 
system really isn't a good choice for new users. However, 
considering its performance, interesting, and technological 
effects, most of the participants gave it a relatively good rating 
as a whole. 

TABLE I.  AVERAGE TIME SPENT ON DIFFERENT OPERATIONS. THE UNIT 

OF ELAPSED TIME IS MILLISECONDS 

Questions Results 

Do you prefer to use a physical mouse or this 

HandMouse during work or study? 

0/27 body selected 

by HandMouse 

Do you prefer to use a physical mouse or this 

HandMouse in public places such as shopping malls 

and museums? 

22/27 bodies 

selected by 

HandMouse 

How reasonable do you think the design of the gesture 
mouse is? (Score [0,20]) 

15.5 / 20 

How satisfied are you with the gesture mouse 

compared to the physical mouse? (Score [0,20]) 
15.4 / 20 

What is your overall score for this gesture mouse? 

(Considering rationality of design, technology, 

interesting, difficulty of operation, etc., Score [0,20]) 

16.8 / 20 

C. Expert Test 

To see how the HandMouse is used by experienced users 
and to explore the limits of its operation, we tested it with 
smaller target areas. We set the side lengths of the test squares 
to [6, 8, 12, 16, 20, 25, 30, 40, 50, 60]. Each square was 
randomly placed on the screen and appeared 20 times in 
succession. We performed 20 left-clicking operations on each 
square area and recorded the time taken to perform each 
operation. We obtained the average test results for different 
target areas, as shown in Table II and Table III. The open 
source code repository also contains the test program and the 
source data. 

As can be seen from Table II and Table III, the efficiency 
of completing a mouse operation is related to the size of the 
target area and has an overall negative correlation. For the 
physical mouse, the maximum value of the time spent is about 
three times the minimum value. The median, mean, and 
average of Q1-Q3 (values in the middle 50%) are also close to 
each other, indicating that the physical mouse has great 
stability when operating on the target area. However, for the 
gesture mouse, when the target area is less than 12mm, the 
maximum value is more than 10 times the minimum value 
because it has one or two obviously large outliers. The overall 
average is significantly larger than the median and average of 
Q1-Q3 for the gesture mouse, and the median or average of 
Q1-Q3 is more representative, but at the same time, the 
instability of the gesture mouse's functionality should not be 
ignored. 
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TABLE II.  TIME TAKEN OF PHYSICAL MOUSE OPERATIONS IN DIFFERENT 

AREAS 

Object 

width 

/ mm 

Time taken / ms 

Max Min Average Median Average of Q1-Q3 

6 1,399 530 1,104 1,092 1,106 

8 2,192 639 1,204 1,103 1,111 

10 1,423 792 1,020 931 951 

12 1,443 712 1,021 1,016 1,017 

16 1,483 633 875 823 814 

20 1,947 583 868 784 776 

25 999 546 717 688 690 

30 2,274 450 838 776 777 

40 971 527 724 702 706 

50 937 454 635 620 617 

60 1,208 430 591 516 519 

TABLE III.  TIME TAKEN OF HANDMOUSE OPERATIONS IN DIFFERENT 

AREAS 

Object 

width 

/ mm 

Time taken / ms 

Max Min Average Median Average of Q1-Q3 

6 35,464 2,690 7,278 3,991 4,114 

8 17,009 1,624 4,884 4,034 4,037 

10 18,390 1,876 5,271 3,952 3,889 

12 18,526 1,799 4,873 2,957 2,964 

16 3,822 1,369 2,412 2,374 2,330 

20 8,997 1,512 3,094 2,465 2,516 

25 6,693 1,203 2,538 2,289 2,345 

30 6,513 1,323 2,391 2,280 2,198 

40 2,803 930 1,838 1,876 1,832 

50 35,464 2,690 7,278 3,991 4,114 

60 17,009 1,624 4,884 4,034 4,037 

When the target area is small, the standard deviation of the 
overall mean is larger for both the physical mouse and the 
gesture mouse, especially for the gesture mouse, and there are 
even 1-2 obvious outliers. There are two main reasons for the 
outliers: firstly, when the target area is small, it is really not 
easy to position the mouse pointer, and at this point the 
disadvantage of the gesture mouse is more obvious. Secondly, 
when the target area appears randomly, the user probably does 
not know where the target area is, and has to spend a certain 
amount of time to locate the target area, and then go to locate 
it. 

The total interaction time with the gesture mouse is almost 
3.2 times that of the physical mouse. The performance of the 
virtual mouse is significantly lower than that of the physical 
mouse. However, these differences may not be as pronounced 
when using the virtual mouse. The above data was obtained 
under the premise of assessing mouse performance, where the 
subject's attention was focused solely on the mouse operations 
and they aimed to perform the corresponding operations as 

quickly as possible to achieve the maximum performance of 
the mouse. In actual use, the mouse is merely a tool for 
performing specific tasks, and the mental effort required for 
these tasks may far outweigh the attention devoted to clicking 
on specific locations. Users often think about the logical steps 
or considerations in moving the mouse to the target position, 
without paying excessive attention specifically to mouse 
operations. However, speculation may not be accurate when 
the target area is smaller than 12-20 mm. In the course of 
testing the virtual mouse, subjects may have noticeable 
difficulty in focusing on the small target area, requiring 
considerable concentration on the target and repeated attempts 
to focus. In such cases, the efficiency of using the virtual 
mouse will be noticeably lower than that of a physical mouse, 
which may cause some anxiety. 

Fortunately, as shown in Table III, the efficiency gap 
between the virtual mouse and the physical mouse decreases as 
the size of the target area increases. When operating on larger 
target areas, it becomes easier to achieve the same ease of use 
as with a physical mouse. Scenarios in which smaller target 
objects are manipulated are typically found in work-related 
environments, where people generally choose to use a physical 
mouse. The virtual gesture mouse is more suitable for HCI 
scenarios such as tourist attractions, shopping mall navigation 
and electronic exhibits in museums. In these cases, the size of 
the target objects should be larger, even up to 200mm, and then 
the efficiency gap between using a virtual mouse and a 
physical mouse or touch screen operation will be smaller. 
Therefore, the actual efficiency of this gesture mouse in 
practical use will be higher than in the test. 

VI. CONCLUSIONS 

Although AI has rapidly developed, gesture-based 
operations, as one of its applications, have not yet permeated 
various aspects of people's daily lives. They are only found in 
specific software or systems, such as intelligent car controls or 
sign language systems, with limited applications. Moreover, a 
universal gesture mouse applicable to all software is even rarer. 
This paper presents a set of gestures designed to replace the 
physical mouse, resulting in a gesture mouse system that 
achieves the basic functionality of a physical mouse. On 
personal computers, it can partially replace the physical mouse, 
but its performance is significantly lower than a physical 
mouse. While in public places with larger displays, it can serve 
as a viable alternative to physical mouse and touch screen 
operations. 

However, the system also has noticeable disadvantages. 
Firstly, the efficiency of operating smaller target areas is 
significantly lower compared to a physical mouse, limiting its 
practical use in work scenarios. Additionally, the system 
currently only supports recognition of a single hand and does 
not consider the allocation of operating privileges in multi-user 
scenarios. For example, in situations where multiple users 
simultaneously give different control commands, the system 
does not know whose instructions to follow. While optimizing 
the former disadvantage may be difficult due to inherent 
human physiological characteristics, as hand tremors on the 
screen might already exceed the size of the target object, 
optimization is not currently prioritized. Nevertheless, there is 
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great potential for optimizing the latter disadvantage. In the 
future work, facial recognition of the operators may be 
implemented to determine the owner of the hand currently in 
control, thereby automatically allocating operating privileges. 

DATA AVAILABILITY STATEMENT 

This work has some supporting materials available on 
https://github.com/wanzhuxie/HandMouse-IJACSA. 
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Abstract—This paper introduces deepnetguard, an innovative 

deep learning algorithm designed to efficiently identify potential 

security threats in large-scale network traffic.deepnetguard 

achieves automated feature learning by fusing basic, statistical, 

and behavioral features through a multi-level feature extraction 

strategy, and is capable of identifying both short-time patterns 

and long-time dependencies. To adapt to the dynamic network 

environment, the algorithm introduces a dynamic weight 

adjustment mechanism that allows the model to self-optimize the 

importance of features based on real-time traffic changes. In 

addition, deepnetguard integrates auto-encoder (ae) and 

generative adversarial network (gan) technologies to not only 

detect known threats, but also recognize unknown threats. By 

applying the attention mechanism, deepnetguard enhances the 

interpretability of the model, enabling security experts to track 

and understand the key factors in the model's decision-making 

process. Experimental evaluations show that deepnetguard 

performs well on multiple public datasets, with significant 

advantages in accuracy, recall, precision, and f1 scores over 

traditional ids systems and other deep learning models, 

demonstrating its strong performance in cyber threat detection. 

Keywords—Network security; threat detection; defense; 

multilevel feature extraction; dynamic weight adjustment 

mechanism; interpretability 

I. INTRODUCTION 

With the rapid development of information technology, 
cyberspace has become an indispensable part of modern 
society, not only supporting people's daily lives, but also 
playing a crucial role in national economy, politics and social 
stability. However, with the popularization of the internet, 
cyberspace is also facing unprecedented security threats. 
These threats include but are not limited to, malware attacks, 
denial-of-service attacks (dos/ddos), phishing, botnets, insider 
threats, advanced persistent threats (apts), and more. These 
threats can not only cause economic losses, but also lead to 
sensitive information leakage, personal privacy violation, and 
even affect national security and social order [1, 2]. 

In the face of an increasingly complex network security 
situation, traditional security measures such as firewalls, 
intrusion detection systems (ids), and anti-virus software have 
become overstretched. These traditional security mechanisms 
usually rely on signature matching and signature databases, 
which can only detect known threat patterns, but not unknown 
or mutated threats. In addition, traditional security tools often 
require regular updates to the rule base, which has a 
significant lag in the face of rapidly changing threats. To make 
matters worse, modern cyber attackers often exploit zero-day 

vulnerabilities, which are not yet publicized and thus cannot 
be protected in a timely manner [3, 4]. 

Against this background, cybersecurity experts have begun 
to explore more intelligent solutions with a view to detecting 
and responding to various types of threats in real time and 
accurately. Methods based on machine learning, especially 
deep learning, have become an important part of the new 
generation of cybersecurity threat detection technologies due 
to their powerful feature extraction and nonlinear mapping 
capabilities, which show great potential when dealing with 
large amounts of complex data. 

Deep learning, as a branch of machine learning, centers on 
simulating the way neurons in the human brain work, 
automatically learning a multi-level abstract representation of 
the input data by building multi-layer neural networks. This 
ability has enabled deep learning to make breakthroughs in a 
number of fields, including image recognition, speech 
recognition, and natural language processing. Similarly, in the 
field of cybersecurity, deep learning is expected to overcome 
the limitations of traditional security technologies and realize 
intelligent detection of cyber threats [5]. 

The main goal of this research is to develop a deep 
learning-based network security threat detection system that 
can efficiently identify potential security threats in large-scale 
network traffic. To achieve this goal, we specifically set three 
research tasks: First, dataset construction and preprocessing, 
i.e., collecting and cleaning real-world network traffic data to 
construct high-quality training and testing datasets. Second, 
design a deep learning architecture suitable for cybersecurity 
threat detection and tune it to improve detection accuracy and 
speed. Finally, the proposed threat detection system is 
implemented and its effectiveness is verified by multiple 
evaluation metrics. The main contribution points of this 
research include: A novel deep learning model is proposed, 
which can effectively identify anomalous behaviors in 
network traffic. Extensive experiments based on real-world 
datasets are conducted to validate the effectiveness and 
practicality of the proposed method. The potential application 
of the system in real-world network security protection is 
demonstrated, and possible directions of extension are 
discussed [6, 7]. 

The main goal of this research is to develop a deep 
learning-based network security threat detection system that 
can efficiently identify potential security threats in large-scale 
network traffic. To achieve this goal, we specifically set three 
research tasks: First, dataset construction and preprocessing, 
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i.e., collecting and cleaning real-world network traffic data to 
construct high-quality training and testing datasets. Second, 
design a deep learning architecture suitable for cybersecurity 
threat detection and tune it to improve detection accuracy and 
speed. Finally, the proposed threat detection system is 
implemented and its effectiveness is verified by multiple 
evaluation metrics [8]. 

This study explored the performance of different network 
security detection models in various network environments 
through detailed experimental analysis, and proposed 
solutions to the limitations of existing models. The following 
chapters will introduce in detail the performance of each 
model on different datasets, and demonstrate the pros and cons 
of these models in real-world applications through specific 
case studies. Finally, we will summarize the research results 
and look forward to future research directions. In this way, we 
aim to provide valuable reference information for researchers 
and practitioners in the field of network security, helping them 
make more informed decisions when selecting or developing 
security detection tools suitable for specific network 
environments. 

II. RELATED WORK 

A. Overview of traditional network security threat detection 

techniques 

Traditional cybersecurity threat detection techniques rely 
on signature matching, anomaly detection, and behavior-based 
analysis methods. Signature matching is the most 
straightforward way to identify known threats by maintaining 
a database of known malware or attack patterns and using 
these signatures to scan network traffic or system files [9]. 
However, this approach is ineffective for zero-day attacks 
(zero-day attacks) or unknown variants. To overcome this 
limitation, anomaly detection techniques were developed, 
which work by establishing a baseline of normal behavior and 
then comparing the behavior observed in real-time to it, and 
any deviation from the baseline is considered a potential threat 
[10]. Although this method can detect unknown threats, it is 
also prone to false alarms. 

Behavior-based analysis methods have been enhanced with 
the development of machine learning techniques, especially 
with the rise of deep learning. Deep learning models such as 
deep belief networks (dbns), autoencoders (aes), and deep 
reinforcement learning (drl) have been used to learn complex 
features from large amounts of unlabeled data to improve the 
accuracy of threat detection. For example, autoencoders can 
be used to learn unsupervised low-dimensional representations 
of normal network behavior, which in turn can be used to 
detect anomalous behavior by reconstructing errors [11]. Deep 
reinforcement learning, on the other hand, is able to optimize 
defense strategies in dynamic environments against ever-
changing attack tactics by simulating the decision-making 
process of intelligences in the environment [12]. In addition, 
multimodal learning frameworks incorporating deep learning 
have been proposed for integrating data from different sources 
(e.g., logs, traffic, emails, etc.) to provide a more 
comprehensive understanding of the network environment and 
enhance the effectiveness of threat detection [13]. By 
leveraging the powerful generalization capabilities of deep 

learning, these techniques are able to not only detect known 
threats, but also identify new types of attacks, which improves 
the overall level of protection for network security. 

B. Application of Deep Learning in Cyber Security 

Deep learning is increasingly used in cybersecurity to 
effectively detect and prevent a wide range of security threats 
by utilizing its powerful pattern recognition capabilities. For 
example, in malware detection, convolutional neural networks 
(cnns) are used to identify malicious patterns in binary files, 
and by visualizing the files, cnns can learn key features from 
the images to distinguish benign from malware [14]. As for 
network intrusion detection systems (nids), recurrent neural 
networks (rnns), especially long short-term memory networks 
(lstms), are favored for their ability to process time-series 
data, and they can capture anomalous behavioral patterns in 
the network traffic to provide timely warnings of possible 
intrusion activities [15]. In addition, user behavior analysis 
(uba) is also a major application scenario for deep learning; by 
monitoring user activities and comparing them with historical 
behaviors, lstms are able to identify anomalous logins or other 
anomalous operations, helping organizations to detect insider 
threats in advance [16]. In the field of crypto traffic analysis, 
generative adversarial networks (gans) are not only capable of 
generating realistic samples of crypto traffic, but also assist in 
training other models to improve their ability to detect crypto 
threats [17]. 

Although existing research has made significant progress 
in network security detection, there are still some 
shortcomings. For example, although traditional rule-based 
methods (such as Snort) perform well in detecting known 
threats, they have limited ability to identify unknown threats. 
In addition, although methods based on support vector 
machines (SVMs) can provide reliable detection results in 
some cases, they may encounter performance bottlenecks 
when dealing with large-scale, dynamically changing network 
traffic. These limitations suggest that we need to develop more 
intelligent, flexible, and efficient detection models to cope 
with increasingly complex network security challenges. 

The DeepNetGuard model proposed in this study is 
designed to solve the above problems. It uses deep learning 
technology to automatically extract features, and by 
integrating autoencoders (AE) and generative adversarial 
networks (GANs), it not only improves the detection accuracy 
of known threats, but also effectively identifies unknown 
threats. At the same time, the model enhances its adaptability 
to real-time traffic changes through a dynamic weight 
adjustment mechanism, so that it can maintain stable and 
efficient detection performance in different network 
environments. 

III. RESEARCH METHODOLOGY 

A. Problem Modeling 

In network security threat detection, our goal is to identify 
potential security threats from large-scale network traffic data. 
In order to achieve this goal, we need to formalize the problem 
into a mathematical model for subsequent design and 
implementation of the corresponding detection algorithms, 
and our network model diagram is shown in Fig. 1 [18, 19]. 
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First, we need to define how to represent network traffic 
data. Suppose we have a series of network traffic records, each 

of which can be represented as a vector
1 2[ , , , ]nx x x x  , 

where x i  represents the i  th feature in the traffic record. These 

features can include source ip address, destination ip address, 
protocol type (tcp, udp, etc.), packet size, timestamp, and port 
number [20]. 

Server 

Industrial Intrusion 

Inspection

Switches

Core 

Switches

Mirror Interface

Listening 

Interface
Management 

Interface

Management 

Terminal

Switch

 

Fig. 1. Security threat detection and defense. 

Assuming that we have m  network traffic records, the 
entire dataset can be represented as a matrix

1 2[ , , , ]T

m X x x x . 

For each traffic record, we need a label iy  to indicate 

whether this record contains threats. If the record contains 

threats, then   1iy  . Otherwise   0iy  . Thus, the entire set 

of labels can be represented as a vector 1 2[ , , , ]T

my y y y

[21] . 

Our goal is to construct a classifier : {0,1}nf   that 

outputs a binary classification result of the presence or 
absence of a threat based on a given traffic record x  [22, 23]. 

To train this classifier, we need to define a loss function L  

to measure the difference between the model predictions and 
the actual labels. Commonly used loss functions include cross-
entropy loss, defined as shown in equation 1. 

( ( ; ), ) log( ( ; )) (1 )log(1 ( ; ))L f y y f y f      x x x (1) 

Where ( ; )f x  is the output probability of the classifier 

and  are the parameters of the model [24]. 

In order to find the optimal parameter *  , we need to 

minimize the average value of the loss function L  over all the 

training samples as in Eq. (2) [25]. 

*

1

1
arg min ( ( ; ), )

m

i i

i

L f y
m

 


  x         (2) 
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In addition, in order to prevent overfitting, we can also add 

the regularization term ( )R   to penalize larger parameter 

values to obtain the final objective function as shown in Eq. 

(3). Where  is the regularization intensity factor [26, 27]. 

*

1

1
arg min ( ( ; ), ) ( )

m

i i

i

L f y R
m

   


  x     (3) 

B. Modeling Ideas 

Deepnetguard is an innovative deep learning algorithm 
designed to efficiently identify potential security threats in 
large-scale network traffic, the idea of which is shown in Fig. 
2. It captures multi-dimensional network activity signals by 
fusing basic features (e.g., ip addresses and ports), statistical 
features (e.g., traffic patterns), and behavioral features (e.g., 
login attempts) through a multi-level feature extraction 
strategy. Deepnetguard implements automated feature learning 
to identify short-time patterns and long-time dependencies, 
and then comprehensively parses network traffic for signs of 
threats. In order to adapt to the dynamic network environment, 

the algorithm introduces a dynamic weight adjustment 
mechanism, which allows the model to self-optimize the 
importance of features based on real-time traffic changes, 
improving the flexibility and accuracy of detection [28, 29]. 

C. Modeling Framework 

As the internet continues to grow, network security has 
become a critical topic. To address this challenge, 
deepnetguard provides an innovative solution that utilizes 
deep learning techniques to efficiently identify potential 
security threats in large-scale network traffic. The algorithm is 
designed to capture multi-dimensional network activity signals 
and enable automated feature learning with a high degree of 
flexibility and accuracy. 

Deepnetguard employs a multi-level feature extraction 
strategy that combines basic, statistical and behavioral features 
to capture different aspects of network activities. This is 
shown in Table I [30]. 
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Dynamic weight adjustment   

Integrated Auto-

Encoder (AE)  

Generative Adversarial 

Network (GAN)  

Attention Mechanisms   

Network Attacks   Normal Access

Classification Functions   

 

Fig. 2. Deepnetguard. 
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TABLE I.  SUMMARY OF NETWORK DATA ANALYSIS CHARACTERISTICS 

Feature category Descriptive Typical example 

Basic features 
Includes basic information about network communication, usually extracted directly from the 
packet header. 

- ip address  

- port number  
- protocol type (tcp, udp, 

icmp, etc.) 

Statistical 

characteristic 

Characteristics obtained by statistical analysis of network traffic reflecting communication patterns 

and traffic characteristics. 

- packet size distribution  

- packet delivery frequency  
- session duration 

Behavioral 

characteristics 

Reflects patterns of user behavior in network activities involving specific application layer 
interactions. 

- number of login attempts  

- document access modalities  

- request type (get, post) 

In order to adapt the model to the changing network 
environment, deepnetguard introduces a dynamic weight 
adjustment mechanism. During model training, the importance 
of features can be self-optimized according to the changes in 
real-time traffic. This adjustment is realized by introducing a 

learnable weight matrix dynW  as shown in Eq. (4) 

adjusted dyn combined F W F                     (4) 

Among them, combinedF  is the integrated feature vector 

after integrating the extracted features from cnn and lstm, 
which is a weight matrix dynamically adjusted according to 
the training data. 

Automated feature learning is one of the core capabilities 
of deepnetguard. It captures short-term patterns and long-term 
dependencies in network traffic by using convolutional neural 
networks (cnns) and long-short-term memory networks 
(lstms.) cnns are used to extract fixed pattern features in 
packets of data, while lstms focus on learning temporal 
dependencies in sequential data. 

For cnn feature extraction, define the convolution kernel

cnnW  and the bias term cnnb  , and the convolution operation 

can be expressed as Eq. (5). 

( * )cnn cnn base cnnf F W x b                     (5) 

Where f  is usually a nonlinear activation function such as 

relu. The state update equation for lstm is shown in Eq. (6)-
(10). 

1( )t xi t hi t ii x h b   W W                    (6) 

1( )t xf t hf t ff x h b   W W                (7) 

1 1tanh( )t t t t xc t hc t cc f c i x h b      W W        (8) 

1( )t xo t ho t oo x h b   W W                 (9) 

tanh( )t t th o c                                   (10) 

Deepnetguard integrates auto-encoder (ae) and generative 
adversarial network (gan) techniques to detect known and 

unknown threats. The autoencoder learns the distribution of 
normal traffic by minimizing the reconstruction error as 
shown in Eq. (11). 

( )
( ) 2

1

1
| | ||

m i
i

adjusted

i

E
m 

  F F                     (11) 

Where F  is the reconstructed feature vector. Anomalous 

traffic is considered to exist when the reconstruction error 
exceeds a certain threshold. 

Gan discovers potential security threats by adversarial 

training of a generator G  and a discriminator D . The 

generator tries to generate realistic network traffic samples, 
while the discriminator tries to distinguish real traffic from 
generated traffic. 

In order to improve the transparency of the model, 
deepnetguard applies an attention mechanism. The attention 
mechanism helps the model to focus on the most relevant parts 
by calculating the weights of the input features. The attention 
weight  is calculated as shown in Eq. (12). 

 ( tanh( ))T

att adjusted attsoftmax  a W F b (12) 

Where a  is the learnable vector, and attW  and attb  are 

the weights and biases of the attention layer. The attention 
weighting feature can be expressed as Eq. (13). 

 att adjusted F F (13) 

In this way, deepnetguard not only accurately detects 
threats, but also enables security professionals to understand 
how the model makes decisions, enhancing the system's 
interpretability and trust. 

D. Interpretability 

Shap is a shapley value-based interpretation method that 
provides global and local interpretation for model prediction. 
In deepnetguard, shap is mainly used in the following ways: 

Localized interpretation: With shap values, feature 
importance scores can be provided for each specific sample of 
network traffic, helping to understand which features had a 
significant impact on specific threat detection decisions. This 
is critical for security professionals who need to know which 
indicators of network activity are triggering alerts. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

674 | P a g e  

www.ijacsa.thesai.org 

Global interpretation: In addition to the interpretation of 
individual samples, shap can provide a holistic view of feature 
importance, which helps to identify the features that are most 
influential in model predictions across the entire dataset. This 
global view aids in feature engineering and model 
optimization. 

We use the kernelexplainer from the shap library 
(depending on the type of model used) to compute the effect 
of each feature on the model output. For a given input x  , the 
shap value can be defined as in Eq. (14) 

{ }

| | !(| | | | 1)!
[ [ ( ) | ( )] [ ( )]]

| | !
i S S

S F i

S F S
E f X do X x E f X

F




 
  

‚

(14) 

Where F  is the set of features, S  is the subset of features, 

and
i  is the shap value of the feature i . The shap value 

indicates the magnitude of the contribution of each feature to 
the prediction result of a particular sample. 

Suppose at some point deepnetguard detects a series of 
anomalous traffic that triggers a warning of a potential threat. 
The shap values allow us to see how much features such as ip 
address, port, packet size and frequency contribute to this 
decision. If the shap values for ip addresses and ports are 
significantly higher than the other features, this indicates that 
these features were the main factors that triggered the alert. In 
addition, the dependency graph allows us to observe 
interactions between features, such as the correlation between 
a particular ip address and anomalous port activity. 

By providing detailed explanations, security professionals 
can better understand how the model works, thereby 
increasing their trust in the model. Models with greater 
transparency also make it easier to identify and troubleshoot 
false positives, which means resources can be used more 
effectively to address real threats. In addition, transparent 
model interpretation helps identify potential problem areas in 
the model, which can guide further research and improvement 
efforts. Taken together, these benefits ensure that 
deepnetguard is not only a powerful threat detection tool, but 
also a trustworthy and continuously improving system. 

In summary, by introducing shap to enhance the 
interpretability of the model, deepnetguard not only provides a 
powerful threat detection tool, but also ensures that security 
professionals are able to understand and trust the model's 
decision-making process, which is essential for maintaining 
network security. 

IV. EXPERIMENTAL DESIGN 

To validate the effectiveness and robustness of 
deepnetguard in network threat detection, we design a series 
of experiments to comprehensively evaluate its performance, 
with particular focus on its performance in large-scale network 
traffic. The core evaluation metrics include detection 
accuracy, recall, precision, f1 score, and detection time. 
Meanwhile, the generalization ability and robustness of the 
model in different network environments are evaluated by 
cross-domain tests. The dataset was divided into training, 
validation, and test sets in the ratio of 70%, 15%, and 15% to 
avoid any overlap to prevent data leakage, in addition, k-fold 
cross-validation was used to ensure the consistent 
performance of the model, and the effectiveness of the model 
was compared with that of the existing ids system through a/b 
testing to evaluate its practical application value. 

To ensure the reliability and general applicability of the 
experimental results, we utilized several publicly available 
datasets for the experiments, including the ctu-13 dataset that 
covers a wide range of attack scenarios, the cicids2017 dataset 
provided by the cumberland institute in Canada, and the unsw-
nb15 dataset created in collaboration between the university of 
new south wales in Australia and Canada. Prior to the 
experiments, the datasets were preprocessed, including 
missing value filling, outlier handling, and feature 
normalization, and the datasets were divided into 
predetermined proportions to ensure that the sample categories 
were balanced across the subsets. The training set diversity is 
increased by data enhancement techniques to improve the 
generalization ability of the model, to comprehensively 
demonstrate the excellent performance of deepnetguard in 
cyber threat detection. 

V. RESULTS 

In order to objectively evaluate the performance of 
deepnetguard, we select several recognized benchmark models 
for comparison, including snort, a traditional rule-based ids 
system, support vector machine (svm)-based ids, and the latest 
ids model that combines convolutional neural networks (cnns) 
and long short-term memory networks (lstms.) snort is known 
for its strong known snort is known for its strong known threat 
detection capability, but it is insufficient when facing 
unknown threats.svm may encounter bottlenecks when dealing 
with high-dimensional and large-scale data. The cnn+lstm 
model is good at capturing complex patterns in time-series 
data. By comparing deepnetguard with these models, the 
superiority of deepnetguard can be comprehensively 
evaluated. 
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Fig. 3. Model performance comparison - detection accuracy. 

In Fig. 3, we detail the accuracy performance of the four 
cybersecurity detection models on the ctu-13, cicids2017, and 
unsw-nb15 datasets. The deepnetguard model achieves the 
best results on all three datasets with its accuracy rates of 
97.5%, 96.3%, and 98.2%, showing its the cnn+lstm model 
follows with accuracy rates of 96.8%, 95.9%, and 97.1%, 
proving the potential of deep learning technology in the field 

of cybersecurity. The traditional detection model snort also 
performs quite well with accuracy rates of 95.0%, 94.1% and 
93.5%, showing its stable application value. In contrast, the 
svm-based model has slightly lower accuracy rates of 93.2%, 
91.5% and 92.1%, indicating that its detection performance in 
complex network environments needs to be improved. 

 

Fig. 4. Comparison of model performance - recall rate. 

Based on the data in Fig. 4, we can see the performance of 
the four models in terms of recall. The deepnetguard model 
performs well on all three datasets with a recall of 98.0%, 
97.2%, and 98.5%, implying that it is able to effectively 
identify most of the cyber-attack events. The cnn+lstm model 
has a recall of 97.3%, 96.0%, and 97.6%, again showing its 

effectiveness in capturing cyber threats. The snort model has 
recall rates of 94.5%, 93.2% and 92.8%, indicating that it is 
able to cover the attack events well. The svm-based model, on 
the other hand, has the lowest recall rates of 92.0%, 90.5% 
and 91.0%, which indicates that it may have missed some 
important events in detecting cyber attacks. 
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Fig. 5. Model performance comparison – accuracy. 

Fig. 5 shows the comparison results of the four models in 
terms of accuracy rate. The deepnetguard model tops the list 
with accuracy rates of 97.3%, 96.1%, and 97.8%, indicating 
its high accuracy in the detection process. The cnn+lstm 
model also performs well, with accuracy rates of 97.0%, 
96.0%, and 97.4%, showing its good detection capability. The 

accuracy rates of the snort model are 95.5%, 94.3% and 
93.9%, indicating its advantage in avoiding false alarms. The 
accuracy rates of svm-based model are 93.5%, 91.8% and 
92.4%, which are relatively low, reflecting its limitation in 
accurately detecting network attacks. 

TABLE II.  MODEL PERFORMANCE COMPARISON - F1 SCORES 

Mould Ctu-13 f1 score Cicids 2017 f1 score Unsw-nb15 f1 score 

Deepnetguard 97.8% 96.7% 98.0% 

Snort 95.2% 93.6% 93.1% 

Svm-based 92.8% 91.0% 91.7% 

Cnn+lstm 97.1% 95.9% 97.5% 

In Table II, we comprehensively evaluate the performance 
of the models by their f1 scores. The deepnetguard model 
achieves the best performance on all three datasets with f1 
scores of 97.8%, 96.7%, and 98.0%, showing a good balance 
between accuracy and recall. The f1 scores of the cnn+lstm 

model are 97.1%, 95.9%, and 97.5%, again demonstrating its 
excellent overall performance. The f1 scores for the snort 
model are 95.2%, 93.6% and 93.1%, showing its stable but not 
optimal performance. The svm-based model has the lowest f1 
scores of 92.8%, 91.0% and 91.7%, which suggests that there 
are some challenges in balancing accuracy and recall. 

TABLE III.  MODEL PERFORMANCE COMPARISON - DETECTION TIME 

Mould Ctu-13 detection time (ms) Cicids2017 detection time (ms) Unsw-nb15 detection time (ms) 

Deepnetguard 2.5 2.7 2.6 

Snort 1.2 1.3 1.3 

Svm-based 3.0 3.2 3.1 

Cnn+lstm 2.8 3.0 2.9 

Table III lists the comparisons of the four models in terms 
of detection time. The detection times of deepnetguard model 
are 2.5ms, 2.7ms and 2.6ms, showing its efficient detection 
ability. The detection times of cnn+lstm model are 2.8ms, 
3.0ms and 2.9ms, which are slightly higher than deepnetguard, 

but still in the fast response range. The snort model has the 
shortest detection time of 1.2ms, 1.3ms and 1.3ms, proving its 
advantage in real-time detection. The svm-based model, on the 
other hand, has the longest detection time of 3.0ms, 3.2ms and 
3.1ms, which may limit its application in real-time network 
monitoring. 
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TABLE IV.  MODEL PERFORMANCE COMPARISON - CROSS DOMAIN TESTING 

Mould 
Ctu-13 to cicids2017 declining accuracy 

rate 

Cicids2017 to unsw-nb15 declining accuracy 

rates 

Unsw-nb15 to ctu-13 decrease in 

accuracy 

Deepnetguard 1.2% 1.9% 0.7% 

Snort 1.5% 2.3% 1.3% 

Svm-based 2.5% 3.0% 2.1% 

Cnn+lstm 1.5% 2.2% 1.0% 

Table IV demonstrates the decrease in accuracy of the 
models in cross-domain tests between different datasets. The 
deepnetguard model shows the smallest decrease in accuracy 
in cross-domain tests with 1.2%, 1.9% and 0.7%, indicating its 
good generalization ability. The cnn+lstm model's accuracy 
decreases with 1.5%, 2.2% and 1.0%, which also shows its 
robustness on different datasets. The accuracy of the snort 
model decreases to 1.5%, 2.3%, and 1.3%, indicating its fair 
performance in cross-domain detection. The svm-based model 
shows the most significant decrease in accuracy with 2.5%, 

3.0%, and 2.1%, which indicates that it may need more tuning 
and optimization when facing different network environments. 

A. Case Studies 

Case 1: Intra-enterprise network environment 

In this case, we chose as a test environment a medium-
sized enterprise internal network that contains about 500 
devices and generates about 5 gb of network traffic data per 
day. By continuously monitoring network traffic over a period 
of one month, we collected enough data to evaluate 
deepnetguard's performance. 

TABLE V.  ENTERPRISE INTERNAL NETWORK ENVIRONMENT TESTING PERFORMANCE 

Mould Accuracy Recall rate Accuracy F1 score Detection time (ms) 

Deepnetguard 97.0% 98.1% 97.5% 97.8% 2.4 

Snort 94.5% 93.5% 94.8% 94.1% 1.3 

Svm-based 92.0% 91.5% 92.5% 92.0% 3.0 

Cnn+lstm 96.5% 97.0% 96.8% 96.9% 2.8 

As can be seen from Table V, deepnetguard outperforms 
the other models in the intranet environment, especially in 
terms of accuracy, recall, and f1 scores. Snort has an 
advantage in detection time, but is slightly inferior in accuracy 
and recall. 

Another case study was conducted in a large data center 
that hosts thousands of servers and generates more than 1 tb of 
network traffic per day. Due to the sheer size and complexity 
of the data center traffic, here is a rigorous test of the model's 
detection capabilities. 

TABLE VI.  DATA CENTER NETWORK ENVIRONMENT TESTING PERFORMANCE 

Mould Accuracy Recall rate Accuracy F1 score Detection time (ms) 

Deepnetguard 98.2% 98.5% 98.3% 98.4% 2.6 

Snort 93.0% 92.5% 93.5% 93.0% 1.5 

Svm-based 91.0% 90.5% 91.5% 91.0% 3.2 

Cnn+lstm 97.5% 97.8% 97.6% 97.7% 3.0 

As shown in Table VI, in the data center environment, 
deepnetguard again shows its strong detection ability, 
especially when facing large-scale traffic, its accuracy, recall 
and f1 score all reach very high levels. Although the detection 
time of snort is still relatively short, its detection accuracy still 
has a certain gap compared with deepnetguard. 

In the field of network security detection, the performance 
differences of models on different datasets mainly stem from 
the matching degree between the characteristics of the data 
itself and the model design. This paper compares the 
performance of four network security detection models 
(DeepNetGuard, CNN+LSTM, Snort, and SVM-based 

models) on three public datasets (CTU-13, CICIDS2017, and 
UNSW-NB15) to show the differences in model performance 
and their applicability. 

First, the model performance is evaluated from multiple 
dimensions such as accuracy, recall, F1 score, and detection 
time. The results show that the DeepNetGuard model 
performs best on all three datasets. Its high accuracy (97.5%-
98.2%), high recall (98.0%-98.5%), and high F1 score 
(97.8%-98.0%) indicate that the model can effectively identify 
most network attack events and maintain good recall while 
ensuring high accuracy. In contrast, although the Snort model 
has advantages in avoiding false positives, its accuracy and 
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recall are slightly lower than those of the deep learning model; 
and although the SVM-based model provides stable 
performance, its detection performance in complex network 
environments needs to be improved. 

Further analysis shows that the detection time of the model 
is also an important consideration. The Snort model is very 
suitable for real-time monitoring scenarios due to its short 
detection time (1.2ms-1.3ms); while the deep learning-based 
model, although slightly inferior in response speed, still 
remains within the fast response range. It is worth noting that 
the SVM-based model performs the worst in detection time, 
which may limit its use in applications that require real-time 
monitoring. 

In addition, through cross-domain testing, we observed the 
adaptability of the model between different data sets. 
Experiments show that the DeepNetGuard model shows good 
generalization ability between different data sets, and its 
accuracy rate decreases the least, showing strong robustness. 
In contrast, the SVM-based model has a more obvious 
decrease in accuracy when facing different network 
environments, indicating that the model may need further 
adjustment and optimization to adapt to the changing 
environment. 

The case study section further verifies the performance of 
the model in actual application scenarios. In both medium-
sized enterprise internal networks and large data centers, the 
DeepNetGuard model demonstrates excellent detection 
capabilities and high F1 scores, especially when processing 
large-scale traffic, it can still maintain high levels of accuracy, 
recall, and F1 scores. 

In summary, as a new generation of network security 
solutions that combines deep learning and traditional security 
technologies, DeepNetGuard's experimental evaluation on 
multiple public data sets shows its superior performance in 
network security threat detection. It is particularly worth 
mentioning that DeepNetGuard not only performs well in 
detecting known threats, but also effectively identifies 
unknown threats by introducing autoencoders (AE) and 
generative adversarial networks (GAN) technology, 
demonstrating its broad application prospects and strong 
adaptability. 

VI. CONCLUSION 

In this context, deepnetguard emerges as a next-generation 
network security solution that integrates deep learning and 
traditional security technologies. In this paper, we propose a 
deep learning algorithm called deepnetguard, which is 
specialized for potential security threat detection in large-scale 
network traffic. With a multi-level feature extraction strategy, 
deepnetguard is able to capture multi-dimensional signals 
from network activities and automate feature learning to 
identify short-time patterns and long-time dependencies. To 
adapt to changing network environments, the algorithm 
introduces a dynamic weight adjustment mechanism that 
allows the model to self-optimize the importance of features 
based on real-time traffic changes. In addition, deepnetguard 
integrates auto-encoder (ae) and generative adversarial 
network (gan) techniques, which not only improves the 

detection of known threats, but also effectively recognizes 
unknown threats. By introducing an attention mechanism, 
deepnetguard also enhances the interpretability of the model, 
enabling security experts to better understand the key factors 
in the model's decision-making process to validate the 
effectiveness of the detection results. Deepnetguard has 
demonstrated its superior performance in cyber threat 
detection through experimental evaluations on multiple 
publicly available datasets. Compared with traditional rule-
based ids systems (e.g., snort) and other deep learning models, 
deepnetguard demonstrates significant advantages in terms of 
accuracy, recall, precision, and f1 score. In particular, 
deepnetguard's detection capability is fully validated in both 
internal and data center network environments, demonstrating 
its broad applicability and robustness in different application 
scenarios. In addition, through cross-domain testing, we found 
that deepnetguard has good generalization ability and can 
maintain stable detection performance in different network 
environments. 

In future work, we will continue to optimize the 
DeepNetGuard model and explore more feature extraction 
methods and technology combinations to further improve the 
detection efficiency and accuracy of the model. At the same 
time, we plan to expand the scale of experiments and collect 
more types of data sets for testing to ensure the reliability and 
stability of the model in various complex network 
environments. In addition, we will also conduct in-depth 
research on the interpretability of the model so that security 
experts can better understand the decision-making process of 
the model and enhance the transparency and trust of the 
system. The ultimate goal is to build a comprehensive, 
intelligent and trustworthy network security protection system. 
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Abstract—The integrated development of culture and tourism 

in the Yangtze River Economic Belt refers to a strategic initiative 

to push economic development and regional coordinated 

development with culture and tourism as the core. The purpose of 

this paper is to evaluate the coupling coordination degree of the 

integrated development of culture and tourism in the Yangtze 

River Economic Belt, by analysing the integrated development of 

culture, tourism and economy, and constructing an evaluation 

index system based on culture and tourism, in which 5 normative 

indicators and 19 basic indicators are constructed under the 

cultural perspective, and 4 normative indicators and 10 basic 

indicators are constructed under the tourism perspective, and its 

role and impact on regional economic development is explored 

based on the construction of the index system. Based on the 

construction of the indicator system, the role and influence of the 

indicators in regional economic development are explored. The 

CRITIC algorithm is used to calculate the importance of stratified 

indicators and stratified evaluation results, and finally, the 

coupling coordination degree of the research object is calculated 

through the coupling coordination degree model, which shows that 

the 13 provinces (municipalities directly under the central 

government) along the Yangtze River Economic Belt have a 

slightly different degree of coordination, but the least of them have 

reached the primary level of coordination, but it also proves that 

this paper proves the feasibility and necessity of the research 

method, and it can provide a good solution for the integrated 

development of culture and tourism in the Yangtze River 

Economic Belt. However, it also proves the feasibility and necessity 

of the research method of this paper, which can provide theoretical 

and practical guidance for the integrated development of culture 

and tourism in the Yangtze River Economic Belt, and provide new 

ideas and methods for the development of local tourism along the 

way. 

Keywords—Cultural and tourism integration; Yangtze River 

Economic Belt; coupling coordination degree; CRITIC algorithm 

I. INTRODUCTION 

In China, the integrated development of culture and tourism 
has become a topic of great concern and has made some progress 
in academic research and practice. As a country with a long 
history and rich cultural heritage, China is endowed with unique 
cultural and tourism resources. Therefore, the integrated 
development of culture and tourism has become an important 
way to promote the development of tourism, cultural heritage 
and cultural industry, and domestic research on the integrated 
development of culture and tourism has gradually gained 
attention and importance [1-3]. Scholars have explored the 

theoretical basis, practice mode, policy support and other 
aspects of the integrated development of culture and tourism 
through field research, literature analysis and case studies, not 
only focusing on the impact of tourism on cultural heritage and 
the role of cultural resources in promoting tourism, but also 
putting forward a series of valuable ideas and suggestions [4-6]. 
Secondly, government departments and related institutions have 
also begun to pay attention to the integrated development of 
culture and tourism, and have issued a series of policies and 
measures to support the integration of culture and tourism, 
which aim to promote the sharing, complementation and 
integration of cultural and tourism resources, to promote the 
development of cultural and tourism industries, and to enhance 
the quality of tourism experience and cultural heritage. At the 
same time, some regions and scenic spots in China have begun 
to explore the development mode of integrating culture and 
tourism by organising cultural festivals, traditional 
performances, cultural experience activities, etc., integrating 
cultural elements into tourism products and services, which 
enriches the tourism experience, attracts more tourists, and 
promotes the development of the local economy [7-8]. 

It is believed abroad that such integrated development of 
culture and tourism can not only promote economic growth but 
also enrich people's spiritual lives and enhance international 
mutual understanding and friendship. In foreign countries, many 
scholars and research institutions have conducted in-depth 
research on the integrated development of culture and tourism 
and put forward many theoretical and practical results, which 
have made important contributions to the development of this 
field. Therefore, in foreign countries, many universities and 
research institutions have established interdisciplinary research 
teams to conduct in-depth research on the integrated 
development of culture and tourism, which has promoted the 
academic development of this field [9-10]. Foreign scholars 
have put forward many theoretical frameworks and models for 
the integrated development of culture and tourism, such as the 
theory of cultural tourism industry chain, the theory of cultural 
creative industry, the theory of cultural heritage protection, etc. 
[11-12]. These theoretical explorations have provided 
theoretical support and guidance for the integrated development 
of culture and tourism, and theoretical guidance for the relevant 
practices, and so along with this, many foreign research 
institutes have carried out in-depth studies on the practical cases 
of the integrated development of culture and tourism, and 
summarised the successful cases. In-depth study, summed up the 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

681 | P a g e  

www.ijacsa.thesai.org 

successful case experience and failed lessons, these practice case 
studies for the integration of culture and tourism development in 
other regions to provide reference and warning. Relevant 
research tasks cultural and creative industries as an important 
support for the integrated development of culture and tourism, 
so they have conducted in-depth research on the development 
path, innovation mode and policy support of cultural and 
creative industries, which provides important ideas for the 
integrated development of culture and tourism [13-15]. 

However, how to promote the deep integration and 
sustainable development of culture and tourism, and determine 
the degree of integration of culture and tourism at this stage, 
especially the degree of coordinated development of regional 
culture and tourism has become a new research hotspot, this 
paper considers that the Yangtze River Economic Belt, as one of 
the most important regions of China's economy, and the 
integration of culture and tourism development is of great 
significance to its economic development, so it adopts the 
CRITIC algorithm [16] to carry out a study on the degree of 
significance of the basic indicators in the indicator system of 
culture and tourism integration. Based on the coupling 
coordination degree [17] to determine the degree of cultural and 
tourism integration. In order to provide in-depth exploration and 
expansion of the concept of cultural and tourism integration, and 
to promote the continuous improvement and innovation of the 
theory of cultural and tourism integration. 

II. EVALUATION MODEL CONSTRUCTION 

A. Overview of the Study Area and Sources of Data 

1) Study area: In this paper, the study area is selected as 

provinces and municipalities along the route, mainly 

considering that the Yangtze River Economic Belt is located in 

the economically developed areas of China, with rich resources 

and good industrial foundation, which is one of the important 

pillars of China's economy, and the study of the coupling and 

coordination degree of the development of culture and tourism 

fusion in this region can make full use of the economic 

advantages of the Yangtze River Economic Belt, and promote 

the development of the culture and tourism industry [18]. 

Secondly, the Yangtze River Economic Belt spans across the 

developed provinces and cities in eastern China, and is 

connected to the upstream, midstream and downstream areas of 

the Yangtze River Basin, with an advantageous geographic 

location, which in turn provides rich regional cultural and 

tourism resources for the integrated development of culture and 

tourism, as well as broad market space for the integrated 

development of the culture and tourism industry [19-20]. At the 

same time, the Yangtze River Economic Belt has rich natural 

and human resources, but also faces the challenge of ecological 

environmental protection and governance, the study of the 

coupling and coordination degree of the integrated 

development of culture and tourism can help to promote the 

green development of the Yangtze River Economic Belt, and 

achieve the coordinated development of the economy and 

ecology. In addition, the government has put forward the 

development strategy of the Yangtze River Economic Belt in 

recent years, which provides policy support and financial 

guarantee for the development of the region, so the study of the 

degree of coupling and coordination of the integrated 

development of culture and tourism can be in line with the 

government's strategy, and better realise the integrated 

development of the regional economy and the culture and 

tourism industry [21]. The Yangtze River Economic Belt is a 

densely populated region in China, and its economic and social 

development level has an important impact on the whole 

country. By studying the coupling and coordination degree of 

the integrated development of culture and tourism, we can 

promote the economic and social development of the Yangtze 

River Economic Belt, and drive the development of the whole 

country's culture and tourism industry [22]. 

Studying the coupling and coordination degree of the 
integrated development of culture and tourism in the Yangtze 
River Economic Belt is of great practical significance and 
strategic significance, which helps to promote the regional 
economic development, cultural inheritance and the prosperity 
of the tourism industry, and fully demonstrates that the Yangtze 
River Economic Belt is suitable to be an ideal choice for 
studying the integrated development of culture and tourism. 

2) Research data sources: Considering that this paper 

studies the development status of culture and tourism 

integration in the Yangtze River Economic Belt over the years, 

which is spatial in nature, the data for the indicators come from 

China Statistical Yearbook, China Environmental Statistical 

Yearbook, China Tertiary Industry Statistical Yearbook, China 

Tourism Statistical Yearbook, China Culture and Related 

Industries Statistical Yearbook, China Cultural Relics and 

Culture Statistical Yearbook, China Regional Economy 

Statistical Yearbook China Informatisation Statistical 

Yearbook", as well as the official website of the Ministry of 

Culture and Tourism, the database of the National Research 

Network, the Dawei Patent Search Engine, the official website 

of the State Civil Aviation Administration, the statistical 

yearbooks of provinces and districts along the Yangtze River 

Economic Belt and the annual statistical bulletin of national 

economic and social development, the mean value of the 

research data of the indexes is used to characterise the degree 

of development of the study area over the years, and at the same 

time it is dimensionless. The model is utilised to the extent that 

it can be utilised. 

B. Constructing a System of Research Characterisation 

Factors 

Through relevant research, it can be seen that the coupling 
coordination degree evaluation of cultural and tourism 
integration development needs to consider the richness and 
characteristics of tourism resources such as natural landscape, 
human landscape, historical and cultural heritage, and the degree 
of development and utilisation of tourism resources, because 
tourism resources are an important factor in attracting tourists, 
and also the main support for the development of cultural and 
tourism integration. Secondly, the development level of the 
regional economy and industrial structure has a direct impact on 
the coupling coordination degree of the integrated development 
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of culture and tourism, mainly in the economic prosperity, 
industrial diversification will provide more support and demand 
for the integration of culture and tourism; in addition, the 
government's support for the integrated development of culture 
and tourism policies and regulations have a profound impact on 
the evaluation of the degree of coordination, the soundness of 
the policy or not, the support, guidance, etc., will have a direct 
impact on the coordination degree of the integrated development 
of culture and tourism. However, relevant scholars believe that 
national policy considerations can be weakened in the study of 
the Yangtze River Economic Belt, because the importance of the 
cities along the line for its development can be seen. Of course, 
the social and cultural background of the region, customs and 
traditions, cultural heritage, etc. will have an impact on the 
degree of coordination of the integrated development of culture 
and tourism, cultural heritage and innovation, social inclusion 
and sharing are for cultural recognition, tourism integration of 
the details of the factors. The slogan of "green water and green 
mountains are golden mountains" is familiar, so it can be 
considered that the overall quality of the regional environment, 
ecological protection and governance, resource utilisation and 
sustainable development is the basis for the integrated 
development of culture and tourism. 

Based on the above, the influencing factor indicator system 
can be constructed initially, but for the evaluation model, the 
following principles need to be considered when constructing 
the influencing factor indicator system for evaluating the 
coupling coordination degree of culture and tourism integration 
and development:  

1) The principle of multi-dimensionality: Consider the 

influence of multiple factors. The integrated development of 

culture and tourism involves culture, tourism, economy, society 

and other fields, so the evaluation indicator system should be 

multi-dimensional, including cultural value, tourism resources 

and other aspects of the indicators, in order to comprehensively 

evaluate the degree of coordination of the integrated 

development of culture and tourism. 

2) Principle of operability: The indicators should be 

operable and measurable. Evaluation indicators should be 

measurable and observable for assessment and monitoring in 

practical application. At the same time, the design of the 

indicators should take into account the feasibility of practical 

operation and be easy to be used by the government, enterprises 

and research institutions. 

3) Principle of uniformity: The indicator system should 

have a certain degree of uniformity, and the evaluation 

indicators should have a certain degree of coordination and 

consistency in the whole, in order to ensure the objectivity and 

comparability of the evaluation results, therefore, this paper has 

carried out a dimensionless processing for the collected data of 

the research objects in section 2.1.2 to complete the consistency 

of the measurements. 

4) Principle of sustainability: Consider the sustainability 

factors of development. The integrated development of culture 

and tourism needs to consider long-term sustainability, and the 

evaluation index system should take into account sustainability 

factors such as environmental protection, resource utilisation, 

social benefits, etc., in order to promote the sustainability of the 

integrated development of culture and tourism. 

5) Participatory principle: Promote the participation of 

relevant stakeholders. The construction of the evaluation 

indicator system should take into account the opinions and 

needs of all stakeholders, and encourage them to participate in 

the selection of indicators and the evaluation process, in order 

to enhance the fairness and rationality of the evaluation. 

The role of these principles is to ensure that the evaluation 
index system for integrated cultural and tourism development is 
scientific, practical and fair, so that it can comprehensively and 
objectively evaluate the degree of coordination of integrated 
cultural and tourism development and provide a scientific basis 
for decision-making and planning. At the same time, these 
principles also help to promote the participation and consensus 
of all stakeholders and promote the sustainability and 
coordination of integrated cultural and tourism development. 

Based on this, this paper finally constructs the indicator 
system as shown in Table I. 

As seen through Table I, based on the current research results, 
construction principles and visit records, this paper constructs a 
total of 29 basic indicators, of which a total of 19 indicators are 
constructed in the field of culture, and a total of 10 indicators are 
constructed under the tourism perspective, which can be seen 
that the indicators under the cultural perspective are higher than 
those under the tourism perspective, and analysed that the main 
reason is that how culture is embedded in the development of 
tourism is more concerned at the present time, i.e., how to 
promote the tourism Evolution into a harmonious win-win 
situation of culture and tourism is the current issue, which is not 
only a challenge to the inclusiveness of the tourism industry, but 
also a great challenge to the penetration and friendly integration 
of the cultural industry. And this also proves that it is more 
appropriate to adopt the degree of coupling coordination to 
analyse the degree of win-win between the two. 

C. Degree of Impact and Evaluation based on the CRITIC 

Approach 

The CRITIC algorithm is a risk assessment methodology for 
evaluating and managing risk in projects and decisions. CRITIC 
is an acronym for "Criticality, Recoverability, Inherent Risk, 
Time Criticality, Impact, and Controllability", and it includes the 
following six risk factors: 

 Criticality: The degree of importance of the event and its 
impact on the project objectives. 

 Recoverability: The ability of a project or organisation to 
return to a normal state after a risk event. 

 Inherent Risk: The likelihood of a risk event occurring 
and the magnitude of its impact, regardless of the 
controls already in place. 

 Time Criticality: The degree to which a risk event affects 
the timetable and schedule of a project or organisation. 

 Impact: The degree of impact on the project or 
organisation following the occurrence of a risk event, 
including financial, environmental and social impacts. 
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 Controllability: The degree of control and ability of a 
project or organisation to control risk events. 

TABLE I. EVALUATION INDEX SYSTEM OF COUPLING COORDINATION DEGREE OF CULTURAL AND TOURISM INTEGRATION DEVELOPMENT IN THE YANGTZE 

RIVER ECONOMIC BELT [22, 23] 

Target level 
Normative 

layer 
Indicator layer Interpretation of indicators 

Cultures 

Cultural 
Services 

Facilities 

Number of public libraries For assessing the distribution and coverage of cultural and educational resources. 

Number of performing arts venues 
The number of performing arts venues in a city or region, which is used to assess the 
abundance of performing arts activities and opportunities for cultural exchange. 

Number of museums 
Number of museums in the city or region, used to assess the preservation and 

presentation of historical and cultural heritage. 

Number of mass cultural institutions 
Number of mass cultural institutions in the city or region for assessing the 

transmission and development of cultural traditions and intangible cultural heritage. 

Cultural 

services staff 

Public Library Practitioners 
The number of staff in public libraries, which is used to assess the quality and 

efficiency of library services. 

Museum practitioners 
The number of staff in museums is used to assess the level of heritage conservation 

and display management in museums. 

Practitioners of mass cultural 

institutions 

The number of staff in mass cultural institutions is used to assess the transmission of 

cultural traditions and the implementation of intangible cultural activities. 

Performing arts organisations 
The number of staff of performing arts organisations, which is used to assess the scale 

and professionalism of performing arts activities. 

Cultural 

Services 
Benefits 

Museum income 
The museum's income is used to assess the museum's own operations and economic 

performance. 

Income from mass cultural 

institutions 

The income of mass cultural institutions is used to assess the economic efficiency and 

sustainability of cultural activities. 

Revenue from performances at 

performing arts venues 

The performance income of performing arts venues is used to assess the market 

performance and audience feedback of performing arts activities. 

Cultural 
service 

recipients 

Public library circulation 
Circulation of books in the public library collection is used to assess the library's 

reading service and the utilisation of book resources. 

Audience at arts performance venues 
Audience size of performing arts venues, which is used to assess the audience size 

and social impact of performing arts activities. 

Museum Visit 
Visits to museums, which are used to assess the social engagement and cultural 

impact of museums. 

Inputs to 
cultural 

services 

Training in mass cultural institutions 

Information on training activities provided by mass cultural institutions is used to 

assess the transmission of cultural traditions and the teaching of intangible cultural 
skills. 

Total expenditure on public libraries 
The total expenditures of public libraries are used to assess the operating costs and 

funding of libraries. 

Total expenditure on mass cultural 

institutions 

The total expenditure of the mass cultural institutions is used to assess the efficiency 

of financial expenditure and management of cultural activities. 

Total museum expenditure 
The total expenditure of the museum is used to assess the museum's financial 

commitment and heritage conservation work. 

Expenditure on performing arts 

venues 

Expenditure on performing arts venues, which is used to assess the operating costs 

and management efficiency of performing arts activities. 

Journey 

Tourism 

Service 
Facilities 

Travel agents 
Number and services of travel agencies in the city or region, used to assess the level 

of coverage and quality of tourism services. 

Starred hotel 
The number and services of star-rated hotels in the city or region are used to assess 

the quality and reception capacity of tourism accommodation services. 

Scenic area 
The number of attractions and visits within a city or region, which are used to assess 

the attractiveness of the attraction and the visitor experience. 

Tourist 

service staff 

Travel agents 
The number of staff in travel agencies, which is used to assess the level of 

professionalism and service attitude of travel services. 

Star-rated hotel workers 
The number of staff in star-rated hotels is used to assess the scale of the service and 

the level of management of the hotels. 

Scenic Area Practitioners 
The number of staff in the scenic area is used to assess the level of scenic area 

management and visitor services. 

Revenue from 

tourism 

services 

Operating income from star-rated 

hotels 

The operating income of star-rated hotels is used to assess the economic efficiency 

and market competitiveness of hotel operations. 

Gross tourism income from scenic 

spots 

The total tourism revenue of the scenic spot is used to assess the economic efficiency 

and tourism attractiveness of the scenic spot. 

Tourism 

service 

recipients 

Number of domestic and foreign 

tourists received by travel agencies 

The number of domestic and foreign tourist arrivals received by travel agencies is 

used to assess the capacity and market demand for tourism services. 

Scenic Area Reception 
The number of tourists received by the scenic spot is used to assess the flow of tourists 

and tourism impact of the scenic spot. 
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This paper considers adopting the CRITIC algorithm, mainly 
because it can comprehensively consider the importance and 
interconnectedness of multiple criteria or factors, so as to 
comprehensively assess the degree of tourism integration and 
development, which can help to avoid one-sided and localised 
evaluations, and improve the comprehensiveness and 
comprehensiveness of the assessment. Moreover, the CRITIC 
algorithm is based on mathematical models and quantitative 
analysis, which can provide objective evaluation results and 
reduce the influence of subjectivity and personal bias. At the 
same time, for diverse samples, this paper also proposes in 
section II.B that it is necessary to consider a clear evaluation 
process and calculation method, so that the evaluation process is 
operable and replicable, and the evaluator using the CRITIC 
algorithm can carry out standardised processing according to the 
standards and data, so as to carry out effective evaluation and 
comparison. In addition, the CRITIC algorithm can flexibly 
adjust and weigh different criteria or factors according to the 
actual situation, which helps to provide a flexible and 
comprehensive assessment of different aspects of integrated 
tourism development. 

Taken together, the CRITIC algorithm, as a multi-criteria 
decision analysis method, has the advantages and strengths of 
comprehensiveness, objectivity, operability, flexibility and 
visualisation in assessing the degree of coupled coordination of 
tourism integration and development. The calculation steps are 
shown below. 

1) Standardisation: Let the number of objects to be 

evaluated be m, the number of evaluation indicators be n, and 

the matrix of data elements be denoted as nmijxX  )( . 

jj

jij

ij
xminxmax

xminx
x




`

                     (1) 

In Eq. (1), where: ijx  - Data matrix elements after 

normalisation; 

ijx -Initial element of the data matrix. 

2) Indicator variability 
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In Eq. (2), where: j  - standard deviation; 

ix       -i data for the jth indicator; 

N - The       number of ix  ; 

 -       Arithmetic mean of ix  . 

3) Calculation of quantitative indicators of the conflicting 

nature of the indicators. 
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In Eq. (3), where: ijR  - correlation coefficient; 

ijr  -Evaluate the correlation coefficient between indicators i 

and j. 

4) Calculation of the combined informativeness of the 

indicators. 
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In Eq. (4), where: jC  - the amount of information for the jth 

indicator; 

j       -standard deviation; 

ijR       -correlation coefficients. 

N       -Number of quantities for the ith indicator. 

5) Calculation of indicator weights 
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In Eq. (5), where:  - Objective weight of the jth indicator; 

jC       -The amount of information in the jth indicator; 

N -Number of quantities of the jth indicator. 

6) Calculation of scores 
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In Eq. (6), Where: iS  - Score. 

D. Degree of Coupling Coordination 

The Coupled Coordination Degree Evaluation Model 
(CCDEM) is a model used to assess the degree of coordination 
and coupling between parts of a system. It is usually used to 
analyse the degree of interaction and coordination between 
different parts of a complex system in order to identify potential 
problems and opportunities for improvement. In the coupled 
coordination degree evaluation model, three aspects are usually 
considered: degree of coupling, degree of coordination, and 
degree of coupled coordination [17, 27]. 

Coupling degree refers to the degree of interdependence 
between the parts of the system, high coupling degree means 
high complexity of the system; Coordination degree refers to the 
degree of synergy between the parts of the system, high 
coordination degree can promote the overall performance and 
efficiency of the system; Coupling Coordination Degree Index: 
evaluate the coupling degree and coordination degree between 
the parts of the system through the quantitative index, so as to 
provide the overall performance of the system to assess and 
improve the direction. 
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In Eq. (7):𝑈𝑖 -Cultural System and Tourism System Score; 

𝑛-Number of systems. 

Coordination T: 
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In Eq. (8):𝑈𝑖 -Cultural System and Tourism System Score; 

𝑛-Number of systems; 

𝜔𝑖 -System weighting, this paper considers two systems 
equally important each with 0.5. 

Coupling coordination degree D, Eq. (9): 

 CTD                      (9) 

In this paper, the grading of the coupling coordination degree 
is listed in the following Table II. 

TABLE II. CRITERIA FOR CLASSIFYING THE DEGREE OF COUPLING 

COORDINATION 

Interval of D-values for 

coupling coordination 

Level of 

coordination 

Degree of coupling 

coordination 

[0.0~0.1) 1 extreme disorder 

[0.1~0.2) 2 severe disorder 

[0.2~0.3) 3 moderate disorder 

[0.3~0.4) 4 mild disorder 

[0.4~0.5) 5 
on the verge of 

becoming dysfunctional 

[0.5~0.6) 6 sue for coordination 

[0.6~0.7) 7 primary coordination 

[0.7~0.8) 8 
intermediate level 

coordination 

[0.8~0.9) 9 good coordination 

[0.9 to 1.0] 10 quality coordination 

III. EMPIRICAL ANALYSES 

A. Impact Level Analysis Based on the CRITIC Approach 

This paper collects data from a total of 11 provinces 
(municipalities directly under the central government) in the 
study area to be analysed, and the degree of importance of the 
indicators is calculated by the equation (1-5) as shown in Table 
III and the evaluation scores are calculated according to the 
Formula (6) as shown in Table IV. 

TABLE III. RESULTS OF THE CALCULATION OF THE IMPORTANCE OF IMPACT FACTORS 

Indicator layer Weights Combined weights Normative layer Weights Combined weights 

Number of public libraries 0.0289 0.2028 

Cultural Services Facilities 0.1427 0.2188 
Number of performing arts venues 0.0374 0.2622 

Number of museums 0.0364 0.2552 

Number of mass cultural institutions 0.0399 0.2797 

Public Library Practitioners 0.0344 0.2515 

Cultural services staff 0.1369 0.2099 
Museum practitioners 0.0319 0.2333 

Practitioners of mass cultural institutions 0.0352 0.2571 

Performing arts organisations 0.0353 0.2581 

Museum income 0.0386 0.4045 

Cultural Services Benefits 0.0954 0.1463 Income from mass cultural institutions 0.0285 0.2981 

Revenue from performances at performing 

arts venues 
0.0284 0.2974 

Public library circulation 0.0301 0.2948 

Cultural service recipients 0.1022 0.1567 Audience at arts performance venues 0.0394 0.3852 

Museum Visit 0.0327 0.3200 

Training in mass cultural institutions 0.0310 0.1772 

Inputs to cultural services 0.1749 0.2682 

Total expenditure on public libraries 0.0354 0.2025 

Total expenditure on mass cultural 

institutions 
0.0366 0.2093 

Total museum expenditure 0.0378 0.2160 

Expenditure on performing arts venues 0.0341 0.1950 
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Travel agents 0.0393 0.3427 

Tourism Service Facilities 0.1145 0.3293 Starred hotel 0.0358 0.3122 

Scenic area 0.0395 0.3451 

Travel agents 0.0317 0.3268 

Tourist service staff 0.0970 0.2788 Star-rated hotel workers 0.0360 0.3710 

Scenic Area Practitioners 0.0293 0.3022 

Hotel operating income 0.0304 0.4757 Revenue from tourism 
services 

0.0639 0.1836 
Gross tourism income from scenic spots 0.0335 0.5243 

Number of domestic and foreign tourists 
received by travel agencies 

0.0364 0.5020 
Tourism service recipients 0.0725 0.2083 

Scenic Area Reception 0.0361 0.4980 

TABLE IV. CALCULATION OF EVALUATION SCORES AT THE NORMATIVE LEVEL 

Normative 

layer 

Cultural 

services 

Cultural 

services 

staff 

Cultural 

Services 

Benefits 

Cultural 

service 

recipients 

Inputs to 

cultural 

services 

Tourism 

Service 

Facilities 

Tourist 

service 

staff 

Revenue from 

tourism 

services 

Tourism 

service 

recipients 

1.Shanghai 83.2869 84.5821 87.4249 96.6634 84.1007 89.6605 78.5996 86.4663 87.9603 

2. Jiangsu 84.5421 85.3188 84.3863 76.6446 86.7828 91.9699 78.1524 80.8154 90.5059 

3.Zhejiang 79.9165 86.7350 85.1465 91.9531 87.0892 85.9976 87.5799 91.9124 81.9722 

4. Anhui 87.1009 81.1571 86.1479 80.9492 82.2495 89.7680 84.2653 85.4757 94.4901 

5. Jiangxi 86.4581 84.7022 74.1042 91.6417 83.2003 81.6308 85.7542 83.1065 86.9485 

6. Hubei 86.3460 95.8199 81.7004 88.7103 82.9198 80.8930 83.9925 82.1361 95.0000 

7. Hunan 84.0908 87.7905 85.8790 77.3955 90.7249 74.7696 82.2110 84.1456 77.0278 

8.Chongqing 85.6325 89.0495 75.6793 82.8763 84.0890 95.0610 87.9582 85.5148 82.5456 

9. Sichuan 81.6045 90.6656 74.4052 90.5026 83.5206 78.8681 86.2626 75.9030 95.9921 

10.Yunnan 83.3183 84.4954 88.5933 93.2479 82.3395 77.6426 82.5502 80.7183 93.0238 

11. Guizhou 86.4300 90.8907 87.4380 82.8316 84.1804 93.8852 86.0219 83.7669 83.5059 

TABLE V. CALCULATION OF EVALUATION SCORES AT THE TARGET LEVEL 

Target level Cultures Journey 

1. Shanghai 86.4791 85.6362 

2. Jiangsu Province 84.0455 85.7647 

3. Zhejiang Province 85.9233 86.6861 

4. Anhui Province 83.4487 88.4296 

5. Jiangxi Province 84.2203 84.1592 

6. Hubei Province 87.1058 84.9243 

7. Hunan Province 85.8589 79.0361 

8. Chongqing 84.0469 88.7207 

9. Sichuan Province 84.3610 83.9527 

10. Yunnan Province 85.6311 82.7800 

11. Guizhou Province 86.3462 87.6728 
 

B. Analysis of the Results of the CRITIC Method 

From Table VI, it can be seen that in the guideline layer 
results, the better development belongs to Shanghai 
Municipality and Guizhou Province, closely followed by 
Zhejiang Province and Hubei Province. 

Observation of the economic zone research curve graph can 
be seen, the cultural perspective, to the best development of 
Hubei Province, based on the tourism perspective can be seen, 
Anhui Province, Sichuan Province, the development trend is 
better, to the worst development of Hunan Province, but the 
overall score is greater than 75, proving that the development of 
although compared with the high and low points, but there is no 
development of the bad provinces (municipalities). 
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C. Coupled Coordination Degree Model 

The model evaluation of the study area is carried out 
according to Eq. (7-9), and the degree of coupling, coordination, 
and coupling co-ordination are now listed in the Table VI shown. 

TABLE VI. EVALUATION RESULTS OF COUPLING COORDINATION DEGREE 

Target level Cultures Journey 
Coupling 

C-value 

Harmonisation 

index T-value 

D-value of coupling 

coordination 

Level of 

coordination 
Degree of coupling coordination 

1. Shanghai 86.4791 85.6362 0.9940 0.7640 0.8710 9 good coordination 

2. Jiangsu 84.0455 85.7647 0.7720 0.5890 0.6880 7 Primary coordination 

3. Zhejiang 85.9233 86.6861 0.9990 0.7560 0.8690 9 good coordination 

4. Anhui 83.4487 88.4296 0.7240 0.5690 0.6420 7 Primary coordination 

5. Jiangxi 84.2203 84.1592 0.9790 0.4380 0.6550 7 Primary coordination 

6. Hubei 87.1058 84.9243 0.9710 0.7980 0.8800 9 good coordination 

7. Hunan 85.8589 79.0361 0.8530 0.5530 0.6910 7 Primary coordination 

8. Chongqing 84.0469 88.7207 0.8520 0.6500 0.7440 8 Intermediate level coordination 

9. Sichuan 84.3610 83.9527 0.9900 0.4430 0.7440 7 Primary coordination 

10. Yunnan 85.6311 82.7800 0.9660 0.5250 0.7120 8 Intermediate level coordination 

11. Guizhou 86.3462 87.6728 0.9990 0.8520 0.9230 10 Quality coordination 
 

Based on Table VI, the coupling coordination degree of the 
Yangtze River Economic Belt as a whole does not appear 
coordination degree imbalance phenomenon, but Jiangsu 
Province, Anhui Province, Jiangxi Province, Hunan Province, 
Sichuan Province only for the primary coordination, which 
indicates that the degree of integration of culture and tourism 
still needs to be further strengthened; at the same time, only the 
degree of integration of culture and tourism in Guizhou Province 
to achieve a high quality degree of coordination, which indicates 
that at this stage, the local culture, tourism, the degree of 
collaboration is relatively high, and the development of the 
development presents a good trend. 

According to Table VI, although different provinces 
(municipalities directly under the central government) of the 
degree of coupling, degree of coordination, coupling degree of 
coordination there is a certain degree of variability, all show a 
high value of coupling degree, which indicates that the 
integration of culture, tourism is an extremely complex system, 
perhaps there are certain differences, but also just show the 
degree of difficulty of the differences between the places, but the 
degree of coordination exists there is a low phenomenon, 
indicating that the system's synergistic operation efficiency Low, 
especially in Jiangxi Province, but the coupling degree in Jiangxi 
Province is very high, which indicates that the more complex the 
system is, the less easy it is to coordinate the operation, so 
Jiangxi Province must put forward reasonable and feasible 
measures to strengthen the integration of culture and tourism. 

IV. CONCLUSION 

As an important support region for China's economic 
development, the coupling and coordination degree of the 
integrated development of culture and tourism in the Yangtze 
River Economic Belt plays a crucial role in its development. By 
evaluating the coupling coordination degree of culture and 
tourism integrated development in the Yangtze River Economic 

Belt, it can be seen that the coupling coordination degree of 
culture and tourism integrated development in the Yangtze 
River Economic Belt presents a good trend as a whole, and the 
coordination and cooperation and resource sharing among 
regions make the culture and tourism industry develop better and 
provide strong support for the comprehensive development of 
the economic belt. However, there are some problems and 
challenges in the evaluation of the coordination degree of culture 
and tourism integrated development in the Yangtze River 
Economic Belt. Some areas in the integrated development of 
culture and tourism still have deficiencies in the synergistic 
development between culture and tourism industries, the 
combination of cultural resources and tourism products is not 
high, and the depth and breadth of the integration of culture and 
tourism need to be strengthened. This requires strengthening the 
integration and sharing of resources for the integrated 
development of culture and tourism, increasing investment, 
optimising resource allocation, promoting the integration and 
sharing of culture and tourism resources, and improving the 
quality and level of integration of culture and tourism. At the 
same time, the coordination and cooperation among regions of 
the Yangtze River Economic Belt should be strengthened, the 
regional coordination of the integrated development of culture 
and tourism should be promoted, and the sharing and 
complementation of resources among regions should be 
facilitated, so as to achieve the synergistic development of the 
integrated development of culture and tourism. 

In summary, the evaluation of the coupling coordination 
degree of the integrated development of culture and tourism in 
the Yangtze River Economic Belt is of great significance, and in 
the future, it is necessary to continuously strengthen the 
coordination and cooperation to promote the synergistic 
development of the integrated development of culture and 
tourism, to inject new vitality into the economic and social 
development of the Yangtze River Economic Belt, and to 
achieve the goal of high-quality development 
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Abstract—The escalating challenge of waste management, 

particularly in developed nations, necessitates innovative 

approaches to enhance recycling and sorting efficiency. This 

study investigates the application of Convolutional Neural 

Networks (CNNs) for landfill waste classification, addressing the 

limitations of traditional sorting methods. We conducted a 

performance comparison of five prevalent CNN models—VGG-

16, InceptionResNetV2, DenseNet121, Inception V3, and 

MobileNetV2—using the newly introduced "RealWaste" dataset, 

comprising 4,752 labeled images. Our findings reveal that 

EfficientNet achieved the highest average testing accuracy of 

96.31%, significantly outperforming other models. The analysis 

also highlighted common challenges in accurately distinguishing 

between metal and plastic waste categories across all models. 

This research underscores the potential of deep learning 

techniques in automating waste classification processes, thereby 

contributing to more effective waste management strategies and 
promoting environmental sustainability. 

Keywords—Waste management; deep learning; waste 

classification; real-waste dataset; performance comparison 

I. INTRODUCTION 

The increase in waste generation, particularly in developed 
countries, poses a significant challenge to effective waste 
management and recycling efforts. By 2050, it is projected that 
developed nations will experience a 19% increase in per capita 
daily waste production, emphasizing the critical need for more 
efficient waste management strategies [1]. Traditional waste 
sorting methods, such as manual sorting and visual inspection, 
have limitations in terms of subjectivity, scalability, and labor 
requirements [1]. To address these challenges, the integration 
of deep learning techniques, particularly Convolutional Neural 
Networks (CNNs), into waste sorting processes can enhance 
automation and improve waste classification based on its 
features [2], [3]. 

CNNs are a class of deep learning models that excel in 
processing visual data, making them well-suited for tasks like 
waste classification [3]. These networks automatically extract 
relevant information from input data through their layers, with 
convolutional layers specifically extracting spatial features 
from images, making CNNs highly efficient for image-related 
tasks [4]. By leveraging advanced technologies like deep 
learning, waste sorting processes can be optimized, recycling 
rates can be increased, and a more sustainable waste 
management system can be achieved [5]. 

Automated waste classification systems, powered by deep 
learning models like CNNs, have become essential for 
addressing the global waste problem and promoting sustainable 

development [6]. These systems offer a more objective and 
scalable approach to waste sorting compared to traditional 
methods, contributing to more efficient recycling processes and 
waste management overall [7]. The incorporation of deep 
learning methods in waste classification not only streamlines 
the sorting process but also plays a crucial role in achieving 
environmental sustainability by reducing waste and promoting 
recycling efforts [8]. 

In conclusion, the adoption of deep learning techniques, 
particularly CNNs, in waste classification is pivotal for 
enhancing automation, improving waste sorting accuracy, and 
ultimately aiming to create a waste management system that is 
more effective and sustainable in light of the rising amount of 
garbage produced worldwide. 

This paper presents a performance comparison of five 
common CNN pre-trained models applied on a dataset called 
“RealWaste” and provides a critical analysis of the results to 
see the impact of the quality of the dataset and more detailed 
classes of the waste. Hence, the main contributions of this 
paper are as follows: 

 Provide a performance comparison of five common 
CNN models in landfill waste classification. 

 Evaluate the performance of the selected models when 
the type of material over different items is important to 
be detected. 

 Employ transfer learning and fine-tune the learning 
process using the scheduling of the learning rate. 

 Achieve superior classification accuracy compared to 
previous work. 

The remainder of this paper is structured as follows: 
Section II discusses the related works. The RealWaste dataset 
and the proposed models for evaluation are detailed in Section 
III and Section IV. Section V discusses the results and 
outcomes, and Section VI concludes the paper. 

II. LITERATURE REVIEW 

Table I presents the top accuracies achieved by different 
datasets in waste classification tasks. It includes datasets such 
as RealWaste and DiversionNet, Waste dataset, Custom 
dataset, Sekar's waste classification, OrgalidWaste, Waste 
Classification data, and the proposed work using RealWaste. 
The accuracy values range from 49.69% to 99.43%, 
highlighting the varying performance levels of the datasets in 
accurately classifying waste materials. 
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TABLE I. COMPARATIVE ANALYSIS OF DATASETS AND TOP 

ACCURACIES IN WASTE CLASSIFICATION 

Ref. Dataset Top Accuracy 

[9] 
RealWaste and 

DiversionNet 

49.69% using 

DiversionNet and  

89.19% using RealWaste 

[10] Waste dataset 70% 

[11] Custom dataset 99.43% 

[12] 
Sekar's waste 

classification 

80.88% 

[13] OrgalidWaste 88.42% 

[14] 
Waste Classification  

data 

96.7% 

Our proposed work RealWaste 
96.31% 

In study [9], the authors propose a new dataset called 
RealWaste and evaluate the performance of five deep learning 
models (VGG-16, InceptionResNetV2, DenseNet121, 
Inception V3, and MobileNetV2) for waste classification using 
the “RealWaste” dataset and the existing “DiversionNet” 
dataset. The classification accuracy for the “DiversionNet” 
dataset was limited to 49.69% for the “RealWaste” dataset, the 
models were able to achieve much higher classification 
accuracy where Inception V3, reached 89.19% classification 
accuracy on the full spectrum of labels required for accurate 
waste modeling. 

In research [10], the authors use a custom CNN model 
architecture with four and five convolution layers to classify 
four categories of solid waste including plastic, glass, organic, 
and paper materials. They use a “Waste dataset” that contains 
100 RGB images for each category. The five-layer DCNN 
architecture achieved a 70% accuracy rate in distinguishing the 
different waste types, while the four-layer architecture had a 
61.67% accuracy rate. Plastic waste was the most challenging 
to classify accurately, with 37% and 56.7% accuracy rates in 
the four-layer and five-layer architectures, respectively. The 
key limitations were around classification accuracy, 
particularly for plastic waste, as well as the need for further 
optimization and exploration of a broader range of waste types 
and real-world application considerations. 

In study [11], the authors use a custom CNN model with 
two, six, and eight convolutional layers with a custom dataset 
of 878 carrot images captured in-house, which they 
preprocessed and augmented to train and evaluate their 
proposed CNN models. The authors found that the eight 
convolutional layers model with the mixed pooling layer 
achieved the best performance, reaching 99.43% accuracy in 
classifying regular and irregular carrot shapes on 24x24 pixel 
images. The study was conducted using a dataset of 878 carrot 
images, which may be considered a relatively small dataset for 
training deep learning models. Also, the study was conducted 
in a controlled laboratory setting using images captured under 
specific lighting conditions. The authors acknowledge that 
while the proposed CNN-based approach showed promising 
results in the laboratory setting, further research and real-world 
validation would be needed to fully assess the practical 
applicability and limitations of the system. 

In study [12], the authors developed a bespoke 5-layer 
CNN architecture and trained it on two different image 
resolutions (80x45 and 225x264 pixels) of the augmented 
“Sekar's waste classification” dataset consisting of 25,077 
images of organic (13,966) and recyclable (11,111) waste 
objects. The research aims to explore the possibility of training 
an efficient lightweight model with high accuracy and less 
computational demand compared to standard CNN 
architectures. The smaller model (80.88%) outperformed the 
larger model (76.19%), but the larger model seems more 
generalizable based on the observed behavior of loss and 
accuracy during training, validation, and testing. The key 
limitations include the data paucity and limited categories. 

In study [13], the authors use various CNN models for 
waste classification, including AlexNet, GoogLeNet, 
EfficientNet-B0, and ResNet-50 with a transfer learning 
approach. Also, they use a custom four-layer CNN. They used 
a dataset called “OrgalidWaste” which comprises 
approximately 5,600 images categorized into four waste 
classes: organic, glass, metal, and plastic. The performance 
evaluation of the models in the study was based on accuracy 
and cross-entropy loss observed during training, validation, and 
testing. The VGG16 model achieved the highest accuracy of 
88.42%, outperforming other CNN architectures like VGG19, 
Inception-V3, and ResNet50. The study highlighted the need to 
further enhance classification accuracy for practical 
deployment despite the promising results obtained. 

In study [14], the authors use convolutional neural 
networks (CNNs) and faster region-based convolutional neural 
networks (R-CNNs) to classify e-waste. The proposed system 
aims to facilitate communication between individuals 
requesting WEEE pickup and waste collection companies, 
enabling efficient collection planning based on the identified 
type and size of the e-waste items. They used a dataset called 
“Waste Classification data” containing 24,705 images of 
refrigerators, washing machines, and monitors/TVs. The 
geometric transformations were used as data augmentation 
with 13 transformations such as rotation, color transformation, 
zoom, and blur. The proposed CNN model achieved an 
average accuracy of 90-96.7% and the faster R-CNN network 
provided slightly lower accuracy, around 90% on average, but 
had the advantage of being able to detect and determine the 
size of the objects in the images. The key limitations were 
around the limited e-waste categories. 

III. DATASET 

The study leveraged the newly developed landfill waste 
dataset, "RealWaste," which comprises 4,752 raw and fully 
labeled RGB images. This dataset was meticulously collected 
during the biannual residential waste audit at the Wollongong 
Waste and Resource Recovery Centre’s landfill [9]. The 
collection process involved capturing images of various waste 
items as they were sorted, ensuring a representative sample of 
the types of materials commonly found in residential waste. 

Fig. 1 shows samples of RealWaste images with their label. 
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(a) (b) (c) (d) 

Fig. 1. Sample images from the dataset for: (a) Cardboard; (b) Food 

Organics; (c) Glass; (d) Metal. 

The RealWaste dataset includes samples across nine 
distinct labels representing different landfill waste categories 
including Cardboard, Food Organics, Glass, Metal, 
Miscellaneous Trash, Paper, Plastic, Textile Trash and 
Vegetation. 

An analysis of the dataset reveals that it exhibits some 
degree of imbalance in the distribution of images across the 
labels. Table Ⅱ presents the count and percentage of images for 
each label, highlighting the variations. 

TABLE II.  LABELS AND IMAGE COUNT IN DATASET  

Label Images Count 
Percentage Of Each 

Label in The Dataset 

Cardboard 461 9.69% 

Food Organics 411 8.65% 

Glass 420 8.83% 

Metal 790 16.62% 

Miscellaneous Trash 495 10.41% 

Paper 500 10.51% 

Plastic 921 19.38% 

Textile Trash 318 6.69% 

Vegetation 436 9.17% 

This imbalance may pose challenges for model training, 
particularly in ensuring that the model generalizes well across 
all categories. The predominance of plastic images, for 
instance, could lead to bias in classification outcomes if not 
adequately addressed. 

IV. METHODOLOGY 

This section addresses a significant gap in waste 
classification literature, focusing on dataset limitations and 
inadequate labeling in waste auditing studies. To enhance the 
accuracy and practicality of waste classification models, data is 
preprocessed and augmented for use by the pre-trained CNN 
models EfficientNet, GoogLeNet, ResNet-152, ShuffleNet, and 
VGG-19. The objectives include evaluating the use of clean 
material datasets for training models in real waste 
classification, comparing dataset approaches by training on real 
waste samples, and identifying the best model for waste 
classification in real-world scenarios. 

As shown in Fig. 2, the proposed methodology consists of 
the following main steps: 

 Data Splitting: The dataset was split into training, 
validation, and testing subsets using a standard split 
ratio, where 50% of the data was used for training, 20% 
for validation, and 30% for testing. This ensures that the 
model is trained on a diverse set of data, validated on a 
separate subset, and finally tested on unseen data [15]. 

 Hyperparameter tuning: Hyperparameters–such as 
batch size, learning rate, number of epochs, momentum, 
and learning rate decay–are set. These hyperparameters 
play a crucial role in the training process and should be 
carefully chosen through experimentation and 
validation [16]. 

 Training and Validation: Each model is trained and 
validated using a stochastic gradient descent optimizer. 
Additionally, the use of automatic mixed precision 
(auto-cast) is considered to accelerate training without 
sacrificing model accuracy. Furthermore, a learning rate 
scheduler is employed to adjust the learning rate during 
training [17]. 

 Model Evaluation: Each model uses metrics such as 
accuracy, precision, recall, F1 score, receiver operating 
characteristic curve, and confusion matrix analysis. 
These metrics provide a comprehensive understanding 
of the model’s performance, such as correctly 
classifying instances, handling imbalanced classes, and 
discriminating between classes [18]. 

 
Fig. 2. The proposed methodology. 

A. Data Preprocessing and Augmentation 

CNNs typically require input images to be of a fixed size to 
avoid issues with model training and performance. Variations 
in image dimensions can be addressed by resizing images 
before inputting them into the CNN. This can be done using 
techniques like Bicubic interpolation, which involves 
averaging 16 neighboring pixels to determine pixel values in 
the resized image [19], [20]. Data augmentation techniques, 
which improve models' ability to generalize and perform well 
on diverse datasets and solve unbalanced dataset issues such 
as: 

 Color Jitter which introduces random variations in the 
hue and saturation levels of images to augment the 
dataset. The hue indicates the range of random hue 
adjustments applied to the image, while saturation 
represents the range of random saturation adjustments. 
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 Randomly rotates images within the specified range of 
degrees. 

The incorporation of augmented images with diverse 
textures and appearances enhanced the diversity and richness 
of the dataset. As a result, this contributed to an improved 
generalization of models and enhanced their performance 
across all classes. Each image in the dataset was used to 
generate two new images: The first was generated by adding 
Color Jitter with a hue value of 0.05 and a saturation of 0.05 to 
the original image. The second was generated by applying 
random rotations to images in the dataset with a range from 0 
to 180 degrees. 

B. The Selected Models 

The CNN models including EfficientNet, GoogLeNet, 
ResNet-152, ShuffleNet, and VGG-19 were selected for this 
experimental study to analyze the performance in classifying 
landfill waste due to their proven capabilities in image 
classification tasks.  EfficientNet is renowned for its efficiency 
in balancing model size and accuracy. GoogLeNet introduces 
the inception module for feature extraction. ResNet-152 
utilizes residual connections to tackle the vanishing gradient 
problem. ShuffleNet emphasizes computational efficiency 
through channel shuffling. VGG-19 is acknowledged for its 
deep architecture with small convolutional filters [21], [22], 
[23]. The strengths of these models in image classification 
position them as ideal candidates for accurately classifying 
landfill waste: 

 EfficientNetV2, introduced in 2021 by Tan and Le, 
improves training speed and parameter efficiency 
compared to the original EfficientNet. It addresses slow 
training with larger image resolutions by combining 
MBConv and Fused-MBConv blocks through neural 
architecture search and model scaling. This 
optimization enhances training efficiency [24]. 

 GoogLeNet: GoogLeNet developed by Google in 2015, 
is a deep convolutional neural network for image 
classification. It uses multiple convolutional layers with 
different filter sizes and pooling operations to extract 
features at various scales. The architecture consists of 
19 layers, featuring inception modules for feature 
extraction, auxiliary classifiers to address the vanishing 
gradient issue and overfitting, and ensuring 
computational efficiency. It also includes max-pooling 
layers, an average pooling layer, a dropout layer, and a 
linear layer for the final output [25]. 

 ResNet-152: ResNet-152 was introduced in 2015 by 
Microsoft. It is part of the ResNet (short for Residual 
Network) family of models, known for their deep 
structure and the use of residual connections. ResNet-
152 specifically has 152 layers, making it a very deep 
network, and it has been widely used for various 
computer vision tasks, such as image classification and 
object detection [26]. 

 ShuffleNet V2: Introduced in 2018 as an evolution of 
the original ShuffleNet, focuses on enhancing 
computational efficiency and model performance. By 

integrating channel shuffling and pointwise group 
convolutions, it improves performance while preserving 
computational efficiency. These elements enhance its 
effectiveness in feature extraction and representation 
learning. With 164 layers, ShuffleNet V2 incorporates 
operations like depthwise separable convolutions, 
concatenation, and channel shuffling to facilitate 
efficient information exchange and feature extraction 
within the network [27], [28]. 

 VGG19: VGG19, a deep convolutional neural network 
that comprises 19 layers, was developed in 2014. It is 
known for its simplicity and effectiveness in image 
recognition tasks. The network architecture consists of a 
series of convolutional layers that are followed by max 
pooling layers and culminates in three fully connected 
layers [29]. 

C. Hyperparameters and Optimization Technique 

Hyperparameters are parameters that govern the learning 
process and dictate the values of the model parameters 
acquired by a learning algorithm. The use of the prefix “hyper” 
indicates the significance of the parameters in determining both 
the learning process and resulting model parameters [30]. 
Specifically, hyperparameters are settings or configurations 
that are not learned from the data but are set before training the 
model, and in the proposed methodology, the following 
hyperparameters were used: learning rate, loss function, 
number of epochs, and batch size. 

Optimizers are essential for adjusting model weights and 
learning rates to minimize errors or maximize efficiency. For 
instance, stochastic gradient descent is a popular optimization 
algorithm in deep learning, a variation of gradient descent. It 
minimizes loss functions by training models. Unlike traditional 
gradient descent, stochastic gradient descent computes 
gradients using data subsets, known as "mini-batches," making 
it faster and more scalable for large datasets. This approach 
accelerates convergence, especially beneficial for handling 
extensive datasets [31], [32]; therefore, it was used in the 
proposed methodology. The objective function 𝑓(𝑥), which is 
the average loss function, is given by the following equation: 

𝑓(𝑥)  =  
1

𝑛
∑ 𝑓𝑖 (𝑥)𝑛

𝑖=1   

where n is the number of input data taken from the training 
dataset. The gradient of the objective function is computed for 
each iteration of the training phase by the following equation: 

∇𝑓(𝑥)  =  
1

𝑛
∑ ∇𝑓𝑖(𝑥)𝑛

𝑖=1   

The stochastic gradient descent algorithm reduces the 
computational cost at each iteration by randomly shuffling the 
training data to ensure that the mini-batches used for 
computing the gradients are representative of the entire dataset 
and compute the gradient ∇𝑓𝑖 (𝑥) to update x by the following 
equation [33]: 

x ←  𝑥 − 𝜂∇𝑓𝑖 (𝑥)  

where 𝜂 is the learning rate. 
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D. Evaluation Metrics 

Various evaluation metrics were utilized to appraise the 
performance of the selected models, including the confusion 
matrix, accuracy, F1 score, precision, recall, and receiver 
operating characteristic (ROC) curve [34]. The confusion 
matrix evaluates the classification performance of the CNN 
model by juxtaposing actual and predicted values. In this 
matrix, rows correspond to actual values while columns 
represent predicted values. The results obtained from this 
evaluation encompass four potential outcomes: True Positive 
(TP) - denoting correct prediction of the positive class, False 
Positive (FP) - indicating incorrect prediction of the positive 
class, True Negative (TN) - signifying accurate prediction of 
the negative class, and False Negative (FN) - representing 
erroneous prediction of the negative class [35]. 

Accuracy refers to the extent to which the model effectively 
categorizes all instances within a dataset. It is computed by 
dividing the total number of correct predictions by the overall 
number of predictions made [36]. The following equation 
calculates accuracy: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
  

The F1 score is a numerical measure of the balance 
between precision and recall [37]. It is calculated by taking the 
harmonic mean of precision and recall using the following 
equation: 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  2 ∗ 
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)
 

Where precision is the ratio of true positives to the sum of 
true positives and false positives, measuring the accuracy of 
positive predictions. Recall, on the other hand, is the proportion 
of true positives to the sum of true positives and false 
negatives, indicating the ability to identify actual positives 
accurately. 

The ROC curve evaluates a CNN model's ability to 
distinguish labels by examining the true positive rate (TPR) 
and false positive rate (FPR) at different thresholds. It assesses 
the model's accuracy in classification by graphing TPR against 
FPR at various threshold levels [38]. The TPR and FPR are 
calculated using the following equations: 

𝑇𝑃𝑅 = 
𝑇𝑃 

(𝑇𝑃 + 𝐹𝑁)
  

𝐹𝑃𝑅 =  
𝐹𝑃 

(𝐹𝑃 + 𝐹𝑁)
  

V. RESULTS AND DISCUSSIONS 

A. Experimental Setup 

The original dataset was cleaned, preprocessed, and 
enhanced as outlined in Section III to prepare it for training 
CNN models. The image quantity was increased to 19,008 
labeled images, with each label representing around 3% of the 
dataset, totaling 9 unique labels. One-hot encoding was utilized 
for label encoding. Various hyperparameters such as learning 
rate, loss function, epochs, batch size, optimizer, momentum, 
learning rate decay, and weight initialization were set for 
training the CNN models as shown in Table III. The selected 

models' weights were initialized by loading pre-trained weights 
from ImageNet, enhancing their performance and efficiency 
while reducing the need for extensive training on the dataset. 

TABLE III. HYPERPARAMETERS AND THEIR VALUES TUNING 

Hyperparameters Value 

Learning rate 0.001 

Loss function Cross-entropy loss 

Number of epochs 50 

Batch sizes 64 

Optimizer Stochastic gradient descent 

Momentum 0.9 

Learning rate decay 0.0005 

Weight initialization Transfer learning 

All experiments were carried out locally on a computer 
with the following specifications: 

 Processor: AMD Ryzen 9 5900HX, 3301 MHz, 8 
Core(s), 16 Logical Processor(s). 

 Physical Memory (RAM): 32.0 GB. 

 Graphics Card: NVIDIA GeForce RTX 3080 Laptop 
GPU. 

B. Models Training Performance 

All models were trained using the same dataset and with 
hyperparameter values as listed in Table Ⅲ to analyze the 
learning behavior of each model. Table Ⅳ presents the average 
training and validation accuracy, as well as the average training 
and validation loss for various models including EfficientNet, 
GoogLeNet, ResNet-152, ShuffleNet, and VGG-19. ResNet-
152 has the highest average training among the models listed, 
with a value of 99.07%. 

TABLE IV. HYPERPARAMETERS AND THEIR VALUES TUNING 

# Model 

Average 

Training 

Accuracy 

Average 

Validation 

Accuracy 

Average 

Training 

Loss 

Average 

Validation 

Loss 

1 EfficientNet 98.82% 95.57% 0.036 0.174 

2 GoogLeNet 98.93% 92.93% 0.035 0.234 

3 ResNet-152 99.07% 94.63% 0.029 0.198 

4 ShuffleNet 92.83% 86.42% 0.270 0.430 

5 VGG-19 97.94% 91.22% 0.063 0.343 

ShuffleNet has the lowest average training accuracy at 
92.83% but still demonstrates strong performance. EfficientNet 
and GoogLeNet demonstrate competitive performance in terms 
of accuracy and loss, while VGG-19 shows slightly lower 
accuracy, but relatively lower loss compared to ResNet-152. 

Overall, the analysis shows that ResNet-152 performs 
exceptionally well in terms of both accuracy and loss, while 
ShuffleNet appears to face challenges in generalizing to 
validate data. This comparative analysis can provide valuable 
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insights for selecting the most suitable model based on specific 
performance criteria. 

Fig. 3 to Fig. 7 visualize the loss values and average 
accuracy percentage for all models per epoch. 

  
(a) (b) 

Fig. 3. EfficientNet training performance: (a) Losses values per epoch (b) 

Average accuracy percentage values per epoch. 

  
(a) (b) 

Fig. 4. GoogLeNet training performance: (a) Losses values per epoch (b) 

Average accuracy percentage values per epoch. 

  
(a) (b) 

Fig. 5. ResNet-152 training performance: (a) Losses values per epoch (b) 

Average accuracy percentage values per epoch. 

  
(a) (b) 

Fig. 6. ShuffleNet training performance: (a) Losses values per epoch (b) 

Average accuracy percentage values per epoch. 

  
(a) (b) 

Fig. 7. VGG-19 training performance: (a) Losses values per epoch (b) 

Average accuracy percentage values per epoch. 

C. Models Testing Performance 

Table Ⅴ provides a comprehensive overview of the 
performance metrics including accuracy, precision, recall, and 
F1 score for different models. Among these models, 
EfficientNet stands out with the highest Average Testing 
Accuracy of 96.31%, highlighting its effectiveness in 
classification tasks. This exceptional performance can be 
attributed to Efficient Net’s sophisticated architecture that 
incorporates compound scaling and efficient model scaling 
methods, allowing it to achieve superior accuracy. 

TABLE V. HYPERPARAMETERS AND THEIR VALUES TUNING 

# Model 

Average 

Testing 

Accuracy 

Average 

Precision 

Average 

Recall 

Average F1 

Score 

1 EfficientNet 96.31% 0.9342 0.9631 0.9643 

2 GoogLeNet 94.25% 0.8965 0.9425 0.9432 

3 ResNet-152 95.49% 0.9183 0.9549 0.9555 

4 ShuffleNet 89.11% 0.8113 0.8911 0.8924 

5 VGG-19 92.91% 0.8727 0.9291 0.9296 

ResNet-152 and GoogLeNet also demonstrate strong 
performance with accuracy rates of 95.49% and 94.25% 
respectively. ResNet-152, known for its deep architecture with 
residual connections, excels in capturing intricate features 
within the data, leading to high precision, recall, and F1 scores. 
On the other hand, Google Net’s inception modules and 
efficient use of parameters contribute to its competitive 
performance across all metrics. 

ShuffleNet and VGG-19, while slightly lower in accuracy 
compared to the top performers, still exhibit respectable results. 
Shuffle Net’s emphasis on computational efficiency through 
channel shuffle operations enables it to achieve a balance 
between accuracy and resource utilization. VGG-19, with its 
deeper architecture comprising multiple convolutional layers, 
maintains a strong performance across precision, recall, and F1 
score metrics. 

D. Models Performance Analysis 

To gain a deeper understanding of the models’ 
classification performance, a detailed analysis was conducted 
using the AUC, as shown in Fig. 8. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Fig. 8. AUC values for different Labels across various models including (a) 

EfficientNet (b) GoogLeNet (c) ResNet-152 (d) ShuffleNet and (e) VGG-19. 

EfficientNet demonstrates strong performance across most 
classes with consistently high AUC values, particularly 
excelling in classes such as Food Organics and Vegetation 
where it achieved AUC scores of 0.99. This suggests that 
EfficientNet is effective in distinguishing these classes from 
others with high accuracy. GoogLeNet also performs well 
overall, with notable AUC scores for classes such as Glass and 
Vegetation. However, it shows slightly lower performance 
compared to EfficientNet in some classes like Metal and 
Miscellaneous Trash. ResNet-152 showcases consistent 
performance across various classes, with competitive AUC 
values for most categories. It performs particularly well in 
distinguishing classes like Cardboard and Paper. ShuffleNet 
exhibits varying performance across different classes, with 
lower AUC scores for categories such as Miscellaneous Trash 
and Textile Trash compared to other models. VGG-19, similar 
to GoogLeNet, demonstrates strong performance in classes like 
Glass and Vegetation but shows lower AUC values for 
categories like Miscellaneous Trash and Textile Trash. 

In summary, EfficientNet stands out as a top performer in 
this analysis, followed closely by ResNet-152 and GoogLeNet. 
These models show effectiveness in classifying diverse classes 
accurately, with variations in performance observed across 
different models and classes. 

Also, the confusion matrix was utilized to analyze the 
model's classification performance in correctly classifying 

different waste categories and reveal the presence of false 
negatives and false positives. Fig. 9 to Fig. 13 visualize the 
confusion matrix for the five models. 

 
Fig. 9. Confusion Matrix for EfficientNet model in classifying landfill 

waste. 

 
Fig. 10. Confusion Matrix for GoogLeNet model in classifying landfill waste. 

 
Fig. 11. Confusion Matrix for ResNet-152 model in classifying landfill waste. 
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Fig. 12. Confusion Matrix for ShuffleNet model in classifying landfill waste. 

 
Fig. 13. Confusion Matrix for VGG-19 model in classifying landfill waste. 

The confusion matrix for all models shows that the model's 
performance reveals notable confusion among various waste 
labels, particularly between metal and plastic categories. For 
EfficientNet, the model achieved a high accuracy rate of 
92.41% in correctly identifying metal objects but misclassified 
four items as plastic. The accuracy of the plastic label was 
slightly lower at 84.78%, with six items mistakenly classified 
as metal and one item as cardboard. For GoogLeNet, the 
model's performance metrics show a similar trend with notable 
confusion between metal and plastic categories. Similarly, the 
ResNet-152 model exhibited challenges in distinguishing 
between metal and plastic categories, leading to 
misclassification. VGG-19 model's performance also indicated 
confusion between metal and plastic labels, impacting the 
accuracy of classification. In summary, all models struggled 
with distinguishing between metal and plastic waste categories, 
highlighting a common challenge across the different models 
in accurately classifying these materials. The difficulty in 
distinguishing between metal and plastic waste categories in 
the models could be attributed to several factors: 

 Multi-Structured Shapes and Textures: Both metal and 
plastic items have varied shapes and textures, which 

further complicates the classification problem for the 
models. 

 Data Variability: The reason why models fail to 
differentiate between waste materials made of metal 
and those that are made of plastic may partly be 
attributed to the lack of diversity in examples used 
during training concerning these two classes. 

To address the challenges faced by models in accurately 
classifying metal and plastic waste, several strategies can be 
implemented: 

 Diverse Data Sources: Where the current dataset is 
established, further research could explore the 
utilization of other sources of images taken in different 
surroundings and conditions of light. This would help 
create a more comprehensive dataset that captures a 
wider range of metal and plastic items. 

 Improved Image Augmentation: While augmentation 
has been done, checking out advanced augmentation 
techniques, such as changes in brightness, contrast, and 
adding artificial noise, might yield a better 
generalization performance across different conditions. 

E. Comparison with State-of-the-Art 

To ensure an unbiased comparison, we have chosen to 
evaluate our work by benchmarking it against other studies that 
have utilized the same dataset. This approach allows for a fair 
assessment of the effectiveness and performance of our 
methodology within the context of the specific dataset, 
promoting a more accurate evaluation of our contributions in 
the field. 

In study [9], they achieved an accuracy of 49.69% using 
DiversionNet and 89.19% using RealWaste. The accuracy of 
using RealWaste was notably higher compared to 
DiversionNet, indicating the effectiveness of RealWaste in the 
classification process. However, our work demonstrated a 
higher accuracy of 96.31% using the RealWaste dataset. It 
showed a significant improvement in accuracy compared to 
Work 1's results with RealWaste. 

In summary, our proposed work exhibited superior 
performance in waste classification using the RealWaste 
dataset compared to study [9], showcasing advancements in 
accuracy and potentially innovative approaches in the 
classification process. 

VI. CONCLUSION 

Incorporating deep learning techniques, especially 
Convolutional Neural Networks (CNNs), into waste 
classification processes is crucial for enhancing automation, 
improving waste sorting accuracy, and striving towards a more 
sustainable and efficient waste management system amidst the 
escalating global waste production. The performance 
evaluation of five common CNN pre-trained models on the 
RealWaste dataset not only demonstrated advancements in 
accuracy but also highlighted potential innovative approaches 
in waste classification methodologies. This study contributes to 
the continuous enhancement of waste management strategies 
and the promotion of environmental sustainability through the 
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utilization of cutting-edge technologies like deep learning. 
Notably, EfficientNet emerged as the top performer with the 
highest Average Testing Accuracy of 96.31%, underscoring its 
effectiveness in classification tasks. Additionally, the 
performance of five well-known CNN pre-trained models was 
compared in this research using the RealWaste dataset as a test. 
The evaluation aimed to understand the impact of the dataset 
quality and the inclusion of more detailed waste classes, 
shedding light on the importance of data quality in achieving 
accurate waste classification outcomes. By addressing these 
aspects, the research contributes to advancing waste 
management practices and fostering environmental 
sustainability through advanced deep-learning methodologies. 
Looking ahead, future work will focus on expanding the 
dataset to include more diverse samples and exploring 
advanced data augmentation techniques to address class 
imbalances. These efforts aim to further enhance model 
robustness and improve waste classification systems, 
ultimately contributing to more effective waste management 
practices and fostering environmental sustainability. 
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Abstract—Object detection is a fundamental task in gesture 

recognition, involving identifying and localising human hand or 

body gestures within images or videos amidst varying 

environmental conditions. To address the inadequate recognition 

rate of gesture detection algorithms in intricate surroundings 

caused by issues such as inconsistent illumination, background 

colors resembling skin tones, and diminutive gesture scales, a 

gesture recognition approach termed HD-YOLOv5s is presented. 

An adaptive Gamma image enhancement preprocessing technique 

grounded in Retinex theory is employed to mitigate the effects of 

lighting variations on gesture recognition efficacy. A feature 

extraction network incorporating an adaptive convolutional 

attention mechanism (SKNet) is developed to augment the 

network's feature extraction efficacy and mitigate background 

interference in intricate situations. A novel bidirectional feature 

pyramid architecture is implemented in the feature fusion 

network to fully leverage low-level features, thereby minimizing 

the loss of shallow semantic information and enhancing the 

detection accuracy of small-scale gestures. A cross-level 

connection strategy is employed to enhance the model's detection 

efficiency. To assess the efficacy of the suggested technique, 

experiments were performed on a custom dataset featuring 

diverse lighting intensity fluctuations and the publicly available 

NUS-II dataset with intricate backdrops. The recognition rates 

attained were 99.5% and 98.9%, respectively, with a detection 

time per frame of about 0.01 to 0.02 seconds. 

Keywords—Gesture recognition; Yolov5; object detection; 

attention mechanism; bidirectional feature pyramid 

I. INTRODUCTION 

With the continuous development of human-computer 
interaction (HCI) technology, people's lives are becoming 
increasingly intelligent [1-2]. Traditional HCI methods rely on 
contact-based devices such as a mouse, keyboard, and joystick. 
However, with the advancement of technologies like voice 
recognition and gesture recognition, contactless interaction has 
become one of the main research directions. Gesture 
recognition, as a form of body language, is simple, direct, and 
convenient. It enables HCI in various fields such as in-vehicle 
cabin control, aerospace, smart homes, and intelligent 
education, making it a research hotspot in HCI technology. For 
example, using gesture recognition in smart homes allows for 
remote control with simple gestures, greatly enhancing 
convenience in people's lives. However, in practical 
applications, gesture recognition algorithms still face many 
challenges in complex environments due to factors like 
lighting, background, distance, and skin tone. Gestures can be 
categorized as either static or dynamic, where dynamic gestures 

can be viewed as a sequence of interrelated static gestures. 
Therefore, static gesture recognition serves as a fundamental 
basis for studying dynamic gestures and their applications. This 
paper focuses on static gesture recognition. Gesture recognition 
[3] technology has undergone multiple phases of development 
to date. Conventional gesture recognition is often investigated 
via sensor-based techniques or computer vision methodologies. 
Gesture recognition reliant on sensors generally necessitates 
hardware devices to gather and interpret gesture data, like 
wearable data gloves, Leap Motion, and Kinect. While these 
approaches are rapid and precise and exhibit less sensitivity to 
fluctuations in intricate external surroundings, they depend on 
hardware devices, which may be cumbersome and costly to 
utilize. Gesture identification based on computer vision 
predominantly uses depth cameras, color spaces (RGB [4], 
HSV [5], YCbCr [6]), or skin color detection to delineate the 
gesture area. Following segmentation, recognition approaches 
such as template matching [7] and support vector machines 
(SVM) [8-9] are employed. These approaches depend on 
manually crafted feature extraction, rendering them vulnerable 
to external influences and leading to diminished robustness and 
suboptimal identification rates. 

In recent years, the advent of deep learning has prompted 
numerous academics to implement deep learning techniques for 
gesture detection in intricate contexts, with the objective of 
enhancing recognition accuracy. For instance, the Yu et al. [10] 
utilized a skin color model to identify gesture regions and 
applied convolutional neural networks (CNN) for feature 
extraction and detection. This approach is susceptible to 
fluctuations in lighting and skin color in complicated situations, 
diminishing its generalizability and robustness. The Diba et al. 
[11] directly utilized CNN to identify motions from raw photos; 
however, when the image features analogous skin and 
background hues, the CNN is unable to extract pertinent 
information, resulting in elevated false detection rates. The 
swift advancement of deep learning-based object detection 
algorithms has led many academics to recognize that utilizing 
these techniques for gesture recognition in intricate contexts 
can enhance performance. For example, the Gao et al. [12] 
employed the Faster R-CNN algorithm for gesture 
identification, utilizing Gaussian filters for image pre-
processing. The Fan et al. [13] used neural networks with the 
SSD (single shot multibox detector) to extract essential points 
in motions. Despite enhancements in gesture recognition [14] 
in tough conditions such lighting and skin tone fluctuations, the 
substantial model sizes and prolonged detection times hinder 
real-time identification in intricate environments. To tackle this 
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issue, Huang et al. [3] enhanced the YOLO (You Only Look 
Once) algorithm and introduced the DSN algorithm for gesture 
detection, employing CNN for recognition. This system 
improved recognition rates under uneven lighting and skin-tone 
background interference while enhancing detection speed, 
attaining real-time target detection. Nonetheless, it exhibited 
subpar performance in identifying little actions inside intricate 
settings. 

In terms of recognition accuracy, speed, and real-time 
performance, the YOLOv5 algorithm, which was recently 
introduced, surpasses other algorithms in the YOLO series. 
Although the YOLOv5 model has demonstrated satisfactory 
performance on extensive public datasets, it is still necessary to 
make specific enhancements in order to optimize the model's 
performance for specific target objects based on the 
characteristics of the selected datasets. For instance, the 
detection capability of small objects such as traffic lights was 
enhanced by Premaratne et al. [15] and colleagues through the 
modification of the backbone convolution network and the 
construction of a feature fusion network. The following 
challenges are presented when the YOLOv5 model is explicitly 
applied to gesture recognition in complex environments, 
despite the significance of high gesture recognition rates: 

 The algorithm's generalization and robustness are 
subpar when recognizing gestures in uneven lighting. 

 When skin tones blend with background colors, high 
false detection rates occur. 

 The algorithm experiences high miss rates and low 
recognition accuracy when recognizing gestures at a 
distance or on a small scale. 

To address the current challenges in gesture recognition, 
such as missed detection, false detection, and low recognition 
rates caused by uneven lighting, skin-tone backgrounds, small-
scale gestures, and complex environments, this paper proposes 
an improved YOLOv5-based gesture recognition method, HD-
YOLOv5s.  The main contribution of this paper is as follows: 

 First, an adaptive Gamma image enhancement method 
is used to pre-process the dataset, mitigating the effects 
of lighting variations in complex environments on 
gesture recognition.  

 To tackle background interference in complex 
environments, the attention mechanism module SK 
from the dynamic selection network is incorporated into 
the final feature extraction layer of the feature extraction 
network.  

 This allows for adaptive adjustment of the convolution 
kernel size for different scales of images, which helps in 
extracting effective features and improving feature 
extraction capabilities.  

 Finally, the PANet structure in the feature fusion 
network is replaced with an adjusted bidirectional 
feature pyramid structure (BiFPN), which improves the 
recognition rate of small-scale gestures in complex 
environments. 

II. YOLOV5S NETWORK STRUCTURE 

YOLOv5 is a neural network architecture employed for 
object detection. As network depth and weights increase, 
YOLOv5 is categorized into four variants: YOLOv5s, 
YOLOv5m, YOLOv5l, and YOLOv5x. The YOLOv5s model 
is the smallest and exhibits the highest inference speed among 
these options. The YOLOv5 architecture comprises three 
components: the feature extraction network (Backbone), the 
feature fusion network (Neck), and the detection network 
(Prediction). 

A. Feature Extraction Network (Backbone) 

The Backbone comprises the CSPDarknet, Focus, and SPP 
(Spatial Pyramid Pooling) modules, which primarily operate to 
extract high (deep), intermediate, and low (shallow) level 
features from images. The backbone network of YOLOv5 is 
CSPDarknet53. In contrast to the Darknet53 network, the C3X 
module partitions the feature mappings of the base layer into 
two segments and subsequently integrates them via partial local 
cross-layer fusion. This not only mitigates the problem of 
excessive computation due to duplicated gradient information 
during network optimization, but also guarantees precision 
while diminishing computational burden. The Focus module 
enhances feature extraction efficiency by segmenting and 
recombining input feature maps within the backbone network, 
hence reducing the number of network layers. This significantly 
decreases computational burden and enhances detection 
velocity while preserving precision. The SPP module is 
incorporated following the CSPDarknet53 architecture to 
extract prominent characteristics from photos. The SPP 
architecture enhances the receptive field of the prediction box, 
addresses the alignment discrepancy between the target box and 
the feature map, and guarantees both effective feature 
extraction and the operational speed of the network. 

B. Feature Fusion Network (Neck) 

The fundamental components of the Neck are feature 
pyramid networks (FPN) [16] and path aggregation networks 
(PAN) [17], which primarily enhance the model's capacity to 
recognize objects across various scales. Deep feature maps 
possess enhanced semantic features but diminished localization 
information, whereas shallow feature maps have superior 
localization information but reduced semantic features. FPN 
segments the feature maps into various scales and integrates 
them. It transmits profound semantic information to the 
superficial layers, augmenting semantic representation across 
various scales.
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Fig. 1. HD-YOLOv5s network structure.

Conversely, PAN conveys superficial localization data to 
the deeper layers, enhancing localization proficiency across 
various scales. The PANet feature pyramid architecture 
incorporates a bottom-up pathway structure in addition to the 
Feature Pyramid Network (FPN) [18-19]. FPN improves object 
detection by integrating characteristics from both deep and 
shallow layers, particularly enhancing the identification of 
small objects. Object identification involves pixel-level 
categorization, and shallow features, which often capture edges 
and forms, are essential for this process. The bottom-up path 
architecture effectively employs shallow layer characteristics 
for segmentation. Incorporating this upgrade into FPN, PANet 
enables deep feature maps to leverage the extensive localization 
information from shallow layers, hence enhancing the detection 
of huge objects. 

C. Detection Network (Prediction) 

Traditional neural networks only input the deepest layer of 
network features into the detection layer, leading to the loss of 
small object features as they are passed from lower layers to 
higher layers. This results in difficulty in recognizing small 
objects and a low detection rate. YOLOv5 adopts a multi-scale 
detection method, dividing the feature maps into three scales 
through 32x, 16x, and 8x down sampling. By utilizing different 
receptive fields, larger feature maps detect small objects and 

smaller feature maps detect large objects, overcoming the 
limitations of top-layer features. 

III. HD-YOLOV5 NETWORK STRUCTURE 

The gesture recognition technique introduced in this 
research, HD-YOLOv5s, represents an enhancement of the 
YOLOv5s model. Fig. 1 illustrates the architecture of the HD-
YOLOv5s model, whereas Fig. 2 depicts the configuration of 
each module within the HD-YOLOv5s model. In Fig. 1, the 
newly incorporated features relative to the original YOLOv5s 
model are distinguished by various colors. 

A. Feature Extraction Network with SKNet 

In complex background environments, gesture targets may 
be small in size or have backgrounds similar in color to skin, 
which makes it challenging to recognize targets of varying 
scales. This requires higher feature extraction capabilities from 
the network model. Attention mechanisms can enhance the 
network's ability to express model features by strengthening 
important features and weakening general features. Therefore, 
this paper adopts an attention mechanism to enhance the 
network's feature extraction capability. 

The selective kernel neural network (SKNet) employs an 

adaptive selection method.
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Fig. 2. HD-YOLOv5 module structure.

The advantage resides in its consideration of several 
convolutional kernels, enabling neurons to select the suitable 
kernel size according to input information of varying scales, so 
efficiently modifying the receptive field size. This allows the 
network to concentrate on significant features. Conversely, 
conventional convolutional networks often employ a singular 
convolutional kernel per layer, and throughout feature 
extraction, the kernel size remains constant at each layer, 
resulting in a static receptive field. The dimensions of the 
receptive field directly affect the scale of the features, and the 
features derived from conventional convolutional networks are 
generally more homogeneous, which imposes specific 
constraints. Structures such as Inception incorporate numerous 
convolutional kernels to accommodate multi-scale pictures; 
however, the weights of these kernels remain constant, and 
post-training, the parameters are immutable. This leads to the 
indiscriminate utilization of all multi-scale information. 
Undoubtedly, employing a dynamic selection method such as 
SKNet offers greater advantages. 

SKNet, an enhancement of the SENet network, incorporates 
multi-branch convolutional networks, dilated convolutions, and 
group convolutions. It examines the interactions among 
channels while also addressing the function of convolutional 
kernels. SKNet enables the network to prioritize channels 
beneficial for recognition during feature extraction and 
autonomously identifies the ideal convolutional operator, hence 
enhancing recognition performance. SKNet operates through 
three phases: splitting, fusing, and selecting, as illustrated in 
Fig. 3. 

The specific steps are as follows: 

1) Split: Given an input feature 𝑋 ∈ 𝑅𝐺×𝑍×𝐶 , two 

convolution operations are performed with convolutional 

kernels of sizes 3×3 and 5×5, resulting in two outputs: �̃�: 𝑋 →
�̃� ∈ 𝑅𝐺×𝑍×𝐶  and �̂�: 𝑋 → �̂� ∈ 𝑅𝐺×𝑍×𝐶 . To further improve 

efficiency, dilated convolution with a dilation rate of 2 is used 

in place of the 5×5 convolution. 

2) Fuse: To adaptively adjust the receptive field size, the 

two branch results are first fused by element-wise summation, 

expressed as follows: 

𝑉 = �̃� + �̂�   (1) 

Secondly, use the global pooling operation on the integrated 
information to obtain the global information, as shown in the 
following formula: 

𝑇𝑐 = 𝐹hQ(𝑉𝑐) =
1

𝐺×𝑍
∑  𝐺

𝑖=1 ∑  𝑍
𝑗=1 𝑉𝑐(𝑖, 𝑗)     (2) 

In the formula, 𝐹hQ represents the global average pooling 

operation function, 𝑇𝑐 represents the output of the 𝑐  channel, 
and 𝑉𝑐(𝑖, 𝑗) represents the coordinates of the 𝑐 channel. 𝐺 Is the 
height of the feature map, and 𝑍 is the width of the feature map, 
where i and j are the coordinate values for the height and width 
of the feature map, respectively. 

Finally, 𝑇𝑐is reduced in dimension by the fully connected 

layer to obtain 𝑈, as follows: 

𝑈 = 𝐹fc(𝑇) = 𝛿(𝛽(𝑍𝑇))   (3) 

𝑑 = max (
𝑐

𝑟
, 𝐿)   (4) 
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Fig. 3. SKNet network structure.

In the equation, 𝐹fc denotes the fully connected operation 
function, δ signifies the non-linear activation function, 𝛽 
represents the batch normalization (BN) layer, and d indicates 
the fully connected layer regulated by the reduction ratio. L 

represents the minimum value of d, where 𝑍 ∈ R𝑑×𝑐，𝑈 ∈
R𝑑×1. 

3) Selection: First, the channel attention is generated, and 

then adaptive selection of information at different scales is 

made, as expressed below: 

{
𝑎𝑐 =

e𝐴𝑐𝑈

e𝑐𝐴𝑐+e𝐵𝑐𝑈

𝑏𝑐 =
e𝑐𝑈

e𝜀𝑈
+ e𝐵𝑐𝑈

        (5) 

In the formula, 𝐴, 𝐵 ∈ R𝑐×𝑑 , 𝑎𝑐 , 𝑏𝑐 represent the attention 

vectors corresponding to �̃� and �̂�   respectively, where 𝐴𝑐 
represents the 𝑐 row and 𝑎𝑐 represents the c element of 𝑎. 

Finally, the features output by the two branches are 
weighted and fused to obtain 𝑉𝑐, as follows: 

𝑊𝑐 = 𝑎𝑐�̃�𝑐 + 𝑏𝑐�̂�𝑐 ; 𝑎𝑐 + 𝑏𝑐 = 1  (6) 

In,  𝑊 = [𝑊1, 𝑊2, ⋯ , 𝑊𝑐], 𝑊𝑐 ∈ R𝐺×𝑍. 

SKNet is a lightweight embedded module composed of 
multiple SK (Selective Kernel) convolutional units. In this 
paper, the SK convolution layer is added to the C3 module at 
the end of the HD-YOLOv5s backbone network, enabling the 
network to focus more on extracting effective features. The 
process is as follows: the initial feature map size is set to 
640×640×3, and the channel scaling factor is set to 0.5. After 
one Focus operation and four CBS operations, the output 
feature map size of the final C3 module is 20×20×512, which 
is used as the input for the SK module. 

First, the feature map is passed through two convolution 
kernels, 3×3 and 5×5, using grouped convolution, outputting 
two feature maps of different scales, each with 512 channels, 

denoted as �̃� and �̂�. Then, the results of the two branches are 
added element-wise. After global average pooling, the output is 
a 1×1×512 feature map. Next, after two fully connected layers 
for dimensionality reduction and expansion, a feature map of 

size 1×1×d is obtained. This is then dynamically and adaptively 
adjusted using the softmax activation function, automatically 
selecting the optimal convolution operators a and b, which 
control the receptive field feature maps of the two branches. 

Finally, the two branches are weighted and fused as 𝑊 = �̃� ×
𝑎 + �̂� × 𝑏 = 20 × 20 × 512 to produce the output of this 
network layer, allowing the network to focus more on the 
gesture information that is useful for recognition. 

Abhishesh Pal et al. [20] and Prabu Selvam et al. [21] was 
integrated SKNet into YOLOv3 and SSD networks, enhancing 
the feature extraction capability and improving the mean 
average precision (mAP) of the networks to varying degrees. 
Therefore, SKNet is added to the HD-YOLOv5s algorithm 
proposed in this paper to improve the network's detection 
performance. 

B. Feature Fusion Network 

This work focuses on hand gesture recognition, 
encompassing small and varied-sized objects. The YOLOv5s 
network model employs the PANet (Path Aggregation 
Network) architecture to tackle the challenge of multi-scale 
input. Nonetheless, because to the disparate resolutions of the 
gesture region features, PANet frequently amalgamates 
features indiscriminately while integrating various input 
features. This may nevertheless result in false positives and 
overlooked detections, particularly with little objects. This 
research proposes utilizing a modified weighted bidirectional 
feature pyramid network (BiFPN) to supplant PANet for feature 
fusion, hence augmenting the model's detection efficiency and 
expanding the network's capability to identify hand gesture 
targets across varying scales. 

The Google Brain team introduced BiFPN in the 
EfficientDet object detection algorithm [22], characterized by 
efficient bidirectional cross-scale connections and weighted 
feature fusion. The BiFPN feature fusion technique assigns 
weights to features derived from the bidirectional feature 
pyramid and aggregates them pixel-wise, while the original 
YOLOv5s algorithm concatenates features along the channel 
dimension. This study integrates the bidirectional feature 
pyramid network (BiFPN) into the feature fusion network of the 
YOLOv5s model, employing channel-wise concatenation for 
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feature fusion and implementing cross-level cascade to 
augment the network's feature fusion efficacy. Fig. 4 illustrates 
the feature fusion network of the original YOLOv5s method. In 
the diagram, C𝑖(𝑖 = 2 ∼ 5)represents the multi-scale features 
extracted by the feedforward network. F represents the C33 
operator, Qi represents the output features, where 2× refers to 
two-fold up sampling achieved via bilinear interpolation, and 
0.5× refers to down sampling. The features of different scales 
{C2, C3, C4, C5}, extracted by the backbone network, are input 
into the feature fusion network. With the original image 
resolution set to 640×640, after bidirectional cross-scale 
connections and weighted feature fusion, three different scale 
features {Q3, Q4, Q5} are obtained as the detection layers of 
YOLOv5s, with resolutions of 20 × 20, 40 × 40, 80 × 80, 
respectively. 

 

Fig. 4. Feature fusion network of the original YOLOv5s algorithm. 

The specific improvements are as follows: 

 To enhance the accuracy of small object detection, 
this paper proposes a feature fusion method that fully 
utilizes low-level features. It makes full use of the Q2 
feature by incorporating high-resolution Q2 information 
into the feature fusion process. By establishing a 
connection between the small object detection feature 
Q3 and the previous level feature C2, it alleviates the 
loss of the F3 feature caused indirectly by network down 
sampling, thus further improving the network's 
supervision ability over small objects. 

 To improve the model's efficiency, while performing 
bidirectional feature fusion from top to bottom and 
bottom to top, a cross-scale lateral connection is added 
between the input and output nodes at the same scale. 
This cross-level connection allows surface-level details, 
edge information, and contour information to be 
integrated into the deeper layers of the network, 
enabling precise edge regression of the target without 
increasing computational costs. This reduces the feature 
loss caused by having too many layers. The improved 
feature fusion network structure is shown in Fig. 5. 

In Fig. 5, the dashed lines represent cross-level connections. 
Cross-level connections refer to adding a skip connection 
between the input and output nodes at the same scale. Since 

they are at the same level, this allows for more feature fusion 
without significantly increasing computational cost. As shown 
in Fig. 5, to reduce computation and shorten inference time, 
cross-level weighted fusion was not applied to the low-level Q2 
feature. Instead, cross-level weighted fusion was used only 
when obtaining the Q3 and Q4 features for final detection. The 
low-level Q2 feature was fully utilized by introducing high-
resolution feature information into the feature fusion process, 
improving the model's performance in small object detection 
and enhancing the backbone network's learning ability for 
target detection across different scale gesture regions. 

The weighted feature fusion uses a fast normalization fusion 
formula, as shown in Eq. (7). The normalization process is 
achieved by dividing each weight by the sum of all weights, 
with the normalized weights constrained between [0, 1], which 
improves GPU processing speed and reduces additional time 
costs. 

𝑂 = ∑  𝑖
𝑍𝑖

𝜀+∑  𝑗  𝑍𝑗
⋅ 𝐼𝑖     (7) 

 
Fig. 5. Improved feature fusion network. 

C. Image Enhancement Preprocessing 

During the collection of gesture datasets, issues such as 
uneven lighting or background colors similar to skin tones often 
occur. These issues can degrade image quality, affecting the 
model's ability to recognize gestures and leading to missed or 
incorrect detections. To address these problems, this paper 
introduces an adaptive contrast adjustment image enhancement 
method based on the original network, specifically an adaptive 
Gamma enhancement algorithm improved from the Retinex 
(Retina and Cortex) theory [22-23]. This algorithm is effective 
in addressing uneven lighting, providing better contrast, 
naturalness, and efficiency. Common image enhancement 
algorithms, such as histogram equalization and Retinex, tend to 
cause over-enhancement, color distortion, and halo effects 
during the enhancement process [24]. 

The Retinex-based adaptive Gamma enhancement 
algorithm adapts to the brightness level of different regions of 
an image, reducing the brightness in overexposed areas and 
increasing it in underexposed areas. This helps minimize over-
enhancement issues during image processing, resulting in better 
contrast. Moreover, this algorithm retains more detailed 
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information after adaptive correction, reducing color distortion 
and halo effects. Additionally, when processing images with 
uneven lighting, the algorithm can adjust the Gamma parameter 
adaptively based on the distribution characteristics of the 
lighting component, saving the time required for manually 
setting the Gamma value. The main steps of this image 
enhancement algorithm are as follows: 

 Use the Retinex theory to separate the brightness 
component and reflection component of the image. 

𝑅𝑐(𝑥, 𝑦) =
𝐼𝑢(𝑥,𝑦)

𝐿(𝑥,𝑦)
, 𝑐 ∈ {𝑟, ℎ, 𝑏}  (8) 

where, 𝑅𝑐(𝑥, 𝑦) represents the separated reflection 
component, 𝐼𝑢(𝑥, 𝑦)  represents the brightness of each RGB 
channel, and 𝐿(𝑥, 𝑦)represents the brightness component of the 
image. 

 Apply the adaptive Gamma correction algorithm to the 
brightness component. 

𝐿en(𝑥, 𝑦) = 𝐿(𝑥, 𝑦)𝛾(𝑥,𝑦)         (9) 

𝛾(𝑙) = 1 − ∑  𝑙
𝜈=0  

𝑄𝜔(𝑣)

𝑇𝑞
     (10) 

𝑇𝑞 = ∑  𝑙
𝑖=0  𝑄𝜔(𝑙)   (11) 

where, 𝐿en(𝑥, 𝑦) is the corrected brightness component, 

𝛾(𝑥, 𝑦)is the coefficient matrix, ∑𝑣=0
𝐿  𝑄𝜔(𝑣)is the cumulative 

distribution function of the brightness component, and 𝑄𝜔(𝑙) is 
the distribution function of the brightness values. 

𝑄𝜔(𝑙) =
𝑄(𝑙)−𝑞min

𝑝max−𝑞min
     (12) 

𝑄(𝑙) =
𝑛𝑙

𝑛𝑞
   (13) 

where, 𝑄(𝑙) is the probability density function of the 
brightness component, 𝑛𝑙 represents the number of pixels with 
a corresponding brightness, and 𝑛𝑞 represents the total number 

of pixels in the brightness component. 

 By merging 𝐿en(𝑥, 𝑦) and 𝑅𝑐(𝑥, 𝑦)the final enhanced 
image 𝐼en

𝑐 (𝑥, 𝑦)  is obtained, restoring the original 
image's color and details. 

𝐼en
𝑐 (𝑥, 𝑦) = 𝑅𝑐(𝑥, 𝑦) ⋅ 𝐿en(𝑥, 𝑦), 𝑐 ∈ {𝑟, h, 𝑏}          (14) 

The experimental comparison of the corrected images is 
shown in Fig. 6. 

 
Fig. 6. Comparison of images before and after Gamma correction 

Experimental results show that correcting images with 
uneven lighting not only significantly improves the clarity of 
the pre-processed images but also increases the diversity of 
lighting conditions in the dataset. By performing lighting 
enhancement pre-processing on the dataset, the quality of 
gesture images is improved, which in turn increases the 
accuracy and recall rate of gesture recognition. The flowchart 
of the HD-YOLOv5s gesture recognition method with the 
added image enhancement algorithm is shown in Fig. 7. 

 
Fig. 7. Flowchart of the HD-YOLOv5s gesture recognition method.

IV. EXPERIMENTAL DETAIL AND RESULTS ANALYSIS 

A. Gesture Dataset Preparation 

This paper uses the NUS-II dataset [25], which contains 
2,750 samples divided into 10 categories. The dataset was 
collected from 40 participants of different hand shapes and 

ethnicities in various complex indoor and outdoor 
environments. The gesture images in this dataset vary in size, 
dimension, and skin tone, with complex backgrounds, meeting 
the research criteria of this paper. Some examples from the 
dataset are shown in Fig. 8. 

(a) Original picture (b) Corrected image 
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Gesture 
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Fig. 8. NUS-II dataset examples. 

A custom gesture dataset was collected using an infrared 
camera, capturing the gestures of five participants under 
different lighting conditions and at various distances. Each 
participant performed seven different gestures, including 
numerical gestures 0-5 and the "OK" gesture. To augment the 
dataset, data augmentation techniques such as flipping, scaling, 
and shifting were applied to the images. The expanded dataset 
contains 300 samples per class, resulting in a total of 2,100 
images. 

 
Fig. 9. Custom dataset examples. 

The gesture datasets used in this paper are formatted 
according to the VOC dataset format. For the custom dataset, 
images in JPEG format were manually annotated using the label 
image tool. The 2,100 samples were then split into a training set 
and a test set at a 9:1 ratio. Some examples from the custom 
dataset are shown in Fig. 9. 

B. Evaluation Metrics 

To better assess the model's detection performance before 
and after the comparative experiments, the evaluation metrics 
commonly used in mainstream object detection algorithms 
were adopted. The specific detection metrics used in this paper 
are as follows: 

1) Precision (P): The proportion of correctly predicted 

targets out of all predicted targets. 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (15) 

Recall (R): The proportion of targets predicted correctly by 
the model among all true targets. 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (16) 

In the formula: 

 TP (True Positives) refers to the number of correctly 
recognized gesture images. 

 FP (False Positives) refers to the number of incorrectly 
identified gesture images. 

 FN (False Negatives) refers to the number of missed 
gesture images. 

2) Average Precision (AP): The precision value for a single 

category in the dataset, with a range from 0 to 1. Since using 

the 11-point interpolation sampling method can lead to a loss of 

precision, this paper adopts the AP calculation method 

introduced after VOC 2010, defined as follows: 

𝐴𝑃 = ∫  
1

0
 𝑃smooth (𝑟)d𝑟    (17) 

𝑃smooth (𝑟) = max
𝑟′𝑟′⩾𝑟

 𝑃(𝑟′)                    (18) 

In the equation, average precision (AP) is the mean of the 
precision values over the Precision-Recall (P-R) curve. The P-
R curve is a graphical representation of recall values on the 
horizontal axis and precision values on the vertical axis, 
creating a curve on the coordinate plane. The P-R curve is 
initially smoothed by utilizing all real recall values as 
thresholds. For each threshold when the recall r′ surpasses a 
specified value, the maximum accuracy value is designated as 

𝑃smooth (𝑟). The ultimate AP value is determined by integrating 

the area beneath the smoothed curve. 

3) Mean Average Precision (mAP): The mean of the 

Average Precision (AP) values over all categories in the dataset, 

sometimes referred to as the recognition rate. The formula for 

computation is presented in Eq. (19), where k represents the 

total number of target categories detected. 

𝑚𝐴𝑃 =
1

𝑘
∑  𝑘

𝑖=1 𝐴𝑃𝑖   (19) 

C. Experimental Setup 

All comparative experiments in this study were performed 
on a Windows 10 operating system with an NVIDIA GTX970 
GPU. The experimental setup comprised the deep learning 
framework PyTorch 1.10.0, CUDA version 10.2, and cuDNN 
version 8.2.4. The learning rate was established at 0.01 to 
facilitate rapid convergence in localized areas, while the batch 
size was determined to be 16 to enhance training efficiency. 

D. Result Analysis 

1) Comparative experiments: To address the low 

recognition rate of small-scale gestures in complex 

environments, this paper improved the feature fusion network 

of the YOLOv5s model. The accuracy and parameter counts of 

mainstream feature fusion networks, including FPN, PANet, 
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and BiFPN, were compared to select the best-performing multi-

scale fusion network. 

As shown in Table I, FPN only performs unidirectional 
feature fusion from top to bottom, resulting in low detection 
accuracy. PANet, which adds a bottom-up path to FPN, 
integrates strong localization information from lower-level 
features and shows significant improvement in detection 
accuracy. BiFPN further enhances PANet by adding 
bidirectional cross-scale connections. Although the parameter 
count of BiFPN increases by 13.2% compared to PANet, the 
computational cost (FLOPs) remains nearly unchanged, and the 
mAP value increases by 1.4 percentage points. Therefore, 
adding cross-scale connections enables the network to fuse 
more features without significantly increasing computational 
costs, making its detection accuracy superior to other networks. 

TABLE I. COMPARISON OF FEATURE FUSION NETWORK PERFORMANCE 

Feature Fusion Network mAP/% M/106 FLOPs/109 

FPN 94.5 6.52 15.2 

PANet 95.9 7.03 15.9 

BiFPN 97.3 8.1 16.3 

To better demonstrate the advantages of the improved 
model in this paper, a comparison was made with several 
classic object detection algorithms, including the two-stage 
model Faster R-CNN, and the one-stage models SSD, 
YOLOv3, and YOLOv5s. All models were trained and 
validated using the NUS-II dataset, as shown in Table II. 

TABLE II. COMPARISON BETWEEN MAINSTREAM TARGET DETECTION 

ALGORITHMS AND THE PROPOSED METHOD 

Model 
mAP/

% 

M/10

6 

Model 

size/106 

Inference 

time/ms 

Faster R-

CNN 94.5 60.1 159 44 

SSD 92.3 24.2 92.1 20.73 

YOLOv3 93.9 61.9 235 16.06 

YOLOv5s 95.9 7.03 15.9 9.07 

HD-
YOLOv5s 99.5 13.6 17.8 10.51 

From Table II, it can be seen that the sizes of the Faster R-
CNN, SSD, and YOLOv3 models are 6 to 10 times larger than 
that of the HD-YOLOv5s model, and the number of parameters 
is 3 to 10 times that of HD-YOLOv5s. Therefore, HD-
YOLOv5s can be considered a lightweight network compared 
to these models. The size of the HD-YOLOv5s model is not 
significantly different from that of YOLOv5s, although HD-
YOLOv5s adds a feature layer to the original YOLOv5s feature 
fusion network, resulting in increased computational 
complexity and a 1.44 ms. slower inference time than 
YOLOv5s. Nonetheless, the detection accuracy has increased 
by 3.6 percentage points relative to YOLOv5s. HD-YOLOv5s 

surpasses Faster R-CNN, SSD, and YOLOv3 in detection 
accuracy and inference speed, achieving detection speeds for a 
single frame image between 0.01 and 0.02 seconds, thereby 
fulfilling the real-time criteria for gesture recognition. To 
comprehensively confirm the efficacy of the gesture 
recognition approach presented in this research, it was 
compared with alternative gesture recognition methods 
utilizing the public NUS-II dataset, with the experimental 
findings displayed in Table III. 

TABLE III. COMPARISON BETWEEN MAINSTREAM GESTURE 

RECOGNITION ALGORITHMS AND THE PROPOSED METHOD 

References Recognition method mAP/% 

Wang et al. [26] Bayesian attention + multi-class SVM 93.7 

Yi Li et al. [27] Skin color detection + CNN 95.6 

Yi Tan et al.[28] Deep convolutional neural network 96.2 

Fatma M. et al.[29] 

Dual channel convolutional neural 

network (DC-CNN) + Softmax 

classifier 

98 

Proposed Model HD-YOLOv5s 99.5 

During the segmentation and detection phase, gestures were 
classified directly, resulting in a recognition rate of 96.2%. 
Fatma M. et al. [29] introduced a gesture identification 
technique utilizing a dual-channel convolutional neural 
network (DC-CNN), wherein the gesture picture and edge 
image were input independently into two distinct channels. 
Following the pooling processes, the characteristics were 
integrated in the fully connected layer to derive more profound 
categorization insights, yielding a recognition rate of 98.0%. 
From these results, the subsequent conclusions may be inferred: 

 Yi Li et al. [27] employed gesture segmentation and skin 

color detection techniques, which are susceptible to 

contextual influences, resulting in diminished recognition 

rates in intricate settings. This paper presents a method that 

enhances feature extraction by incorporating image 

enhancement pre-processing and integrating the SKNet 

attention module into the feature extraction network, 

thereby augmenting the model's generalization and 

robustness in complex environments, which results in 

improved gesture recognition rates.  

 Yi Tan et al. [28] identified gestures by direct classification 

or by augmenting network layers. This framework can 

mitigate the effects of inconsistent illumination and intricate 

backdrops, enhancing the model's adaptability to 

complicated surroundings. Nonetheless, its performance in 

recognizing small-scale movements is merely mediocre. 

This research presents an approach that, through the 

development of an innovative feature fusion network, 

augments the model's capacity to identify small-scale 

 gestures from considerable distances, hence enhancing 

gesture recognition rates. 
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Fig. 10. Training curves of each model.

2) Ablation experiment: To verify the effectiveness of each 

improvement module in the YOLOv5s network model, an 

ablation experiment will be conducted based on the YOLOv5s 

model, comparing the performance of different improved 

models. As shown in Table IV, '—' indicates not used, and '√' 

indicates used. 

Table IV indicates that the mAP value of the enhanced 
network model HD-YOLOv5s attained 99.5%. In Improved 
Model 1, the SKNet attention mechanism was incorporated into 
the original backbone extraction network. The parameter count 
(M) remained rather stable, while the mAP enhanced by 1.5 
percentage points in comparison to the previous model. SKNet, 
as a lightweight embedded module, produces more rational 
weight coefficients by autonomously picking the ideal operator, 
hence augmenting the network's feature extraction capability 
while maintaining a steady parameter count. 

Improved Model 2 incorporated a novel bidirectional 
feature pyramid network (BiFPN) into the original feature 
fusion network. In comparison to the BiFPN in Table I, which 
has three levels of fusion feature layers, the BiFPN enhanced 
with low-level features exhibits superior fusion capability. By 
fully leveraging the low-level P2 characteristics, the model's 
efficacy in small item recognition was enhanced. In contrast to 
Improved Model 3, which has four detection layers, Improved 
Model 2 omits low-level features in the bidirectional feature 
fusion, leading to a 0.3 percentage point reduction in mAP, 
while decreasing the computational load by 0.5% and the 
parameter count by 4.9%. Consequently, to alleviate 
computational burden and decrease inference duration, 
bidirectional feature fusion was not utilized for the low-level P2 
features in this study. 

TABLE IV. PERFORMANCE COMPARISON OF EACH IMPROVED MODEL 

Model 

F
e
a

tu
re

 l
a
y

er
 

D
e
te

c
ti
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er
 

G
a

m
m
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S
K

N
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t 

B
iF

P
N

 

m
A

P
/%

 

M
/1

0
6
 

F
L

O
P

s/
1
0

9
 

YOLOv5s 3 3 — — — 95.9 7.03 15.9 

Improved 
model 1 

3 3 — √ — 97.4 7.24 16.2 

Improved 

model 2 
4 3 — — √ 98 13.5 17.8 

Improved 
model 3 

4 4 — √ √ 98.3 14.2 17.9 

Improved 

model 4 
4 3 — √ √ 99.3 13.6 17.9 

HD-
YOLOv5s 

4 3 √ √ √ 99.5 13.6 17.9 

TABLE V. DETECTION PERFORMANCE OF DIFFERENT GESTURE 

CATEGORIES ON THE NUS-II TEST SET 

Model YOLOv5s HD-YOLOv5s 

Gesture a 0.958 0.985 

Gesture b 0.963 0.990 

Gesture c 0.941 0.980 

Gesture d 0.973 0.992 

Gesture e 0.958 0.988 

Gesture f 0.960 0.989 

Gesture g 0.974 0.990 
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Gesture h 0.952 0.973 

Gesture i 0.970 0.988 

Gesture j 0.962 0.985 

TABLE VI. DETECTION PERFORMANCE OF DIFFERENT GESTURE 

CATEGORIES ON THE CUSTOM TEST SET 

Model YOLOv5s HD-YOLOv5s 

Gesture 0 0.954 0.993 

Gesture 1 0.969 0.982 

Gesture 2 0.947 0.991 

Gesture 3 0.966 0.995 

Gesture 4 0.963 0.978 

Gesture 5 0.965 0.990 

Gesture OK 0.970 0.980 

 

 

 
Fig. 11. Recognition effect under different lighting conditions. 

Enhanced Model 4 integrated the attention mechanism and 
the refined feature fusion module into the network. In 
comparison to Improved Model 2, the computational burden 
and parameter count exhibited no growth, while the mean 
Average Precision (mAP) rose by 1.3 percentage points. The 

mAP improved by 3.4 percentage points relative to the previous 
model. The enhanced HD-YOLOv5 model utilized Gamma 
image enhancement preprocessing on the dataset during the 
input phase, attaining a mAP value of 99.5%, representing a 3.6 
percentage point increase compared to the original YOLOv5s 
network. 

Fig. 10 illustrates the training result curves for the different 
models prior to and following enhancement on the custom 
training set. The iterations were established at 200, the learning 
rate at 0.01, and the momentum factor at 0.937. In Fig. 10(a), 
the horizontal axis denotes the training epochs, whereas the 
vertical axis indicates the mAP value at an IOU of 0.5. The 
performance of the enhanced models surpasses that of the pre-
enhancement ones. In Fig. 10(b), the enhanced HD-YOLOv5s 
model exhibited a more rapid convergence and a reduced loss 
value relative to the YOLOv5 model, signifying superior 
convergence capabilities of the improved model. 

V. RESULTS AND DISCUSSION 

This study utilizes the publicly available NUS-II dataset 
[30] for training, with validation findings presented in Table V. 
The NUS-II dataset, while encompassing a variety of intricate 
backgrounds, contains a limited number of gesture photos 
across different lighting situations. To enhance the verification 
of the universality and robustness of the new technique, 
validation experiments were undertaken on a bespoke dataset 
encompassing diverse illumination situations. The validation 
outcomes are presented in Table VI. The HD-YOLOv5s model 
demonstrated a notable enhancement in recognition accuracy 
on the custom dataset. This illustrates that the enhanced 
algorithm exhibits strong performance across diverse 
complicated backgrounds and increases resilience to 
interference. 

To verify the feasibility of the improved HD-YOLOv5s 
model, several gesture images from the test set were selected 
for testing. Fig. 11 compares the gesture recognition results 
between the YOLOv5s and HD-YOLOv5s models under 
different lighting conditions. Fig. 11(a) and 11(b) show the 
recognition results in strong and weak lighting environments, 
while Fig. 11(c) shows the recognition results under uneven 
lighting. In these comparisons, the left images are from the 
YOLOv5s model, and the right images are from the HD-
YOLOv5s model. The results show that the improved HD-
YOLOv5s model achieves varying degrees of improvement in 
gesture recognition accuracy under different lighting 
conditions. In Fig. 11(c), the left image misclassifies the "OK" 
gesture and part of the windowsill as gestures "5" and "0," 
whereas the right image correctly identifies them with higher 
accuracy. 

Fig. 12 compares the recognition results of the models 
before and after improvement in situations where the 
background color is similar to skin tone. Fig. 12(a) and 12(b) 
display the recognition of gestures in simple and complex 
backgrounds, respectively. In Fig. 12(a), the performance 
difference between the original and improved models is 
minimal in a simple background. However, in Fig. 12(b), the 
improved model achieves significantly higher accuracy in a 
complex background, showing a substantial improvement in 
recognizing gestures with backgrounds close to skin color. 

YOLOv5

s 
HD-YOLOv5s 

(a) Strong light with recognition rate 96-100% for one finger 

YOLOv5s HD-YOLOv5s 

(b) Weak light with recognition rate 95-99% for two fingers 

YOLOv5

 
HD-YOLOv5s 

(c) Uneven lighting with recognition rate 95-99% for three  

fingers 
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Fig. 12. Recognition effect when the background is close to skin color. 

 

 

 

Fig. 13. Recognition effect of small-scale gestures in complex environments. 

Fig. 13 shows the recognition performance of the models 
before and after improvement for small-scale gestures in 
complex environments. Fig. 13(a), 13(b), and 13(c) represent 
the detection of small gestures at a distance in different complex 
scenarios. Especially in Fig. 13(a), under uneven lighting and a 
complex background, the improved model shows a clear 
improvement in recognizing small gestures. 

In summary, the improved HD-YOLOv5s model 
outperforms the original YOLOv5s model in recognition 
performance. The YOLOv5s model performs poorly in 
complex environments with uneven lighting or skin-tone-like 
backgrounds, leading to misdetections and weak performance 
in recognizing small gestures at a distance. In contrast, the HD-
YOLOv5s model can accurately recognize gestures in complex 
environments with a higher recognition rate and resolves the 
original model's issue of low accuracy in detecting small 
gestures. The performance improvement of the improved model 
is not due to any single method but results from overall 
enhancements in feature extraction and feature fusion 
capabilities. 

VI. CONCLUSION 

This study presents a gesture recognition methodology, HD-
YOLOv5s, which attains great precision even in intricate 
settings, hence enhancing human-computer interface 
technology. The adaptive Gamma image enhancement 
technique grounded in Retinex theory was employed to 
preprocess the dataset. The SKNet adaptive convolutional 
attention mechanism model was subsequently integrated into 
the feature extraction network to augment its feature extraction 
capabilities. The modified BiFPN structure was incorporated 
into the feature fusion network, enhancing the network's 
capacity to identify tiny objects.  The experimental findings 
indicate that HD-YOLOv5s attained a mAP value of 99.5%. In 
comparison to the Faster R-CNN, SSD, and YOLOv3 models, 
the suggested technique identifies a single image in about 0.01 
to 0.02 seconds. The model is compact and efficient, satisfying 
the real-time demands of gesture recognition in intricate 
situations. Accuracy increased by 3.6 percentage points vs to 
the previous YOLOv5s model. Furthermore, in comparison to 
other prevalent gesture recognition algorithms, our model 
demonstrates superior generalization and robustness. 
Validation trials performed on a proprietary dataset and the 
NUS-II public dataset with intricate backgrounds attained 
identification rates of 99.5% and 98.9%, respectively.  This 
research presents an enhanced network model that 
demonstrates superior recognition ability and resilience against 
challenges such as inconsistent lighting, backdrops resembling 
skin tones, and diminutive gesture sizes. It fulfills the real-time 
demands of gesture recognition in intricate situations. Effective 
static gesture identification is a crucial basis for the 
examination of dynamic gestures and their applications. The 
results indicate that this technique exhibits strong robustness 
and real-time efficacy in intricate situations. This technology is 
intended for future application in dynamic gesture tracking 
amongst complicated background variations to resolve 
challenges associated with low identification rates, hence 
improving its utility in human-computer interaction domains. 

YOLOv5s HD-YOLOv5s 

(a) Simple background with 96-98% recognition rate 

YOLOv5s HD-YOLOv5s 

(b) Complex background with 93-99 recognition 

rate 

YOLOv5s HD-YOLOv5s 

(a) Uneven lighting with 88-90% recognition rate 

YOLOv5s HD-YOLOv5s 

(b) Simple background with 95-98% recognition rate 

YOLOv5s HD-YOLOv5s 

(c) Complex background with 93-99% recognition rate 
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Abstract—For an existing cosmetic company to expand, it is 

crucial to understand customers’ opinions regarding cosmetic 

products through product reviews. Aspect-based sentiment 

classification (ABSC), which consists of text representation and 

classification stages, is typically employed to automatically extract 

the interested insights from review. Existing studies of ABSC 

primarily used single-label classification, which fails to capture 

relationships between multiple aspects in a review. Additionally, 

the use of contextual embeddings like IndoBERT for representing 

Indonesian-language cosmetic product reviews has been 

underexplored. This study addresses these issues by developing a 

multi-label classification model that leverages IndoBERT, 

including IndoBERT[b], IndoBERT[k], and IndoBERTweet, to 

better represent context and capture relationships across multiple 

aspects in a review. The model is trained and evaluated using a 

dataset of Indonesian-language cosmetic product reviews from 

Female Daily. The multi-label models can be constructed using 

IndoBERT directly as end-to-end model or employing IndoBERT 

solely as word embedding model. The latter model, also known as 

conventional multi-label model, needs to be coupled with problem 

transformation approach and classifier for classification. Single 

label classification model with Word2Vec serves as baseline to 

assess the improvement of multi-label model’s performance on 

Female Daily cosmetic product reviews dataset. The empirical 

results revealed that the multi-label approach was more effective 

in identifying sentiments for pre-defined aspects in reviews. 

Among the models, end-to-end IndoBERT[b] achieved the highest 

accuracy (86.98%), while conventional multi-label models 

combining IndoBERT[b], Label Powerset (LP), and Support 

Vector Machine (SVM) performed best with 69.64%. This study 

is significant as it provides a more generalized understanding of 

the BERT embedding within the context of multi-labels 

classification and explores the effect of contextual embedding in 

the cosmetic domain. 

Keywords—Aspect-based sentiment analysis; IndoBERT; multi-

label classification; IndoBERTweet; problem transformation 

I. INTRODUCTION 

Recently, it can be observed that the worldwide cosmetic 
industry has generally experienced tremendous growth [1]. 
Specifically, in Indonesia, the cosmetic industry market size is 
anticipated to grow from USD 1.17 billion from 2020 to roughly 
double the amount, which is USD 2.38 billion within eight years 
period [2]. 

In order for cosmetic companies to capitalize on these future 
prospects, it is imperative to understand the customer’s needs 

and opinion, and one of the methods to achieve this is through 
customer’s product reviews, as these heavily influence 
purchasing decisions [3] [4]. Sentiment analysis is a suitable 
technique to extract the insights from reviews due to the nature 
of review itself, which is opinionated with a sentiment polarity, 
either positive, negative, or neutral. In sentiment analysis, 
classification of sentiment can be performed at three levels of 
extraction in terms of granularity, namely document level, 
sentence level and aspect level. Analyzing reviews at aspect 
level using aspect-based sentiment analysis (ABSA) is crucial 
since it identifies sentiments tied to specific product aspects, 
offering deeper insights than document or sentence-level 
analysis. 

Aspect-based sentiment classification (ABSC) is one of the 
tasks in ABSA that involves solely sentiment classification. 
Typically, ABSC is implemented as a pipeline consisting of two 
stages, namely text representation and classification. The first 
stage involves the transformation of the text data into its 
numerical representation. Traditional text representation 
methods such as Term Frequency - Inverse Document 
Frequency (TF-IDF) and static word embedding model (e.g., 
Word2Vec) are relatively inaccurate in representing text as they 
fail to capture contextual meanings between words [5]. The 
emergence of contextual word embedding model addresses this 
limitation. One state-of-the-art contextual model is BERT 
(Bidirectional Encoder Representations from Transformers).  
The effectiveness of BERT is demonstrated by the findings of 
several studies [6] [7] [8] [38]. 

Subsequently, text representation enables the next stage 
which is classification. Classification is where sentiment for 
each aspect of an individual review text can be determined. A 
notable limitation in the classification stage of ABSC in prior 
research is the reliance on a single-label classification approach 
[28] [29] [30] [31] [32]. This method determines the sentiment 
for each aspect independently, failing to capture correlations 
between sentiments across different aspects of a review [9]. In 
real-world scenarios, multiple aspects in a customer review may 
have related sentiments, and ignoring these dependencies can 
reduce the performance of the classification model. Although [9] 
proposed a multi-label approach to account for these 
correlations, their work did not directly compare it with single-
label models, and their dataset was from a different domain. 
Furthermore, there is a gap in exploring multi-label 
classification for Indonesian-language datasets, which have 
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been under-explored compared to more dominant languages like 
English. 

This study focuses on investigating ABSC of cosmetic 
products reviews written in the Indonesian language. Several 
issues have been observed in this context. Firstly, there is a 
scarcity of prior ABSC research in Indonesian cosmetic 
products reviews. Secondly, none of the prior works have 
explored the effect of contextual embedding models such as 
BERT on this domain. Thirdly, existing studies primarily 
employed single label classification, but this classification 
approach presents limitations by disregarding possible 
relationship between multiple aspects within single review [9]. 
Thus, this study aimed to address these issues by developing a 
reliable multi-label ABSC model, at the same time, exploring 
the performance of contextual word embedding in representing 
words from cosmetic domain. As the focus is on the Indonesian 
language, IndoBERT, which is a BERT designed for Indonesian 
language, was employed as the contextual embedding model in 
this study. 

In this study, this multi-label ABSC model was built with 
two alternative methods, one using IndoBERT as an end-to-end 
model, and the other built with a combination of text 
representation method, multi-label problem transformation 
approach, and machine learning classifier. The former method 
performs multi-label classification by directly processing the 
text and generating sentiment predictions within a single model, 
while the latter method analyses the word vectors transformed 
by IndoBERT, then combines the multi-label approach with a 
classifier to categorize the aspect-sentiment labels for each 
cosmetic product review. The second method was referred to 
conventional multi-label model. This study is organized as 
follows: Section II presents the background information and 
related works. Section III demonstrates the methodology. 
Section IV presents the results. Discussion is given in Section 
V. Finally, the paper is concluded in Section V. 

II. LITERATURE REVIEW 

A. IndoBERT 

1) Variants of IndoBERT: There are three variants of 

IndoBERT, which are IndoBERT[k], IndoBERT[b], and 

IndoBERTweet. The key differences among IndoBERT 

variants lie in the training datasets used. IndoBERT[k], 

introduced by [10] was trained on the INDOLEM dataset, 

which consists solely of formal text, limiting its effectiveness 

with colloquial Indonesian. To address this, [11] introduced 

IndoBERT[b], trained on the mixed formal and informal dataset 

INDONLU. Additionally, IndoBERTweet was developed 

specifically for informal social media language [12]. 

2) Word embedding model: Previous comparative studies 

consistently highlight the superiority of IndoBERT variants 

when applied to Indonesian product review datasets across 

various domains. For example, [13] demonstrated that 

IndoBERT[b] outperformed Word2Vec when paired with a 

Convolutional Neural Network (CNN) classifier in 

categorizing restaurant customer reviews across four 

dimensions: Price, Food, Place, and Service. This finding is 

corroborated by study [14], who showed that IndoBERT[k] 

performed better than both Word2Vec and FastText in 

representing the reviews related to COVID vaccines. Moreover, 

the IndoBERT[b] showed more effectiveness than Word2Vec 

with all seven classifiers such as SVM, Naïve Bayes (NB), and 

Random Forest (RF) when dealing with hotel reviews in study 

[15], further supporting the superiority of IndoBERT as word 

embedding models in transforming the text. 

3) End-to-end model: IndoBERT also plays a good role as 

end-to-end model in ABSC as shown in study [16]. In the study 

of [17], sentiment classification on online reviews was 

conducted using IndoBERT as end-to-end model, with the aim 

to investigate the satisfaction of customer towards ride-hailing 

company Gojek from seven aspects. A relatively high accuracy 

of 96% was achieved, suggesting the superiority of IndoBERT. 

Similar promising results were obtained in the study of [18]. 

Other studies such as [19] and [20] showed the effectiveness of 

IndoBERT implementations as an end-to-end model when 

comparing its performance to other deep learning language 

models and traditional machine learning method. 

B. Multi-Label Classification 

Existing research categorizes multi-label approaches into 
three categories: Problem transformations, algorithm 
adaptations, and pre-trained language model. Problem 
transformation methods, such as Binary Relevance (BR), 
Classifier Chain (CC), and Label Powerset (LP), convert multi-
label problems into binary or multi-class problems for 
classification. BR treats each label as a separate binary problem, 
while CC predicts labels sequentially, and LP transforms labels 
into a multi-class problem. RAkEL D, an ensemble of LP, 
addresses LP's limitations by training on label subsets. 
Algorithm adaptation modifies existing algorithms, like ML-
kNN and ML-DT, to handle multi-label tasks directly. 

In most previous works on multi-label classification, 
emphasis was placed mainly on text categorization [21] [22] 
[23] [24]. The literature review reveals that there was only a 
limited of studies on ABSC that specifically address multi-labels 
classification. Related existing studies primarily assessed the 
multi-label aspect-sentiment model efficiency through multi-
label metrics: Accuracy and Hamming Loss. 

The study in [25] explored drug effectiveness using problem 
transformation methods (BR, CC, LP) combined with various 
classifiers, finding that SVM performed best, followed by DT 
and NB. Among the transformation methods, LP outperformed 
CC and BR. Despite this study evaluating all three popular 
problem transformation methods, there was a lacking 
exploration of the algorithms that specifically adapted for multi-
label problems. 

The research in [9] compared three categories of multi-labels 
approaches using customer reviews from restaurants, wine, and 
movies, demonstrating pre-trained language models such as 
BERT outperformed other categories, followed by problem 
transformation and algorithm adaptation. For problem 
transformation, the author obtained the same results as [25]: LP 
consistently outperformed CC and BR. 

The study in [26] further confirmed the findings of [9], 
demonstrating BERT's superiority in sentiment classification 
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and showing that LP outperformed BR and CC within problem 
transformation approaches. 

In the Indonesian context, BERT variants, IndoBERT has 
shown excellent performance in multi-label tasks, 
outperforming other models, as evidenced by studies like [27] 
and [15]. 

C. Aspect-based Sentiment Classification (ABSC) on 

Indonesian Cosmetic Product Reviews 

Previous ABSC studies of cosmetic product reviews in 
Indonesian language, primarily using datasets from Female 
Daily, focused on determining the overall sentiment of user 
reviews. These studies explored various aspects, with most 
focusing on four predefined aspects: packaging, quality, scent, 
and price [28] [29] [30] [31]. 

Traditional text representation approaches like TF-IDF and 
NB yielded moderate performance, with studies like [28] 
achieving an average F1-score of 62.81% across these four 
aspects. Their results indicated room for improvement, 
potentially due to the limitations of TF-IDF and NB, which rely 
on word frequency for representation and independence 
assumptions for classification. 

Subsequent research improved performance by employing 
Word2Vec static word embeddings and different classifiers, 
such as SVM, on similar datasets with the same aspects. [29] 
achieved a 68.25% F1-score using Word2Vec for text 
representation while maintaining NB as the classifier. The 
improvement is likely due to Word2Vec enhanced the 
contextual richness of sentiment representations compared to 
TF-IDF. The study in [30] demonstrated further improvements 
by using SVM with TF-IDF as the text representation method. 

Other studies, like those by [32], explored additional aspects 
but found limitations in performance using approaches like Bag 
of Words (BOW), achieving only a 53.04% F1-score. The study 
in [31] employed a hybrid method of TF-IDF and semantic 
similarity, achieving a high accuracy of 90.33%, likely due to 
fewer predicted aspects. 

Notably, none of these studies applied contextual 
embeddings or addressed multi-label classification in the 
cosmetic domain, highlighting areas for future improvement in 
ABSA methods. 

III. METHODOLOGY 

A. Research Methods Overview 

Generally, there are two strategies that can be used to build 
a multi-label model using IndoBERT, as shown in Fig. 1. In the 
first strategy, IndoBERT was used as an end-to-end model to 
directly perform multi-label classification. In second strategy, 
IndoBERT was used solely as a word embedding model to 
transform text into dense word vectors, which were then passed 
to machine learning classifiers. The model from second strategy, 
known as the conventional multi-label model, involved using 
word embeddings for text representation, multi-label problem 
transformation methods, and classifiers. 

 

Fig. 1. General workflow for building multi-label models using IndoBERT. 

In this study, three interconnected experiments were 
conducted: - 

1) Experiment I: This experiment was focused on 

evaluating the performance of multi-label classification in 

ABSC context, with single-label model from [29] serving as the 

baseline. To rule out any external factors which might affect the 

results, the experiment established the baseline by replicating 

the literature experiment [29]. 

2) Experiment II: Experiment II concentrated on assessing 

the different variants of IndoBERT as word embeddings, 

alongside the promising multi-label approaches identified from 

experiment I. This experiment exploited Word2Vec as the 

baseline word embedding. The IndoBERT variants used were 

IndoBERT[b], IndoBERT[k], and IndoBERTweet. 

3) Experiment III: Building upon the findings of 

Experiment I and II, this experiment further explored the 

performance of IndoBERT in multi-label classification by 

incorporating the multi-label capabilities into model, using 

IndoBERT directly as end-to-end model, serving as both text 

representation and classifier. Conventional multi-label models 

with classifiers such as Gaussian NB, SVM, Linear SGD, and 

RF were also employed for comparison. 

B. Dataset 

The study investigated a secondary dataset that was 
exclusively sourced from journal article published by [29]. The 
dataset consists of a total of 3960 customer reviews on cosmetic 
products collected from Female Daily website and written in 
Indonesian language. Each review was pre-annotated with 
sentiments across four different aspects, with the sentiment 
distribution summarized in Table I. 

TABLE I.  SENTIMENT DISTRIBUTION ACROSS FOUR ASPECTS IN 

COSMETIC PRODUCT REVIEWS 

Aspect 
Sentiment Count 

Positive Negative Neutral 

Product 659 688 2612 

Packaging 447 189 3323 

Price 1056 716 2187 

Scent 669 218 3072 
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C. Exploratory Data Analysis (EDA) 

Before data modeling, a Chi-square test was conducted 
during the EDA stage to assess dependencies between the 
targeted aspects. This test provided insights into the 
relationships between aspect-sentiments, helping determine if 
single-label or multi-label classification would be more suitable. 
In this study, the null hypothesis claimed that there is no 
significant association between the targeted aspects in the 
investigated dataset. A p-value threshold of 0.05 was used; any 
value below this indicated significant associations between 
aspects, suggesting the need for a multi-label classification 
approach in the dataset. 

D. Preprocessing 

For multi-label classification, the aspect columns were 
transformed into aspect-sentiment labels for further analysis. 
Each aspect was further divided into three labels, following the 
patterns of 'aspect_pos,' 'aspect_neg,' and 'aspect_other', with the 
number 0 or 1 indicating the presence of each aspect-sentiment 
label. 

E. Word Embedding (Text Representation) using IndoBERT 

Before being processed by IndoBERT, the review text must 
first pass through the IndoBERT tokenizer to obtain special 
input format. In this stage, the input sentence was concurrently 
tokenized and added with special tokens of [CLS] and [SEP] 
tokens at the beginning and the end of tokenized sequence 
respectively. For the input length, the maximum sentence length 
was limited to 128 tokens in this study. After that, these 
modified sequences were fed into token, segment, and position 
embeddings sequentially to generate the initial input embedding, 
which in turn fed into encoder layers within IndoBERT for 
further processing. 

In IndoBERT, the initial embedding of each token was 
passed through multiple sub-layers consisting of multi-head 
self-attention and Feed-forward Network to incorporate the 
contextual information. The final output contextualized 
embedding was extracted through a mean pooling strategy. The 
overview of the word embedding process for IndoBERT is 
illustrated in Fig. 2. 

F. Multi-Label Classification 

1) Conventional multi-label classification: To build 

conventional multi-label models, the output contextualized 

embeddings and target labels were transformed using problem 

transformation methods. Binary Relevance (BR), Classifier 

Chain (CC), and Label Powerset (LP) were used to convert the 

data into binary or multi-class problems. Classifiers such as 

Gaussian Naïve Bayes (NB), Support Vector Machine (SVM), 

Random Forest (RF), and Linear Stochastic Gradient Descent 

(SGD) were then applied for classification. 

2) IndoBERT (As end-to-end model): To perform multi-

label classification directly using IndoBERT, an additional 

classifier layer was added at the uppermost level of the model. 

Final output embedding from mean pooling layer was fed into 

the classifier layer directly for multi-label classification as 

shown in Fig. 3. In this strudy, the hyperparameters values of 

classifier layer mirrored the literature findings of [33], which 

set to “learning rate = 2e-5, batch size = 8, and epoch =5”, 

optimizing with Adam optimizer. Because IndoBERT was 

designed to perform multi-label classification, sigmoid function 

was used rather than SoftMax in classification layer. The 

formula of sigmoid function is shown in (1). The output 

probability from sigmoid activation function for each aspect-

label is a real number within the range of 0 to 1. Given that the 

study applied the default threshold value of 0.5, any predicted 

probability of the label greater than 0.5 was referred to present 

and less than 0.5 was considered as absent. 

σ(x)=  1/(1+e^(-x) )                                 (1) 

 

Fig. 2. Overview of word embedding process for input sentence by 

IndoBERT. 

 

Fig. 3. Multi-label classification process within IndoBERT. 

G. Evaluation Metrics 

In this study, several evaluation metrics were employed to 
evaluate the sentiment classification model performance. 

1) Accuracy per label: This metric assesses the number of 

correctly predicted labels over the total number of instances, 
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computing using (2), where TP and TN refer to True Positive 

and True Negative, respectively. Given that it evaluates the 

model's correctness on individual labels (column) 

independently, accuracy is commonly used in single label 

classification. In this study, this metric was utilized for 

comparing the performance of multi-label with single-label 

models in Experiment I. 

Accuracy per label =  (TP + TN) / Total               (2) 

2) Accuracy: This accuracy metric calculates the 

probability of the correctly classified labels by considering the 

overlap between the true data, Yi and predictive data, Zi for each 

instance, as computed by the (3). In this study, this metric was 

used as one of the main references in assessing the multi-label 

sentiment classification model performance in Experiment II 

and III. 

A𝑐𝑐𝑢𝑟𝑎𝑐𝑦=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑌𝑖 ∪ 𝑍𝑖 |                (3) 

3) Hamming loss: Hamming Loss is the prominent 

evaluation metric of multi-label classification that measures the 

proportion of wrongly classified labels over all instances. In 

contrast with typical metrics, the lower the value hamming loss 

represents the higher performance of model. The formula for 

computing hamming loss is shown in (4). It was used to 

evaluate the multi-label model performance in this study. 

Hamming Loss=1/N* Σ| Yi Δ Zi |                  (4) 

4) Micro-F1 score: Micro F1-score is a harmonic mean of 

precision and recall calculated based on classes, shown in (5), 

where P and R represent precision and recall respectively. 

Precision measures the proportion of the chosen items that are 

correct over the actual instances that are predicted as chosen 

while recall is a metric uses to gauge the percentage of correct 

items that are selected. The formula of precision and recall is 

shown in (6) and (7). 

𝐹1−𝑠𝑐𝑜𝑟𝑒= 2𝑃𝑅/(𝑃+𝑅)                            (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑍𝑖 |                   (6) 

𝑅𝑒𝑐𝑎𝑙𝑙=1/𝑁∗Σ| 𝑌𝑖 ∩ 𝑍𝑖 |/| 𝑌𝑖 |                       (7) 

IV. RESULTS 

A. (EDA) Results 

Table II presents the Chi-square test results between aspects, 
showing that most p-values were below 0.05, indicating variable 
dependency. From the results, it can be observed that nearly all 
the resulting p-values were less than threshold value 0.05. 

TABLE II.  CHI-SQUARE TEST RESULTS BETWEEN DIFFERENT ASPECTS 

OF COSMETIC PRODUCT 

Variable 1 Variable 2 p value Null hypothesis 

harga 

pengeamsan 
0.0147  Rejected  

produk 
6.5113e-24  Rejected  

aroma 
3.4954e-12  Rejected  

Variable 1 Variable 2 p value Null hypothesis 

pengemasan 
produk 

4.3069e-13  Rejected  

aroma 
0.0689  Accepted  

produk aroma 
1.2633e-25  Rejected  

B. Experimental Results I 

In this experiment, the baseline single label classification 
model was replicated based on the methodology from [29]. The 
method primarily employed Word2Vec to vectorize the text 
reviews and utilized Gaussian NB to classify the sentiment for 
each aspect independently. Given that there were four aspects, 
the model iterated four times to complete the prediction for all 
aspects. Table III presents the empirical outcomes of baseline 
from our experiment and [29]. 

TABLE III.  COMPARISON OF ACCURACY PER LABEL OF BASELINE SINGLE 

LABEL MODEL AND OUR EXPERIMENT 

Source 

Average 

Accuracy 

per Label 

(%) 

Accuracy per Label (%) 

Price Packaging 
Produc

t 
Aroma 

[29] 68.17 70.96 68.79 56.36 76.57 

Our 

experiment 
62.47 60.33 74.39 48.18 66.99 

From Table III, it shows that there was approximately 6% 
reduction in average accuracy when comparing the replicated 
model with [29]. The differences can be attributed to factors 
such as differences in the parameters setting of Gaussian NB as 
[29] did not include any details about their parameters while this 
study proceeded with default settings. To mitigate the influences 
from external factors, an accuracy of 62.47% is used as a 
reference value for comparing the performance of multi-label 
models. 

Fig. 4 shows that multi-label models perform differently in 
determining sentiment for Indonesian cosmetic product reviews. 
Models using BR and CC problem transformation methods had 
performance comparable to the baseline. The BR model 
achieved the same accuracy of 62.47% as the baseline, likely 
due to their similar classification approach. However, the other 
two multi-models with LP and RAkEL D, exhibited notable 
enhancement in accuracy over the baseline single label model, 
achieving 70.18% and 70.16%, respectively. 

 

Fig. 4. Average of accuracy per label for single label and multi-label 

models. 
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C. Experimental Results II 

In Experiment II, the study evaluates the performance of 
IndoBERT as word embeddings in representing the words from 
cosmetic domain, using Word2Vec as the baseline. Building 
upon the findings of Experiment I, LP and RAkEL D, each was 
used to transform the multi-label problem in the model while 
Gaussian NB classifier was utilized to classify the aspect-
sentiment labels to each review, along with Word2Vec. The 
IndoBERT word embedding model was employed in parallel, 
aiming to determine its effectiveness compared to Word2Vec. 
The results are summarized in Table IV. 

TABLE IV.  PERFORMANCE OF MULTI-LABEL MODELS USING DIFFERENT 

EMBEDDING MODELS IN EACH MULTI-LABEL APPROACH 

Transfor

mation 

Approach 

IndoBERT 

version 

Accuracy 

(%) 

Hamming 

Loss (%) 

Micro 

F1-

score 

(%) 

Label 

Powerset 

Word2Vec 54.75 22.27 66.66 

IndoBERT[b] 60.39 19.15 71.28 

IndoBERT[k] 47.70 26.18 60.73 

IndoBEETweet 61.10 18.72 71.91 

RAkEL D 

Word2Vec 53.60 24.96 66.12 

IndoBERT[b] 57.79 20.81 69.97 

IndoBERT[k] 41.86 31.87 56.21 

IndoBERTweet 57.55 21.09 69.76 

Overall, both IndoBERT[b] and IndoBERTweet consistently 
outperformed the baseline Word2Vec embedding model, 
regardless of the problem transformation approaches used in 
classification model. For models with LP approach, there was 
an approximate 5% to 6% improvement in accuracy and micro 
F1-score when comparing the multi-label models with 
Word2Vec to IndoBERT[b] and IndoBERTweet. On the other 
hand, the models employing RAkEL D exhibited only a 2% to 
3% enhancement in accuracy and micro F1-score. For hamming 
loss in the models employing both LP and Rakel D, an 
approximately range of 3% to 4% reduction was observed when 
comparing the baseline with each of the IndoBERT[b] and 
IndoBERTweet, indicating a decrease in misclassification 
occurrences in models employing both methods. 

D. Experimental Results III 

This experiment evaluated IndoBERT's performance in 
direct multi-label classification. Building on results from 
Experiments I and II, conventional multi-label models using 
IndoBERT[b] and IndoBERTweet were developed with various 
classifiers. The results are shown in Tables V and VI, while 
Table VII presents IndoBERT's empirical performance. 

TABLE V.  PERFORMANCE OF CONVENTIONAL MULTI-LABEL MODEL 

USING INDOBERT
[B]

 AS TEXT REPRESENTATION METHOD 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + NB 60.45  19.12  71.33  

Label Powerset + SVM 69.64  14.20  78.69  

Label Powerset + RF 63.3  17.45  73.82  

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + SGD 65.48  16.36  75.47  

RakEL D + NB 56.81  21.43  68.90  

RakEL D + SVM 68.31  14.26  78.59  

RakEL D + RF 62.93  16.60  74.18  

RakEL D + SGD 65.31  15.99  75.94  

TABLE VI.  PERFORMANCE OF CONVENTIONAL MULTI-LABEL MODEL 

USING INDOBERTWEET AS TEXT REPRESENTATION METHOD 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

Label Powerset + NB 61.15  18.70  71.95  

Label Powerset + SVM 68.14  14.92  77.61  

Label Powerset + RF 62.54  17.82  73.26  

Label Powerset + SGD 63.38  17.54  73.69  

RakEL D + NB 56.71  21.49  69.13  

RakEL D + SVM 66.88  14.86  77.57  

RakEL D + RF 61.94  17.42  73.26  

RakEL D + SGD 64.71  16.35  75.75  

TABLE VII.  PERFORMANCE OF MULTI-LABEL MODELS WITH INDOBERT AS 

END-TO-END MODEL 

Model 
Accuracy 

(%) 

Hamming 

Loss (%) 

Micro F1-

score (%) 

IndoBERT[b] 86.98  5.45  91.70  

IndoBERTweet 86.21  5.85  91.12  

The results show that the end-to-end model significantly 
outperformed the conventional multi-label models. It can be 
observed that there was a significant enhancement in end-to-end 
model performance when using IndoBERT[b] and 
IndoBERTweet, with accuracy increasing by approximately 
18% to 30% and the micro F1-score by 13% to 22%, compared 
to both the highest and lowest performing conventional models 
based on the same IndoBERT embedding. In terms of hamming 
loss, using IndoBERT[b] and IndoBERTweet directly for multi-
label classification reduced significantly (8% to 16%) in 
classifying wrongly the aspect-sentiment label for cosmetic 
product review. 

V. DISCUSSION 

The results of p-values from EDA showed that most of the 
null hypotheses were rejected, suggesting that the variables are 
dependent on each other. These dependencies indicate the 
presence of an aspect’s sentiment might affect the prediction of 
sentiment of another aspect. Given this dependency, it implies a 
need to explore the Indonesian cosmetic product review dataset 
with multi-label model. 

There are three categories of multi-label classification 
methods: Problem transformation, algorithm adaptations, and 
pre-trained language model. For the problem transformation, the 
BR model transforms the multi-label task into 12 single-label 
problems, performing independent classification for each label, 
much like the baseline. Unlike BR, multi-label model with CC 
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problem transformation method considered label correlation 
into account. However, it still demonstrated comparable 
accuracy with 62.51% to baseline. One of the possible reasons 
might be the influences by the arbitrary arrangement of labels, 
which could lead to the poor performance in CC model [34] 
[35]. In contrast with BR and CC, the other two multi-models 
with LP and RAkEL D, exhibited notable enhancement in 
accuracy over the baseline single label model, achieving 70.18% 
and 70.16%, respectively. There was approximately 8% 
improvement of accuracy in multi-label models with LP and 
Rakel D methods over baseline. This suggests LP and RAkEL 
D are more suitable for multi-aspect sentiment classification. 
The improvement is probably due to both multi-label models 
considering label dependencies, with LP capturing co-
occurrence relationships by converting the problem into 
combinations of labels, and RAkEL D enhancing performance 
by training Gaussian NB on distinct label subsets, improving 
label correlation handling. 

In terms of text representation, as expected, IndoBERT 
outperformed Word2Vec as a word embedding model due to its 
architectural design. Word2Vec, using the CBOW architecture 
with a fixed window produces static embeddings, which lack 
contextual information. In contrast, IndoBERT generates 
contextualized embeddings by learning from masked tokens, 
capturing semantic relationships and nuances. This contextual 
richness allows IndoBERT to provide more refined input 
vectors, enabling the Gaussian NB classifier to more accurately 
classify aspect-sentiment labels. IndoBERT[k] performed worse 
than the baseline Word2Vec, indicating that contextualized 
embeddings don't always outperform static embeddings, as seen 
in study [36]. The varying performance among IndoBERT 
variants may stem from differences in pre-training datasets. 
IndoBERT[k], trained primarily on formal text, struggles with the 
informal language in product reviews. In contrast, IndoBERT[b] 
and IndoBERTweet, pre-trained on informal data like social 
media, are better equipped to handle the mixed linguistic style 
found in the reviews. 

Given that multi-label classification can be performed 
directly using pre-trained language models as end-to-end model, 
this paper proposes using IndoBERT and IndoBERTweet for 
classification, as these two pre-trained language models have 
demonstrated high accuracy in terms of text representation. The 
results show that the proposed end-to-end model significantly 
outperformed the conventional multi-label models. These 
findings align with outcomes from [9] and [15], suggesting that 
IndoBERT generalizes multi-label classification tasks better 
than conventional models. This is likely due to the architectural 
differences between IndoBERT and traditional classifiers. 
IndoBERT, using neural networks, is more complex, flexible, 
and better equipped to handle intricate patterns in the dataset 
compared to simpler linear, tree-based, or probabilistic 
classifiers like SGD, SVM, RF, and Gaussian NB [37]. 

For conventional multi-label models, it can be observed that 
a similar trend of classifier performance was exhibited across 
multi-label transformation approach and word embedding. 
Notably, SVM consistently demonstrated superiority in 
correctly multi-classifying labels, followed by linear SGD, RF 
and Gaussian NB. These results aligned with classification 
results for two out of three datasets in the study of [9], which 

found that SVM outperformed linear SGD, followed by RF, 
regardless of whether LP or Rakel D was used. 

VI. CONCLUSION 

This study developed a reliable multi-label ABSC model 
while exploring the performance of contextual word embedding 
in representing words from the Indonesian cosmetic domain. 
Three experimental experiments evaluated different multi-label 
classification approaches. The results showed that IndoBERT[b] 
and IndoBERTweet provided more refined text representation, 
improving performance approximately by 2% to 6% compared 
to Word2Vec. The findings also demonstrated that multi-label 
models using IndoBERT as an end-to-end model outperformed 
conventional methods. IndoBERT[b] achieved the best accuracy 
of 86.98%, showing a 17.34% to 30.27% improvement over the 
baseline, confirming its superiority for multi-label classification 
in this domain. Although this study demonstrated notable 
improvements, certain limitations remain. The study 
investigated only one type of contextual embedding model, 
IndoBERT. To further enhance the multi-label model, future 
work could explore other contextual embeddings, such as 
DistilBERT and RoBERTa. Additionally, the hyperparameter 
settings for the end-to-end IndoBERT model were restricted to 
"learning rate = 2e-5, batch size = 8, and epoch = 5." Future 
research could experiment with different hyperparameter 
combinations, as there is no one-size-fits-all setting for 
optimizing the model. 
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Abstract—Plant disease diagnosis at an early stage enables 

farmers, gardeners and agricultural experts to manage and 

control the spread of illnesses in a timely and suitable manner. The 

traditional methods of plant disease diagnosis are expensive and 

might need significant manpower and advanced level machinery. 

In addition to that, conventional methods, such as visual 

inspections are prone to subjectivity, time constraints and error 

susceptibility. In comparison to that, computer based methods 

such as machine learning is accurately predicting plant diseases 

underscore the need for a transformative approach. However, by 

focusing solely on visualized contents and thermal images, these 

methods overlook the potential insights hidden within customer-

posted images that may leads to low accuracy. This study is an 

attempt to addresses these gaps by proposing an alternative 

methodology which relies on a hybrid deep learning framework 

called CCNET. The core CCNET is the utilization of the 

superiorities of Convolutional Neural capsule network models to 

get better architecture for plant diseases diagnosis. The proposed 

CCNET effectively amalgamates the strengths of convolutional 

layers for spatial feature extraction and the sequential modelling 

capabilities of CNN and CapsNet for capturing temporal 

dependencies within image data. The performance of the CCNET 

has been evaluated through rigorous experimentation. The 

outcomes underscore the remarkable prowess of the proposed 

model with the accuracy of 94%. When it compared to the 

conventional methods, the CCNET surpasses all of them in terms 

of precision, recall, F-Score, and accuracy. 

Keywords—CapsNet; classification; CNN; feature extraction; 

plant disease; thermal images 

I. INTRODUCTION 

The agricultural industry holds immense significance for 
numerous nations globally, serving as a crucial source of 
sustenance, materials and energy to support the expanding 
population. Apart from its economic value, agriculture plays a 
pivotal role in addressing pressing global issues such as climate 
change, ensuring food security, and promoting sustainable 

development. As per the Food and Agriculture Organization of 
the United Nations (FAO), agriculture engages over one billion 
individuals worldwide and contributes approximately 3% to the 
overall global gross domestic product (GDP) [1]. 

 However, this sector encounters noteworthy obstacles, 
including the imperative to augment food production to fulfill 
the rising needs of the world's growing inhabitants. While 
concurrently mitigating the environmental impact associated 
with agricultural practices. Additionally, the prevalence of plant 
diseases poses a substantial menace to agricultural productivity, 
leading to crop losses that range from 10% to 40% on a global 
scale [2]. Plant diseases can cause extensive damage to crop, 
resulting in significant economic losses for farmers worldwide. 
Fig. 1 shows the typical leave disease that effect the production 
of plant. As per the Food and Agriculture Organization (FAO) 
of the United Nations, plant diseases account for the annual loss 
of approximately 20–40% of global crop production [3]. An 
efficient and effective plant disease management system is 
therefore essential for ensuring the sustainability and 
productivity of the agriculture sector. 

 

Fig. 1. Leaf disease example adopted from study [5]. 

*Corresponding Author 
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The conventional farm management practices rely on human 
experts to monitor plants in the field for signs of disease, which 
can be time-consuming, labor-intensive and prone to errors. 
However, visual symptoms of plant diseases usually appear 
several days after infection, indicating that the illness has 
already disseminated and the quality of yield has declined, 
leading to significant losses in productivity [4]. Most of the 
disease control process usually adopted appropriate control 
measures, such as the utilization of resilient crop strains, farming 
techniques and chemical treatments. But due to the increasing 
number of diseases and expensive chemical, this job become 
quiet hectic and time consuming. 

Alternative to the conventional methods, Smart farm 
management practices, which rely on vision technology and 
machine learning, have revolutionized plant disease 
management by allowing for early detection and prevention of 
crop losses. According to a study [6], smart farm management 
practices have led to increased agricultural productivity and 
improved food security in many countries. These technologies 
are particularly useful in remote areas where access to expert 
knowledge and resources is limited. By implementing these 
practices, farmers can detect plant diseases before visual 
symptoms appear, ultimately increasing crop yields and 
contributing to the overall economic growth of the country. 

The development and adoption of new technologies, 
including the use of computer science and artificial intelligence, 
can be better attempt that helps in the timely identification and 
control of plant diseases. Vision technology, which is widely 
used in modern smart farm management practices, has the 
potential to address some of these challenges by processing and 
analysing images of infected plants to identify disease patterns 
[7]. However, this approach is limited in that it does not 
accomplish early detection, presuming that plants are still in the 
incubation phase prior to the disease's manifestation [8]. This 
highlights the need for alternative approaches that can detect 
diseases at an early stage, before visible symptoms appear, to 
prevent significant crop losses and increase productivity. 

However, the variations of diseases at different of plants and 
temperature discrepancies in the infected plants that are 
imperceptible to the human eye may require more sophisticated 
mechanism [9]. The application of thermal imaging as depicted 
in Fig. 2, in plant disease management has emerged as a 
promising approach for early detection and control of diseases. 
By recording the temperature of plants, thermal imaging enables 
the identification of temperature changes that can indicate the 
presence of disease. These temperature changes are a result of 
internal chemical alterations that occur in plants following 
disease inoculation. Analysing these temperature variations 
allows for the early detection of diseases before visible 
symptoms manifest.

 

Fig. 2. The Geo-informatics-based view of plant thermal images. 

It is concluded that thermal imaging and machine learning 
technologies have the potential to revolutionize plant disease 
management and increase crop productivity by predicting and 
preventing the spread of plant diseases. This research addresses 
the above discussed gaps by proposing an alternative 
methodology that is based on hybrid deep learning model called 
CCNET. The core CCNET is the utilization of the superiorities 
of Convolutional Neural Network-Gated Recurrent, 
Bidirectional Long Short-Term Memory and Conditional 
Random Field models to get better architecture for plant diseases 
diagnosis from thermal images. The proposed CCNET 
effectively amalgamates the strengths of convolutional layers 
for spatial feature extraction and the sequential modelling 
capabilities of CNN and CapsNet for capturing temporal 
dependencies within image data. 

A. Research Contribution 

The key contribution of the proposed research are as follows: 

1) The proposed CCNET is an attempt to efficiently 

diagnosing plant disease by using thermal images that perform 

detection at early stage before visible symptoms appear that is 

not tackled in the previous literature to prevent significant crop 

losses. 

2) The utilization of advance level deep learning methods 

such as CNN and CapsNet provide better identification as 

compared to machine learning algorithms that are based on 

static similarity measures. 

3) Experimental evaluation on thermal imaging and 

comparative analysis with benchmark methods has proved that 

the performance of proposed CCNET surpasses the existing 

works by obtaining an accuracy of 94 %. 

The rest of the paper is organized as follows: An overview 
of the relevant research is presented in Section II. The proposed 
CCNET is briefly described in Section III. The experimental 
evaluation and discussion has been discussed in Section IV. The 
conclusion and future work are given in Section V. 

II. RELATED WORK 

The utilization of digital images for the categorization of 
plant diseases presents a significant hurdle. However, 
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advancements in machine learning techniques, particularly deep 
learning, have facilitated the identification, detection, and 
diagnosis of plant diseases. In the article [10], a combined model 
is proposed that merges two pre-trained convolutional neural 
networks (CNNs), specifically VGG16 and VGG19, to classify 
images of healthy and diseased leaves for the purpose of 
diagnosing plant diseases. CNNs are employed due to their 
capacity to overcome the technical intricacies associated with 
the classification of plant diseases. Nonetheless, CNNs pose a 
challenge in terms of hyper parameters, necessitating manual 
identification of specific architectures to attain optimal 
performance. To tackle this challenge, the paper utilizes the 
orthogonal learning particle swarm optimization (OLPSO) 
algorithm to optimize the hyper parameters by determining the 
optimal values instead of relying on traditional trial and error 
methods. 

In another work, specifically focuses on charcoal rot, a 
fungal disease that affects soybean crops globally and is 
transmitted through soil [11]. In their study, the authors propose 
a unique 3D deep convolutional neural network (DCNN) that 
directly incorporates hyper spectral data and provides 
meaningful physiological explanations through model 

interrogation. Their proposed model achieves an impressive 
classification accuracy of 95.73% and an infected class F1 score 
of 0.87 when analysing hyper spectral images of both inoculated 
and mock-inoculated stem samples. By employing an 
explainable deep learning model, the study not only achieves 
high accuracy but also provides valuable physiological insights 
into the model's predictions, thereby increasing confidence in 
the reliability of these predictions. 

The work of study [12] provide a comprehensive overview 
of the existing literature on neural network techniques that are 
employed for processing image data in the detection of crop 
diseases. They claim that predictions are particularly relevant for 
precision agriculture and research applications that utilize 
automated phenotyping platforms. The goal of this survey is to 
enhance the performance and accuracy of deep learning in 
detecting plant diseases, with the potential to significantly 
impact sustainable agriculture. Hyper spectral imaging has 
emerged as a potent tool for plant disease identification, but its 
effectiveness heavily relies on the choice of deep learning 
models. Convolutional neural networks (CNNs) have been 
identified as the most promising models for diagnosing and 
predicting crop infections. 

TABLE I.  COMPARATIVE ANALYSIS OF THE EXISTING RESEARCH METHODS 

Reference Methodology Data Set Accuracy Limitations 

[15] 
Support Vector 

Machines (SVM) 
Thermal images 90% 

The study was only conducted on wheat crops under moisture stress 
conditions, which limits the generalizability of the findings to other crops 

and growing conditions. 

[16] 

Support vector machine 

(SVM), Gaussian kernel 
and Random Forest 

High-resolution 

thermal image 
82% 

Only evaluates model accuracy for detecting decline, not effectiveness of 

management interventions, and is geographically specific. 

[17] 
Feature weighted 

random forest (FWRF) 
27 olive orchards 92% 

Study's insights on olive orchards affected by Xf and Vd outbreaks in 

2011-2017 Italy and Spain may not apply to other regions or timeframes. 

[18] 
Multiple Linear 

Regression (MLR) 

IoT-sensed crop 

Dataset 
91% 

Restricted to blister blight in tea plants, doesn't address other diseases, and 

relies on IoT sensor accuracy for environmental data. 

[19] 
Dual-stream hierarchical 

bilinear pooling model 
Field-obtained dataset 84.71% 

The study only demonstrates accuracy in identifying plants and diseases 

on a specific field dataset, with uncertain generalizability to other crops 
or datasets. 

[20] 14-DCNN 

147,500 images of 58 

different healthy and 
diseased plant lea. 

91.79% 
Does not discuss the real-world application and the limitations that the 

proposed model may face when deployed in the actual environment. 

 

Gadekallu et al. [13] emphasizes the importance of ensuring 
a consistent supply of healthy food for the growing global 
population, as well as the economic significance of agriculture 
in developing countries. To overcome these challenges, their 
study focuses on harnessing the power of machine learning 
models to classify tomato diseases, with the aim of proactively 
addressing agricultural crises. Their research utilized a publicly 
available dataset from plant-village to train and evaluate their 
model. They employed a hybrid approach that combines 
dimensionality reduction method. The extracted features were 
then fed into a deep neural network for the classification of 
tomato diseases. To demonstrate the effectiveness of their 
proposed model, they compared their work with traditional 
machine learning techniques, showcasing its superior 
performance in terms of accuracy and loss rate metrics. 

The utilization of automated approaches, such as machine 
learning and deep learning, for the prediction of plant species 
and diseases has been explored in the work of study [14]. In 
addition to this they also proposed a novel multi-task learning 
strategy, which leverages shared representations between these 

related tasks to enhance overall performance. Their proposed 
approach utilizes a multi-input network that incorporates raw 
images and transferred deep features extracted from a pre-
trained deep model to predict both the plant's type and disease. 
An end-to-end multi-task model is developed, enabling the 
simultaneous execution of multiple learning tasks by integrating 
Convolutional Neural Network (CNN) features and transferred 
features. This approach has the potential to address the 
challenges associated with plant species and disease prediction 
by providing accurate predictions, reducing the time and cost 
required for manual prediction, and guiding decision-making 
processes in the context of sustainable agriculture. 

From the above discussion, it has been concluded that, 
instead of traditional diagnosis methods that are hectic, 
expensive, and time-consuming, machine learning models 
perform better disease diagnosis. However, the detection of 
diseases at an early stage is still challenging. By foreseeing and 
halting the development of plant illnesses, thermal imaging, and 
machine learning technologies hold the promise of 
revolutionizing plant disease management and boosting 
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agricultural output. This research tries to fills the gaps of 
previously mentioned literature by giving an improved 
architecture by utilizing the advantages of Convolutional Neural 
Network-Gated Recurrent, Bidirectional Long Short-Term 
Memory, and Conditional Random Field models. 

III. MATERIALS AND METHODS 

This section discusses the proposed CCNET's core 
methodology, which is composed of data collection, pre-
processing, feature extraction, and final classification. Fig. 3 
depicts the diagrammatic flow of the proposed CCNET. 

 

Fig. 3. The CCNET architecture for plant disease detection.

A. Data Collection and Description 

In this research, thermal image-based datasets that are 
publicly available on the Kaggle repository have been used. The 
first dataset, DS-I, encompasses roughly 87,000 RGB images of 
plant leaves, categorized into 38 distinct health-related classes. 
Offline augmentation techniques were employed during its 
construction to ensure both authenticity and diversity. A 
separate collection comprising 33 test images was also 
established solely for predictive purposes. Another dataset that 
is DS-II, has 1132 images that focus on corn and maize leaf 
disease, derived from reputable sources like Plant Village and 
Plant Doc, meticulously tailored to address issues related to corn 
or maize leaf diseases. 

The last dataset is DS-III, which contains 1401 images of 
rice leaf diseases. This dataset holds particular significance for 
regions characterized by low to lower-middle-income 
economies, where rice is crucial to food security. This dataset 
serves as a comprehensive compilation of crop leaf images, 
offering researchers in the agricultural science domain an 
opportunity to utilize it for further examination and exploration. 
The availability of such a dataset can facilitate the development 
of robust and precise models, aiding in the detection and 
classification of crop diseases and empowering farmers to 
identify such diseases at an early stage, thereby mitigating 
potential crop yield losses. 

B. Pre-processing 

After the formation of the dataset, the very next phase is the 
pre-processing. Algorithm 1 outlines the proposed pre-

processing procedure. Initially, images are resized to a 
consistent dimension of 256x256 pixels. Pixel values are 
normalized via min-max normalization, representing pixel (x, 
y). Each image is randomly rotated within a defined angle range, 
and random horizontal or vertical flips are applied. A random 
zoom transformation is also employed. Additionally, images are 
converted to grayscale. Data is then organized into batches and 
shuffled using a randomized seed for training randomness 
assurance. 

Algorithm 1: The Data Pre-Processing 

def preprocess_image(image): 

 resized = resize(image, (256, 256)) 

 normalized = (resized - np.min(resized)) / (np.max(resized) - 
np.min(resized)) 

 rotated = rotate(normalized, random.uniform(-30, 30)) 

 flipped = np.fliplr(rotated) if random.choice([True, False]) else 
np.flipud(rotated) 

 zoomed = zoom(flipped, random.uniform(0.8, 1.2)) 

 grayscale = rgb2gray(zoomed) 

 return grayscale 

random.seed(42) 

preprocessed_data = [preprocess_image(image) for image in 
original_data] 

random.shuffle(preprocessed_data) 

batches = [preprocessed_data[i:i+batch_size] for i in range(0, 
len(preprocessed_data), batch_size)] 
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By applying these pre-processing steps, the dataset is 
prepared in a format that can be effectively utilized for training 
deep learning models. Resizing the images ensures that the 
models can handle images of different sizes, while 
normalization and data augmentation techniques help enhance 
the dataset's diversity and reduce overfitting [21]. Finally, 
batching and shuffling the data enable efficient model training. 

C. Feature Extraction 

There exist too many deep learning models that are used for 
image based feature extraction. However, convolutional neural 
networks (CNNs) are the most demanding due to their 
exceptional ability to capture hierarchical patterns and spatial 
dependencies in images [22-26]. In the proposed CCNET, the 
CNN model starts with the convolution operation, where the dot 
product is calculated between input image patches and adaptable 
filter weights, uncovering specific attributes within localized 
areas as shown in Fig. 4. Subsequently, the Pooling operation 
comes into play, particularly Max pooling. This technique is 
renowned for its efficiency, selectively highlighting the highest 
value within a predefined window, distilling the essential 
information while retaining the core of the data. The process 
culminates with flattening, a transformative step that 
restructures pooled feature maps into a streamlined one-
dimensional vector. This sequence effectively transforms raw 
images into compact yet enriched features, crucial for 
subsequent analytical processes. 

 

Fig. 4. The feature extraction workflow using CNN. 

D. Classification 

In comparison to the traditional CNN, Capsule Networks 
(CapsNet), is an alternative architecture for image classification. 
CapsNet was introduced by Geoffrey Hinton and his colleagues 
in 2017 [27-34] and was designed to address some of the 
limitations of CNNs, especially when it comes to handling 
spatial hierarchies, pose variations, and viewpoint changes. The 
CapsNet is a layered network in which the first layer of a 
Capsule Network typically consists of primary capsules. Each 
primary capsule is responsible for detecting a particular visual 
feature along with it numeric values in an image. Instead of 
using convolutional layers like CNNs, Capsule Networks use a 
combination of convolutional layers and capsules. These 
capsules output a vector representing a specific feature's 
presence along with its pose information. Whereas the pose 
estimation layer handles variations in the pose (position, 
orientation, etc.) of the detected features. Each capsule outputs 
a vector representing the probability of the feature's presence 
and pose parameters (such as position and orientation). The 
architecture is shown in Fig. 5. 

 

Fig. 5. The typical CapNet architecture for thermal image classification. 

One of the key innovations of CapsNet is the routing 
algorithm. This algorithm aims to find the agreement between 
capsules in one layer and capsules in the subsequent layer. It 
ensures that capsules with similar features and poses "agree" 
with their predictions. This process helps to establish a more 
coherent and dynamic representation of hierarchical features. In 
addition to this, dynamic routing involves iterative updates of 
the coupling coefficients between capsules in different layers. 
This process encourages capsules that agree to have higher 
coupling coefficients, while capsules that disagree have lower 
coefficients. It allows the network to learn better feature 
hierarchies and spatial relationships. The final layer of capsules 
is used for classification. Each capsule in this layer represents a 
specific class, and the length of the capsule's output vector 
indicates the probability of the image belonging to that class. 

IV. EXPERIMENTAL RESULTS 

This section thoroughly examines the experimental analysis 
and evaluates the proposed methodology. The proposed CCNET 
has been evaluated on three different datasets already discussed 
in the data collection section. It has also been compared with 
three baseline techniques and five machine learning models to 
test its accuracy and efficiency through a series of rigorous 
experiments. 

A. Baseline Method 

The following baseline reference models have been 
considered for comparison and evaluation of efficiency. 

1) Banerjee et al. [24]: This study employed thermal 

imaging technology to capture images of wheat crop canopies 

and aimed to estimate the leaf area index (LAI) under varying 

moisture stress conditions. Their method was based on 

Maximum Likelihood Estimation, Box Classifier, and Support 

Vector Machines. 

2) Poblete et al. [25]: They employed a Feature Weighted 

Random Forest (FWRF) classification model on olive orchards 

affected by specific outbreaks (Xf and Vd) in a limited 

timeframe and region might restrict the generalizability of its 

findings to other areas and time periods. 

3) Zhiyan Liu [26]: This study focused on IoT-sensed crop 

fields, specifically addressing blister blight in tea plants with 

the utilization of multiple linear regression (MLR). 
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B. Results 

Fig. 6 shows a comprehensive overview of the experimental 
results of CCNET on three distinct datasets—DS-I, DS-II and 
DS-III. On DS-I, the CCNET achieved 0.92 accuracy, 0.91 
precision and 0.90 recall indicating that the model is enough 
capable to correctly predict plant disease. Whereas for DS-II, the 
accuracy remains high at 0.93, signifying the model's consistent 

ability to make accurate predictions across different datasets. In 
the last, the accuracy on DS-III is 0.94, indicating that the model 
remains robust in different plant health contexts. Whereas, the 
precision score is 0.92, suggesting that the model effectively 
predicts plant diseases without excessive false positives. Based 
on this measure, the predicted ROC curve is also demonstrated 
in Fig. 7 to clearly mention the superiority of CCNET. 

 
DS-I     DS-II 

 
DS-III 

Fig. 6. Experimental results of CCNET in terms of precision, recall and accuracy. 

 
DS-I      DS-II 

 
DS-III 

Fig. 7. ROC curves on DS 1, DS II and DS III. 
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Fig. 8. Comparison of CCNET with machine learning models. 

Fig. 8 presents a comprehensive comparative analysis 
between the proposed CCNET techniques and with standard 
machine learning model. The graphical values show that 
CCNET achieves a remarkable performance with 0.92 
precision, 0.93 recall, 0.91 F1-Score and 0.94 Accuracy. This 
results shows that the CCNET gets a significant fraction of 
correctly identified positive instances in relation to the total 
actual positive instances. 

In the last experiment, a thorough comparison of the CCNET 
with baseline methods was conducted by using DS-I, DS-II and 
DS-III to assess the accuracy. The graphical demonstration at 
Fig. 9 shows the superiority of the CCNET by beating the 
baseline with the variation of 6%, 7% and 9% respectively. 

 
Fig. 9. Experimental analysis of CCNET with baseline models. 

V. CONCLUSION 

Plant disease diagnosis at early stages enables farmers to 
manage and control the spread of diseases in a timely and 
appropriate manner. Traditional methods for diagnosing plant 
diseases are costly and may necessitate a large number of 
personnel and sophisticated equipment. In addition, 
conventional methods, including visual inspections, are subject 

to subjectivity, time constraints, and error susceptibility. 
Whereas, the machine learning models based solution are 
limited to thermal images and leads to poor accuracy. In this 
research, a new model CCNET based on deep learning model 
has been proposed. The key steps of CCNET are data collection 
of thermal images, feature extraction and CapsNet based final 
classification. The evaluation of CCNET has been performed on 
three different datasets. The experimental results and 
comparative analysis provides a compelling evidence of the 
significant potential CCNET. The results demonstrate that the 
CCNET gets high accuracy with the value of 0.94, 0.93 and 0.92 
on three different datasets and beat the base line methods with 
the variation of 6%, 7% and 9%. Looking forward, future 
research should concentrate on integrating multiple imaging 
modalities, such as hyperspectral or multispectral data, to further 
heighten disease detection accuracy. Expanding the training 
dataset to encompass a broader range of diseases and addressing 
class imbalances will bolster the model's generalization and 
robustness. Additionally, incorporating contextual information, 
developing interpretability techniques, and optimizing the 
model for real-time implementation are pivotal areas for 
advancement. 
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Abstract—Efficient virtual machine (VM) movement and task 

scheduling are crucial for optimal resource utilization and system 

performance in cloud computing. This paper introduces AMS-

DDPG, a novel approach combining Deep Deterministic Policy 

Gradient (DDPG) with Adaptive Multi-Agent strategies to 

enhance resource allocation. To further refine AMS-DDPG's 

performance, we propose ICWRS, which integrates WSO 

(Workload Sensitivity Optimization) and RSO (Resource 

Sensitivity Optimization) techniques for parameter fine-tuning. 

Experimental evaluations demonstrate that ICWRS-enabled 

AMS-DDPG significantly outperforms traditional methods, 

achieving a 25% improvement in resource utilization and a 30% 

reduction in task completion time, thereby enhancing overall 

system efficiency. By merging nature-inspired optimization 

techniques with deep reinforcement learning, our research offers 

innovative solutions to the challenges of cloud resource 

allocation. Future work will explore additional optimization 

methods to further advance cloud system performance. 

Keywords—Adaptive multi-agent; cloud-based; hybrid 

optimization; task scheduling; virtual machine migration; gradient 
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I. INTRODUCTION 

Blockchain, shadow computer together with expert system 
are simply a few of the brand-new cordless modern 
technologies that have actually substantially aided the Net of 
Points (IoT). Since shadow computer can offer a wide range of 
tasks it has actually brought in substantial interest from 
government firm, business together with academic community 
alike [1] Haze computer, energy computer and also various 
other elements are incorporated. The most effective feasible 
source as well as outcome performance is an additional 
objective of the need model [2] Various cloud kinds such as 
personal, public, hybrid, mobile and also cloud federation have 
actually been released to please the large range of 
requirements. System as a Service (PaaS) Infrastructure as a 
Service (IaaS) as well as Software as a Service (SaaS) are the 
three primary classifications of cloud solutions. System as a 
Service (PaaS) enables programmers to make use of a large 
range of devices, such as running systems, physical along with 
digital computer systems, programs languages, and also control 
framework layout patterns to improve cloud solutions. The 
software application as a solution principle supplied a structure 
for accessing cloud-based software application and also 

permitted individuals to connect with designers on a pay-per-
use basis. Individuals might likewise access computer systems, 
storage space as well as virtualized physical properties by 
means of IaaS. On top of that sources can rise and fall in 
accessibility in action to modifications in need. Cloud 
information centers are being made use of by provider 
worldwide to offer shadow solutions. Cloud solutions are in 
some cases considered to be improved vital hardware [3]. This 
shows exactly how expensive cloud information Center upkeep 
is because of the quantity of power they make use of. As a 
result of a selection of elements consisting of inadequate air 
conditioning of information centers, reduced web server 
application, as well as underutilized network devices, 
information Centre power has actually gotten little interest. The 
basis of shadow computer, virtualization, has actually produced 
a separated setting matched for a range of usages. Additionally, 
readily available are features like equipment source abstraction, 
structured accessibility plus vibrant source administration. It 
has actually enhanced system adaptability as well as made it 
less complex to release solution customers for node seclusion 
plus replicate online circumstances. Web server virtualization 
which permits numerous computer systems to share the sources 
of a solitary, commonly dispersed information center is a 
critical method for enhancing shadow computer. Because of 
this the most prominent techniques for minimizing power 
usage as well as enhancing source use inside a virtualized 
information center are gone oveBecause of significant 
restrictions such as marked location hosts, an unforgettable 
technique for moving the online maker (VM) from the resource 
host to the target host was verified [4]. These methods have the 
possible to reduce migration time in fifty percent by making far 
better use the existing network data transfer. In addition, the 
pre-copy idea has actually been made use of in the cloud 
movement procedure for online makers (VMs). In this feeling, 
"'' information price"'' describes the gross rate at which a 
movement has actually transformed the digital device's 
memory state. Due to attributes like real-time online maker 
movement, minimized movement times and also top quality of 
solution, side clouds existing unique problems than standard 
cloud information centers [5]. This is since the large location 
networks of side clouds have much tighter data transfer 
restrictions than the designs located in information centers. 
Lately a wide range of meta-heuristic formula versions have 
actually been created to deal with the pushing trouble of online 
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device combination. Multi-objective optimization problems 
such source waste migration time source use, power intake and 
also movement expenses have actually been thought about by 
significant VM combination methods. To resolve these 
concerns, we offer a unique online maker (VM) movement 
approach based upon cloud-based model-based support 
discovering. 

II. LITERATURE SURVEY 

Modern computer has actually undertaken an improvement 
due to extraordinary developments in shadow computer which 
currently give scalable and also fairly valued services to people 
in addition to services. This game-changing modern 
technology enables individuals to create plus expand their 
applications as well as solutions without requiring to spend a 
lot in equipment. Online individuals have as needed 
accessibility to an enormous swimming pool of computational 
sources. Virtualization which splits genuine equipment right 
into online sources along with allows the procedure of a 
number of digital makers (VMs) on a solitary physical 
equipment (PM) is a basic element of shadow computer [6]. 
This reliable use sources results in substantial price financial 
savings as well as better functional performance for shadow 
company. Nevertheless, there are negative aspects related to 
shadow computer besides its lots of benefits. Making use of 
power in cloud information centers, or DCs is one substantial 
trouble. The climbing need for shadow solutions has actually 
led to greater power use for information centre (DC) facilities 
consisting of cooling down systems, networking tools, as well 
as web servers. This has actually had an unfavorable effect on 
the setting and also led to substantial functional expenses. 
Shadow company are attempting progressively difficult to 
strike an equilibrium in between using top quality solutions 
together with making use of as little power as practical in order 
to enhance effectiveness as well as ecological sustainability. 
Khan et al. (2018) established a hereditary formula-- based 
method to increase digital equipment release in a multi-cloud 
setting. By dynamically dispersing online makers (VMs) 
throughout numerous clouds while taking into consideration 
different Quality of Service (QoS) constraints their research 
targeted at boosting the application of cloud sources [7]. 

Bit Swarm Optimization (PSO) was developed by Ko et al. 
(2019) in order to raise the power performance of online maker 
release in cloud systems. Their research focused on picking 
devices (PMs) for online equipment (VM) allowance in a 
manner in which decreases power use while protecting 
application efficiency. This method functioned well to enhance 
cloud information center power effectiveness [8]. 

Shao et al. (2017) took a look at simply exactly how online 
manufacturer (VM) appropriation in cloud details facilities is 
done utilizing the Ant Colony System (Air Conditioner). Their 
purpose was to duplicate foraging routines in order to make the 
most of source usage along with power effectiveness. Their 
purpose was to boost source allocation by dispersing online 
devices throughout PMs [9] Nonetheless Zhang et al. (2020) 
recommended a technique for assigning digital makers (VMs) 
in cloud details facilities labeled Q recognizing based VM 
slice. With an emphasis on comfort plus real-time decision-
making this technique looked for to make the most of resource 

performance while pleasing Quality of Service (QoS) requires 
in vibrant cloud setups [10]. 

The Deep Deterministic Policy Gradient (DDPG) method 
was made use of by Reji coupled with Selvakumar (2019) in 
their research study to raise the movement along with loan 
consolidation of makers in cloud information. Their strategy 
created VM appropriation that caused source application plus 
power performance. This shows DDPG's capability to take care 
of job areas well [11]. In their research study, Wang as well as 
associates (2021) offered a technique for designating online 
devices (VMs) in multi-cloud situations utilizing DDPG. 
About various other strategies, their option carried out well 
particularly in regards to source plus power performance. This 
job highlights the possibility of DDPG in cloud settings to deal 
with concerns connected to online device appropriation [12]. 

Mnih et al. (2015) plus Lillicrap et al. (2016) have actually 
attained significant developments in using DDPG in tough 
optimization problems, such online device allotment. Their job 
has a substantial influence on support knowing for control jobs. 
Their initiatives opened up the door for later innovations in 
techniques based upon support understanding [13]. 

Sutton coupled with Barto (2018) gave a thorough 
summary of the location by checking out the academic 
underpinnings of support knowing. This fundamental 
understanding is required to recognize as well as utilize RL 
formulas, such as DDPG, in a selection of optimization tasks 
[14]. 

Schulman et al. (2017) provided a description of proximal 
policy optimization strategies, which are relevant to work on 
RL-based virtual machine allocation. Their work improved our 
understanding of optimizing policies in reinforcement learning, 
which is in line with the objective of learning the best VM 
allocation rules [15]. 

III. A HYBRID APPROACH TO OPTIMIZATION WITH 

ADVANCED VM MIGRATION AND TASK SCHEDULING MODEL 

FOR CLOUD NETWORKS 

A. Cloud System Overview 

Thanks to the cloud, all users may now access and utilize 
virtualized resources that are scalable and always accessible. 
Since the resources are offered under the pay-per-use model in 
this instance, the user only needs to pay for the ones that they 
really use. Additionally, users can distribute the pool of allotted 
computer resources by taking on less administrative duties. 
Moreover, insufficient and excessive resource provisioning 
was overlooked, and hardware costs—which have been 
perceived as a motivator for companies shifting their 
operations to the cloud—were minimized. 

Since the cloud has been employed in this instance at 
various degrees across domains, personal data saved on the 
cloud is accessible to a wide range of actors. 

Owner of the data: It is believed to be the main actor. Thus, 
the choice to host data on the cloud or utilize services hosted 
there has already been made [16]. Many parties may share 
ownership of the data, especially if it was co-produced by them 
or will be aggregated on behalf of many parties [17]. 
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When it comes to cloud-based services, the administrator is 
considered the service owner. The primary duties are oversight 
and service enhancement [18]. The administrator has the same 
motive to divulge user information as the CSP when the 
administrator is replaced through the CSP. 

Those who have utilized or are related to the usage of 
cloud-based services are regarded as third parties that offer 
those services. In the worst circumstances, this actor has been 
perceived as untrustworthy and may compromise data privacy, 
despite the fact that it is typically regarded as trustworthy [19]. 
This method is illustrated in Fig. 1. 

 

Fig. 1.  The method of trustworthy with third-party users. 

B. Problems with Task Scheduling and VM Migration 

Cloud users often ask the cloud to do tasks for them, and 
virtual machines (VMs) are an essential part of cloud 
computing. In addition, a variety of resource needs have been 
requested by users and managed by the task queue on the cloud 
system [20]. Furthermore, utilizing a digital equipment 
supervisor, the job schedulers acquired the input jobs from the 
job line. The offered online makers have actually been 
designated to the work by the job schedulers. Job organizing 
determines the complete time to finish all input jobs by very 
first examining the sources called for to set up a certain task 
promptly and after that optimizing making use of those 
sources. The existing obligations have lastly been prepared. 
Cloud source monitoring is separated right into 2 key phases. 
The initial element influencing the digital maker's possible aid 
in finishing the jobs was job organizing [21] There are 
numerous reasons that job organizing is done such as much 
better source application, lots harmonizing power 
administration, and also much faster implementation times. 
Designating online makers (VMs) to real equipment is an 
additional job for the second stage. 

Due to the fact that digital devices require sources that 
hosts do not give they cannot be set up efficiently on hosts. 
Because of inadequate host sources about the sources acquired 
by the VMs better concerns have appeared throughout the VM 
task procedure. 

Virtualized software application, refining power and also 
storage space are currently offered to web individuals [22]. To 

better maximize the usage of the quickly obtainable sources 
QoS has actually made use of the solution degree arrangements 
offered by cloud solutions. It was figured out that there was a 
concern with the digital maker movement procedure after 
finding that the web server more than crammed. 

Furthermore, memory variety plus dimension have been 
vibrant which makes complex the variation transmission 
transmission. The VM movement strategy has properly 
reduced the VM dimension by means of using memory self-
balloon, efficient pre-copy discontinuation, create strangling, 
memory compression as well as de-duplication. 

Numerous other issues have also arisen, including 
inadequate bandwidth, unpredictable network behavior, 
protracted delays, and a greater packet loss rate. 

The shared network connection allows for the movement of 
both memory and storage utilizing virtual machine migration 
algorithms [23]. Additionally, delaying the completion of the 
VM transfer might sometimes result in a considerable time 
benefit. 

The rate of difficulty in locating appropriate rest areas has 
been optimized. The VM migration strategy has decreased 
migration noise, which is indicated by slow response times, 
high packet loss rates, and limitations in application 
performance. Moreover, the difficulty that has resulted in 
unexpected behavior has made the predictive applications' 
preemptive resource requirements worse. 

Why During virtual machine migration, data may be sent 
over the incorrect network lines, raising security concerns. This 
is especially troublesome over longer communication 
distances. Furthermore, hostile virtual machines (VMs) have 
been able to access other VM address spaces and carry out 
harmful activities due to the insufficient isolation provided by 
shared resources. Throughout the VM migration procedure, the 
data integrity has been ensured by fully using sophisticated 
cryptographic capabilities [24]. 

C. Explanation of the Planned Approach 

Resources that may be made available to consumers via the 
internet are known as virtualized resources, and they include 
things like software, storage space, and processing power. 
Furthermore, in order to optimize the utilization of readily 
accessible resources, the Quality of Services has also been 
provided through cloud service providers and has employed 
varied degrees of service agreements. Data center energy 
utilization has been decreased by using optimal virtual machine 
allocation [25]. The deployment of the virtual machine (VM) 
aims to minimize costs while optimizing efficiency. Fig. 2 
shows a new model that was created in the cloud with a 
heuristic and adaptive method that accounts for the limitations 
of the traditional model. 

A novel hybrid heuristic approach called AMS-DDPG is 
created in order to accomplish virtual machine migration and 
cloud-based task allocation. The shortcomings of the existing 
hybrid model have been further addressed by the development 
of a new algorithm model known as ICWRS. As a result, by 
using this algorithm model, the AMS-DDPG technique has 
achieved its maximum performance. As a result, the proposed 
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approach has effectively accomplished several multi-objective 
tasks in the job scheduling phase, such as CPU usage, energy, 
make span, migration cost, active servers, and quality of 
service [26]. As a result, it has been shown in many 
experimental validations that the suggested design consistently 
improves task scheduling rates and cloud performance. 

IV. HYBRID HEURISTIC ALGORITHM FOR PARAMETER 

OPTIMIZATION 

A. Current WSO 

Each of the 26 warriors has a chance of becoming 
commander or a king based on their fitness level. The 
commander and king have also helped the other troops by 
spreading their influence over the battlefield. 

Attack strategy: There have been two methods that have 
been considered. The location of the type and the commander 
determine how the soldier modifies his position [27]. At the 
start of the war, every soldier held the same rank. In this case, 
the soldier executed the strategy, which resulted in a 
promotion. Weights and ranks for each soldier have been 
modified in accordance with the success strategy. The soldiers, 
together with the army commander and the king, remain quite 
near to their target as the battle comes to an end. It is expressed 
in Eq. (1). 



Here, the weight is represented as, the location of the 
monarch and commander is depicted as, and the new position 
is named as. 

Updating rankings and weights: The way that each soldier's 
rank, Commander, and King interact has determined how each 
seeking agent updates its location [28]. Additionally, a soldier's 
combat achievement record determines their rank. 
Furthermore, the rank of every soldier denotes their proximity 
to each other, which is considered while assessing their degree 
of fitness. In contrast to the conventional method, the weight 
varied exponentially with the factor of, while the weighted 
factors changed linearly. 

When a soldier's level of fitness at a new area is equal to 
that of their previous post, that prior site is acquired. 

×≥×



When the soldier updates successfully the location, the rank 
of the soldier has been upgraded. 

×≥×



The new weight factor is defined in Eq. (4) as a function of 
rank. 

〖〗





Since the previous method included the random soldier's 
position, the analysis of the war strategy in this instance 

showed maximal searching space during assimilation. The 
soldier adjusted its positions in view of the increased relevance 
of and finished extra phases. Given the decreased value, the 
soldier has completed fewer stages and adjusted its locations. 

Weak troops can be replaced or relocated: It has identified 
the weak soldier with the lowest fitness for each iteration. The 
different replacement methods have been put to the test here. 
Here, the weak soldier and the random soldier have taken the 
place of the simpler tactics, and the results are shown in Eq. 
(6). 

Further, the second tactic, which is provided in Eq. (7), 
involves moving the weak man closer to the median of the 
whole army on the battlefield. As a result, this method has 
improved the algorithm's behavior's convergence rate (7). 

 
Fig. 2. Task scheduling and virtual machine migration are shown using a 

new paradigm. 

B. Current RSO 

Generally speaking, the RSO algorithm model has 
incorporated both the pursuing and attacking behaviors, which 
has helped with the algorithm's design. In several instances, the 
aggressive behavior of rats has led to the demise of certain 
creatures.  

Pursuing the prey: Normally gregarious creatures, rats 
pursue their food [29]. to ascertain the rat's behavior in relation 
to the more adept search strategies that possess the information 
of the prey's location. Here is the other revised position that 
was found to be in line with the best location solution thus far. 
Eq. (8) is used to derive it. 

𝑍 = 𝑌 • 𝑍𝑒(𝑓) + 𝑋 • 𝑍𝑔(𝑓) − 𝑍𝑒(𝑓)

The improved optimal solution and the rat's location are 
indicated here as and. Additional and parameters have been 
derived using Eq. (9) and Eq. (10). 

𝑌 = 𝑉 − 𝑓 (
𝑉

𝑚𝑥𝑖𝑡
)
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Here, 

itmxf ,,2,1,0 
 

 RDX .2 

Additionally, the random number is defined by the 
variables and. Then, in terms of iterations, the random 
parameters and are more accountable for carrying out the better 
exploitation and exploration phase. Equation has been used to 
mathematically determine the rats' fighting behavior, that of 
their prey, and the duration of their hunting Eq. (11). 

𝑍𝑒(𝑓 + 1) = |𝑍𝑔(𝑓)| − 𝑍

Here is the next updated location for the rate. It has also 
maintained the original site and updated the locations of other 
agents that are seeking a better place [30]. Both the exploration 
and the exploitation have been completed by changing the 
parameter values. As a result, the suggested method has 
automatically cached the optimal solution for certain operators. 

V. TASK SCHEDULING AND VACUUM MIGRATION IN THE 

CLOUD USING ADAPTIVE MULTI-AGENT DDPG AND 

OBJECTIVE FUNCTION 

After the text edit has been completed, the paper is ready 
for the template. Duplicate the template file by using the Save 
As command, and use the naming convention prescribed by 
your conference for the name of your paper. In this newly 
created file, highlight all of the contents and import your 
prepared text file. You are now ready to style your paper. 

A. Deep Deterministic Policy Gradient 

Within this stage the method's input has actually been 
provided as the initialised setup. 

Considering that the representatives incorporate both the 
star networking version and also the movie critic networking 
version the style stays the same while representing the DDPG-
dependent structure. When the star is thought about the plan 
function-- which has actually participated in state surveillance 
takes into consideration existing practices by means of 
deterministic plan and also obtains the instant reward-- is really 
felt. Consequently the doubter made use of the activity worth 
features to transform the setups. Discovering the ideal source 
appropriation strategy to take full advantage of the long-lasting 
return is the representative's utmost goal. 

Condition of area: In this situation, the Edge Cloud (EC) 
plus Back-end Cloud (BC) interact to make it possible for the 
monitoring of energy prices for each and every base terminal 
which is made use of to identify the system's existing 
condition. The job that needs to be scheduled with BC or EC is 
likewise considered. 

Activity Space: After considering each action, the 
representatives have actually identified the data transfer and 
also digital equipment sources needed to do the procedure. 
Furthermore, it is separated right into three areas. In this 
situation the job has actually been allocated to the ideal sources 
as revealed by the cloud's worth of either 0 or 1. The CPU 
cycle is revealed as well as the data transfer as.In a 
reinforcement learning scenario, policies are taught using a 

class of algorithms called Policy Gradient (PG) algorithms. 
These algorithms maximise the expected cumulative reward by 
creating a parameterized policy that establishes a direct 
relationship between states and actions. Usually, a modest set 
of learnable parameters, represented by the symbol θ, 
parameterize the policy. 

B. Algorithms for Deterministic Policy Gradient (DPG) 

A family of reinforcement learning algorithms known as 
Deterministic Policy Gradient (DPG) algorithms focuses on 
learning deterministic policies inside continuous action spaces. 
Deterministic policies link states to particular actions directly, 
while stochastic policies provide a probability distribution 
across actions. 

A common design used by DPG algorithms is the actor-
critic architecture, in which the deterministic policy μθ(s) is the 
actor and the action-value function Qμ(s,a) is approximated by 
the critic. Through the provision of the value function gradient 
∇aQμ(s,a), the critic aids in the estimation of the policy 
gradient. 

Deep DPG (DDPG): This DPG variant is distinguished by 
the presence of a deep neural network model together with the 
approximation of the policy and the critic. 

In the DDPG-dependent architecture, fully connected 
networks (FCNs) have been mainly deployed as actor-
networks and critic networks. Consequently, they may attain 
the global discriminative properties of the task sequences and 
have large trainable weights. 

MA-DDPG that adapts- A reinforcement learning 
technique called Adaptive Multi-Actor Deep Deterministic 
Policy Gradient (Adaptive MA-DDPG) is intended for 
cooperative multi-agent settings. It adds support for handling 
situations with several interacting agents to the DDPG 
algorithm. By employing actor and critic networks to map 
states to continuous actions, each agent upholds its own 
deterministic policy. 

Adaptive MA-DDPG is innovative because of its agents' 
flexible communication approach [31]. In order to coordinate 
operations, agents exchange messages back and forth. 
Performance-based dynamic adjustments are made to the 
degree of communication. When agents are operating 
efficiently on their own, communication is minimized to speed 
up computations. On the other hand, communication is 
increased to promote productive cooperation when 
coordination is essential for better performance. 

Agents change their rules based on the local observations 
and communications they get from other agents throughout 
training. In order to calculate the policy gradient for actor 
updates, the critic aids in the estimation of the action-value 
function. Based on this gradient, the actors seek to maximize 
the predicted cumulative benefits for every agent. 

In order to achieve efficient and successful policies in 
complicated cooperative tasks, agents must be able to strike a 
balance between autonomy and collaboration. Adaptive MA-
DDPG (see Fig. 3) does this by dynamically controlling 
communication. This flexibility improves robustness and 
scalability in environments with several agents. 
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Fig. 3. Illustration of the MA-DDPG model with adjusted parameters. 

VI. RESULTS AND DISCUSSION 

A. Simulation Setup 

After coding up the recommended work scheduling and 
migration model in MATLAB 2020a, the outcomes were 
analyzed. We utilized the programs Dingo Optimizer (DO)-
AMS-DDPG and Egret Swarm Optimization (ESO)-AMS-
DDPG to do a comparison. 

B. Determination of the Cost Function for Optimization's 

Sake 

The goal you're attempting to maximize in your task 
scheduling and migration model is mathematically represented 
by the cost function, which is frequently written as (J(θ)) or 
just (f(x)) [32]. It calculates the 'cost' of a specific model setup, 
policy, or decision-making set (see Fig. 4 and Fig. 5). 

We may learn more about how different models perform in 
relation to one another by comparing the cost function values. 
Since the ICWRS AMS DDPG model produced lower cost 
function values in this instance, it is evident that it performed 
better than the other models stated. 

 

(a) (b) 

 

(c) (d) 

Fig. 4. The expense feature is utilized to confirm the recommended cloud-based task organizing as well as online device movement structure algorithmically in 
complying with arrangements: Configurations 1 2 3 as well as 4 are provided in order of choice. 
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(e) (f) 

Fig. 5. Formula recognition utilising the adhering to techniques: a) Active sensing units; b) CPU utilisation; c) Energy intake; and also d) Utilizing the complying 

with statistics, the suggested design's task organizing plus movement strategies are validated: These initial 5 criteria are: makespan, movement costs, power use, 

energetic sensing units, CPU utilisation, as well as quality of solution. 
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(e) (f) 

Fig. 6. Recognition in regards to pens for the procedure of tsak organizing as well as movement in the recommended version by means of a) Active sensing units, 

b) CPU usage c) Energy usage d) Makespan e) Migration price and also f) QoS. 

This performance disparity emphasizes how crucial the 
ICWRS AMS model is. It implies that, in comparison to the 
other models taken into consideration, it is a more practical and 
efficient method of resolving the job scheduling and migration 
issue. 

This comparison contributes to proving the efficacy and 
efficiency of the suggested ICWRS AMS paradigm and offers 
compelling proof of its importance in resolving issues with task 
scheduling and migration. 

When it comes to pens as well as formulas Fig. 6 changes 
the Active sensing units, CPU utilisation, power usage Make 
period, movement expense and also QoS to reveal that the 
formerly recommended job organizing as well as movement 
design stands. 

VII. CONCLUSION 

This paper offers unique searching’s for that give a unique 
point of view on dealing with numerous problems associated 
with traditional job organizing plus online equipment (VM) 
movement strategies. The main goal of this research study is to 
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enhance the efficiency as well as performance of cloud-based 
procedures using advanced computational devices specifically 
MATLAB 2020a plus unique mathematical methods. Online 
equipment movement as well as job organizing are the main 
locations of emphasis. 

Enhancing the digital equipment movement plus task 
procedure by utilizing a cutting-edge crossbreed heuristic 
strategy. 

An approach referred to as Adaptive Multi Agent Deep 
Deterministic Policy Gradient (AMS DDPG) is the goal of this 
research study. The key goal of this approach is to successfully 
take on the difficulties related to equipment job circulation and 
also work allowance inside cloud atmospheres. The strategy 
made use of by AMS DDPG utilises a heuristic formula that 
incorporates parts from the Deep Deterministic Policy Gradient 
(DDPG) device to enhance the rate together with efficiency of 
these treatments, thus promoting the extra effective allowance 
of jobs. The main goal of the AMS-DDPG strategy is to 
enhance the total dependability together with effectiveness of 
the cloud system by means of the optimization of source 
allowance. 

The ICWRS Algorithm Model and also its usage in 
particular situations. 

An unique plan solution was created to deal with the 
constraints of the normal crossbreed design causing the facility 
of the ICWRS formula version. This certain version adds to the 
improvement of the AMS-DDPG procedure through the intro 
of an unique plus resourceful technique for enhancing 
specifications. The design's efficiency will certainly be boosted 
in cloud-based systems as well as might be better boosted by 
enhancing specifications utilizing ICWRS. 

Using an aggressive strategy that entails using lots of 
decisive organizing techniques in order to enhance 
performance. 

The strategy being provided intends to enhance the 
performance of numerous multi-objective features that play an 
essential function in cloud procedures. It displays outstanding 
efficiency especially in the area of task organizing. The 
variables consisted of under this collection include the prices 
connected to moving, the power intake, the CPU usage, job 
time, as well as solution high quality. The recommended 
version's thorough method improves the complicated qualities, 
representing a noteworthy innovation in the organizing plus 
efficiency of job in cloud computer systems. 

Recognition of Enhanced Efficiency as well as Work 
Scheduling Rates using Empirical Methods Complying with a 
considerable speculative recognition procedure, the 
recommended design has actually revealed its capability to 
accomplish impressive efficiency and also job organizing 
prices inside cloud computer atmospheres. The efficiency of 
the proposed standard is substantiated by the extensive 
speculative recognitions carried out throughout different 
circumstances plus workloads. The favourable outcomes 
validate the possible effect as well as progression of this 
research on cloud-based procedures offering a structure for 
more examination and also application in actual cloud systems. 

With the growth coupled with recognition of a total design 
that integrates the AMS-DDPG approach, multi-objective 
optimization strategies, as well as the ICWRS formula version 
our study has actually produced substantial progression in the 
location. When incorporated, these elements give a detailed 
remedy to the problems connected to the movement of digital 
makers and also the organizing of jobs, showing the 
opportunity of enhancing the effectiveness as well as 
performance of cloud computer. The research's empirical 
outcomes highlight the importance of the research study and 
also supply brand-new point of views for additional expedition 
and also sensible application in the quick progressing area of 
cloud computer. 

The gradient technique-based adaptive multi-agent cloud-
based hybrid optimization algorithm's built-in parallelism, 
flexibility, and cloud-based scalability make it ideal for large-
scale settings. Nonetheless, the effectiveness of its cloud 
deployment, communication systems, and the harmony 
between resource allocation and computing cost all play a 
significant role in its success. Mitigating communication 
bottlenecks and optimizing resource use are critical for optimal 
scalability. 

Fault tolerance is naturally supported by a gradient 
technique-based adaptive multi-agent cloud-based hybrid 
optimization algorithm through cloud integration, redundancy, 
and adaptability. Using dynamic work reassignment, predictive 
analytics, and excellent recovery mechanisms, these algorithms 
are able to successfully manage unexpected faults or 
interruptions. Proactive planning, stress testing, and ongoing 
monitoring all help to improve resilience and guarantee 
seamless functioning in practical applications. 
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Abstract—In recent years, cloud computing and Internet of 

Things (IoT) technologies have reshaped e-learning, leading to 

adaptive content delivery tailored to learners' needs. These 

paradigms have changed e-learning platforms by providing a 

scalable and flexible infrastructure for storing and processing 

large amounts of data. This enables seamless access to teaching 

materials and resources from anywhere and anytime, increasing 

the convenience and efficiency of online learning experiences. The 

convergence of cloud computing, IoT, and e-learning platforms is 

the heart of this study regarding how these technologies will work 

together to enable personalized educational experiences. We 

examine the principles, challenges, and developments in cloud-

based adaptive content delivery and highlight the role of IoT data 

in understanding and incorporating learner preferences. In 

addition, we discuss possible future directions and implications for 

the further development of e-learning methods. 

Keywords—Cloud computing; Internet of Things; adaptive 

content delivery; personalized learning; e-learning 

I. INTRODUCTION 

Over the past years, digitalization has designed a genuine 
transformation of how learning is delivered and consumed. E-
learning platforms have gradually turned from simple 
educational content repositories to highly advanced systems 
that offer personalized learning experiences [1]. The main 
driving force in such evolution has been the integration of cloud 
computing and the Internet of Things. Whereby cloud 
computing facilitates a scalable infrastructure for storing and 
processing massive amounts of information, making it available 
at any time and place [2]. Meanwhile, the IoT enables real-time 
data collection from connected devices, such as smart 
classrooms and wearables, offering insights into learner 
behavior and preferences [3]. 

Other technologies, such as Augmented Reality (AR), 
further integrate into the educational landscape by creating 
interactive learning environments that align with personalized 
education features. Asadi and Taheri [4] investigated the 
influence of AR on students' learning achievements; in the 
framework of their research, one may claim that AR 
applications improved not just comprehension but also overall 
engagement and motivation. Their findings also suggest that 
AR has substantial potential to enhance learning by making it 
more interactive and personalized. With such innovative 
technology, instructors in smart classrooms can orchestrate 
dynamic and responsive learning environments that ideally suit 
diverse learner preferences to improve learning outcomes. This 
approach also needlessly aligns with the broader trend in digital 
education, whereby AR tools offer more insight into learner 

behavior and preferences, further facilitating personalized 
learning initiatives. 

Cloud IoT fusion empowers the e-learning platform to 
support adaptive content bucketing for each learner's needs [5]. 
This integration, therefore, enriches personalized learning paths 
wherein the contents are managed dynamically per real-time 
insights. The technological convergence at the back of 
integrating cloud infrastructure with computing power and IoT 
collecting data improved e-learning efficiency and opened 
more doors toward personalized and data-driven educational 
experiences [6]. 

Asadi and Taheri [7] investigated how complicated 
technological frameworks, including Artificial Intelligence 
(AI) technologies, extensively improve peer review and 
participation in learning online. This research emphasized a 
multi-dimensional teaching method, which should combine 
systematic teaching with novel feedback mechanisms to 
develop collaborative learning among students. This goes along 
with the current trend in e-learning, where technology allows 
for ever more personalized learning experiences. By applying 
AI-powered tools, educators can create adaptive learning 
environments that provide an effective and engaging 
educational process targeted to individual learner needs. 

The overall contribution of this paper is a critical review that 
concerns the integration of cloud computing and IoT 
technologies to provide adaptive content delivery on e-learning 
platforms. The study examines integrated technology use and 
illustrates how cloud infrastructure offers scalable, flexible, and 
affordable solutions for storing and processing educational 
content. At the same time, IoT devices collect real-time data 
about the behavior and performance of learners. This 
integration enables dynamic, customized, and evidence-based 
learning experiences, with the content adapted to the needs of 
each individual. Some of the challenges in adopting these 
technologies, including security and privacy issues, among 
other insights, are discussed in this study as a way of 
surmounting such difficulties. This paper also examines future 
research directions that include the integration of AI and 
machine learning in ways that improve adaptability and 
efficiency within the e-learning system. 

The rest of the paper is organized as follows: Section II 
gives the background, focusing on the basic principles and 
challenges of integrating IoT with cloud computing in e-
learning platforms. Section III presents adaptive content 
delivery mechanisms and their role in enhancing personalized 
learning experiences. Section IV presents the discussion, 
providing insights and perspectives on the findings. Finally, 
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Section V discusses the summary, key findings, and future e-
learning platform improvement recommendations. 

II. BACKGROUND 

Traditional e-learning has transitioned to customized, 
adaptive, and data-driven learning due to cloud computing and 
IoT technology [8]. Cloud computing and IoT enhance learning 
platforms for accessibility and intelligence, as shown in Table 
I. Cloud computing offers scalable infrastructure and 
centralized data. At the same time, IoT improves real-time data 
acquisition and customization. The specific functions of cloud 

computing and IoT in e-learning are delineated in Table II and 
Table III, respectively. Collectively, these technologies provide 
a dynamic ecosystem where content distribution is driven in 
real-time by automatically produced insights derived from 
learner interactions, allowing platforms to cater to the unique 
requirements of each user. However, considerable obstacles to 
this goal persist, with data privacy, latency, and infrastructure 
expenses among the most prominent, as shown in Table IV. The 
following sections individually examine the contributions and 
advantages resulting from the combination of cloud computing 
and IoT in the transformation of e-learning. 

TABLE I.  TRADITIONAL E-LEARNING VS. CLOUD AND IOT-ENABLED E-LEARNING 

Feature Traditional e-learning Cloud and IoT-enabled e-learning 

Infrastructure Static and physical servers Scalable and flexible cloud-based infrastructure 

Content delivery Static and pre-defined Adaptive and real-time based on learner needs 

Learner data Limited interaction data Rich data from IoT devices (e.g., wearables, sensors) 

Collaboration Limited to basic tools (forums, email) Real-time collaboration through cloud platforms and IoT tools 

Customization Uniform learning experience Personalized learning paths based on real-time data 

Accessibility Device-dependent and location-bound Accessible anywhere, anytime, from any device 

Feature Traditional e-Learning Cloud and IoT-enabled e-learning 

TABLE II.  ROLE OF CLOUD COMPUTING IN E-LEARNING PLATFORMS 

Function Description 

Scalability Automatically adjusts computing resources to accommodate fluctuating user demand 

On-demand access Provides learners with 24/7 access to educational resources 

Centralized data storage Stores large amounts of learner data and performance history for real-time analysis 

Cost efficiency Reduces physical infrastructure and IT management costs for educational institutions 

Collaboration tools Facilitates real-time collaboration between learners and educators 

Data processing Enables real-time feedback and content adaptation based on learner progress 

TABLE III.  IOT APPLICATIONS IN E-LEARNING 

IoT application Description 

Wearable devices Track learner engagement, fatigue, and focus to adjust content in real-time 

Smart classrooms Use sensors to monitor and adjust environmental factors like lighting and temperature 

Interactive tools Enable hands-on learning experiences through IoT-enabled devices and simulations 

Real-time analytics Collect and analyze learner data to personalize learning paths and resources 

Remote monitoring Allows educators to monitor learners' progress from different locations 

Wearable devices Track learner engagement, fatigue, and focus to adjust content in real-time 

TABLE IV.  CHALLENGES IN CLOUD AND IOT-BASED E-LEARNING 

Challenge Cloud computing IoT 

Data privacy and security Risk of data breaches and unauthorized access Security concerns with real-time data from multiple devices 

Latency issues High demand can lead to slower response times Delays in data transmission between IoT devices and platforms 

Infrastructure costs Costs for maintaining cloud infrastructure Costs for implementing and maintaining IoT devices 

Interoperability Compatibility with various e-learning platforms Integrating different IoT devices and communication protocols 

Maintenance Need for continuous server and data management Ensuring IoT device reliability and continuous updates 
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A. Cloud Computing in e-learning 

Cloud computing has revolutionized the architecture of e-
learning platforms by providing scalable, adaptable, and 
economical methods to manage substantial amounts of 
educational information according to demand [9]. A key issue 
in cloud computing for e-learning is the availability of on-
demand learning resources. Students may access course 
materials, assignments, and multimedia content on any internet-
enabled device, therefore eliminating the obstacles associated 
with conventional, location-dependent learning methods [10]. 
The main benefits of cloud computing in e-learning include: 

1) Scalability: Cloud platforms can adjust resources 

according to demand, handling increasing users and content 

without a significant performance drop. This flexibility makes 

e-learning more accessible to a global audience [11]. 

2) Cost efficiency: Educational institutions can reduce costs 

associated with physical infrastructure, data storage, and IT 

maintenance by outsourcing these functions to cloud providers 

[12]. 

3) Collaboration and accessibility: Learners and educators 

can collaborate in real-time, access shared resources, and 

benefit from interactive tools, regardless of location. 

Besides, cloud computing promotes data centralization of 
educators and learners. Thus, to enhance the learning 
experience by employing detailed analysis and adaptive 
learning algorithms, the cloud can store large volumes of 
learner data, performances, and interaction history [13]. 
Educational platforms could use these as real-time feedback 
and personalized suggestions so that each student gets an 
optimized learning pathway [14]. With cloud computing 
evolving day by day, integrations of AI developments, machine 
learning, and big data processing further facilitate the capacity 
of e-learning systems over the cloud to provide compelling 
customized educational experiences. 

B. Internet of Things in Education 

The IoT has expanded possibilities in education by 
establishing a connected network of devices capable of 
continually collecting, processing, and sharing data in real time 
[15]. It makes the e-learning environment much more dynamic 
and responsive by integrating diverse physical and digital 
resources to augment the educational experience [16]. The IoT 
in education also termed intelligent learning, adaptively 
customizes curriculum based on real-world insights about 
learners' behaviors and preferences. The principal advantages 
of IoT in education encompass: 

1) Real-time monitoring: IoT-enabled devices, such as 

wearables, smartboards, and sensors, can track learner 

engagement, participation, and even physical conditions like 

fatigue or stress levels [17]. This data provides immediate 

feedback to educators and the learning system, allowing for 

teaching methods or content delivery adjustments [18]. 

2) Personalized learning: With continuous data collection, 

IoT helps e-learning platforms adapt educational content to 

individual learning needs [19]. For example, IoT devices can 

track how students interact with content (e.g., time spent on 

tasks, patterns of error correction), and this data can inform 

personalized recommendations or adaptive learning paths. 

3) Smart classrooms: IoT creates interconnected learning 

environments where devices, sensors, and digital platforms 

work together to provide a seamless experience [20]. Smart 

classrooms can adjust lighting, temperature, or multimedia 

content based on student preferences, making the physical 

learning environment more conducive to learning. 

4) Enhanced engagement: IoT supports interactive tools 

and gamified learning experiences, allowing learners to engage 

more deeply with the material. Devices such as Virtual Reality 

(VR) headsets, interactive simulations, and IoT-based lab 

equipment enable hands-on learning experiences in a digital 

environment. 

IoT plays a crucial role in the choice between knowledge 
and instructional-driven education. Using devices that collect 
data on how a learner interacts with an e-learning platform, IoT 
devices provide learners with insights into patterns, difficulties, 
and preferences. For example, this could be analyzed in real 
time to modify learning materials for adaptive and responsive 
education. Furthermore, educators use IoT devices to keep track 
of individual and overall improvement areas and students' 
progress through learning analytics. IoT transformed the 
educational landscape, reinventing learning environments to be 
more interactive, adaptive, and data-driven. With cloud 
computing, IoT can integrate real-time insights with prowess in 
data processing to create an enabling ecosystem for 
personalized and compelling learning experiences. 

III. ADAPTIVE CONTENT DELIVERY 

Adaptive content delivery in e-learning is the system's 
potential to adapt educational material to the learner's specific 
needs, preferences, and progress based on real-time dynamic 
adjustments that ensure each learner gets personalized content, 
enhancing his or her learning experience. All this is integrated 
with cloud computing and IoT. As shown in Table V, cloud 
computing has a scalable infrastructure to process and deliver 
content. On the other hand, IoT provides the real-time data 
needed for continuous personalization, as shown in Table VI. 
However, as specified in Table VII, adaptive learning systems 
have faced security and privacy issues in managing sensitive 
learner data across cloud platforms and IoT devices. For 
efficient real-time content accommodation, the performance of 
IoT devices and seamless data integration is crucial, as detailed 
in Table VIII. In addition, its infrastructure involves expensive 
processes, as reflected in Table IX. 
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TABLE V.  CHALLENGES OF CLOUD COMPUTING IN ADAPTIVE CONTENT DELIVERY 

Challenge Description 

Scalability vs. cost While cloud systems scale easily, the associated costs increase as data storage and processing demands grow. 

Latency issues Delays in real-time data processing can affect the immediate responsiveness required for adaptive learning. 

Data security Storing large amounts of sensitive learner data in the cloud increases the risk of breaches and theft. 

Integration with AI/ML 
Requires significant computing power and infrastructure to efficiently run AI and machine learning algorithms for real-time 

adaptation. 

Reliability Cloud service downtimes or interruptions can disrupt the learning process and negatively affect user experience. 

TABLE VI.  CHALLENGES OF IOT IN ADAPTIVE CONTENT DELIVERY 

Challenge Description 

Data privacy and security Continuous real-time data collection through IoT devices raises data privacy and security concerns. 

Interoperability Different IoT devices and sensors may use varying standards and protocols, leading to challenges in integration. 

Infrastructure costs Implementing IoT in educational environments requires significant device investment, maintenance, and connectivity. 

Device reliability IoT devices, like wearables and sensors, may malfunction, leading to gaps in data collection and inaccurate content adjustments. 

Network bandwidth IoT systems require high bandwidth for real-time data transmission, which may be unavailable in certain regions. 

TABLE VII.  CLOUD AND IOT-BASED ADAPTIVE CONTENT DELIVERY: KEY SECURITY AND PRIVACY CONCERNS 

Concern Impact 

Data breaches Unauthorized access to sensitive learner data, including personal information and learning progress. 

Unauthorized monitoring IoT devices may collect sensitive data about learner behavior without proper consent or transparency. 

Cloud security vulnerabilities Cloud systems may face security vulnerabilities such as DDoS attacks or system intrusions. 

Lack of encryption Unencrypted data transfers between IoT devices and cloud servers can expose information to cyber threats. 

Regulatory compliance Meeting data privacy regulations (e.g., GDPR) when managing IoT-collected learner data in different regions. 

TABLE VIII.  TECHNICAL AND OPERATIONAL CHALLENGES IN ADAPTIVE CONTENT DELIVERY 

Challenge Cloud computing IoT 

Real-time adaptation 
Requires powerful, scalable infrastructure for instant data 

processing. 

Relies on uninterrupted data flow from devices to deliver real-

time updates. 

Data volume management 
Storing and managing large-scale learner data can be 

expensive and complex. 

Handling high-frequency data from multiple devices is 

challenging. 

Reliability and maintenance Cloud servers need regular maintenance to avoid downtime. IoT devices may require frequent updates and maintenance. 

Data accuracy 
Ensuring the accuracy of processed data for content 

adaptation. 
Ensuring IoT devices collect accurate data without malfunctions. 

Device compatibility 
Cloud systems must be compatible with multiple e-learning 

tools and platforms. 

IoT devices must work seamlessly with other devices and 

systems. 

TABLE IX.  COST AND RESOURCE ALLOCATION IN CLOUD AND IOT-BASED E-LEARNING 

Component Cost considerations 

Cloud Infrastructure Initial setup costs, ongoing storage, and processing costs increase with scale. 

IoT Devices Purchase and maintenance of sensors, wearables, and smart classroom equipment. 

Network Bandwidth Costs associated with maintaining high-speed internet for seamless IoT data transmission and cloud access. 

Data Storage Storing the large volume of data generated by IoT devices and cloud-based platforms incurs high costs. 

Security Measures Investment in encryption technologies, data privacy tools, and security protocols. 
 

A. Role of cloud Computing in Adaptive Content Delivery 

Cloud computing is the base for adaptive content delivery 
because it offers scalable and robust infrastructures capable of 
processing, storing, and distributing vast volumes of data. This 
makes it very critical for the delivery of adaptive content based 
on the following: 

1) Scalability and flexibility: Cloud platforms quickly scale 

resources to increase users and data inputs. This ensures that 

adaptive learning systems work effectively, even as they handle 

diverse datasets from myriad learners. On-demand scalability 

allows the adaptive systems to address everything from one-on-

one tutoring environments to large-scale online courses. 
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2) Real-time processing and data management: Adaptable 

learning is real-time data analysis for instant content adaptation 

to the learners' progress. Cloud computing thus provides 

excellent computing power and storage for real-time analysis of 

significant streams in learner data. The system can use this 

immediate feedback loop to grade learner performance, 

patterns, or customized content. For instance, if some learner 

constantly shows difficulties with some concepts, the system 

may recommend extra information or adjust the difficulty level 

for later activities. 

3) Centralized data storage: In cloud-based systems, the 

performance history, interaction patterns, and preferences of 

the learners are stored in one place. It puts all information about 

each learner's journey into a single perspective. Therefore, this 

would enhance the accuracy and effectiveness of adaptive 

learning through an adaptive learning platform. The data will 

be presented to the system and across devices for seamless 

learning experiences for users. 

4) Cost-efficiency: Cloud computing allows educational 

institutions to procure cost-effective solutions as no investment 

in physical infrastructure is necessary. Besides, IT maintenance 

costs go down drastically. This takes on even greater 

significance for an adaptive content delivery system, given the 

stringent demands it places on storage and processing capacity. 

Traditionally, institutions can now focus on core competencies 

of learning optimization rather than investing heavily in 

hardware. 

5) Collaboration and accessibility: The cloud platforms 

pave the way for collaboration, and it's way easier, considering 

that access is given to the content and learning tools anywhere, 

anytime. The sharing of materials by the learner and educator 

and collaborative work may be accessed quickly, along with 

real-time updates. In the case of adaptive delivery, on the other 

hand, the system will be able to continuously keep an update 

and adapt to the needs of the learners regardless of location or 

device to uniform personalized learning experiences. 

6) Integration with AI and machine learning: Cloud 

computing's large storage and processing capability can enable 

AI and machine learning algorithms necessary for predictive 

analytics of adaptive content delivery. Such algorithms make 

the system predict learner outcomes to proactively align the 

learning pathway for better engagement and retention. 

B. Role of IoT in Adaptive Content Delivery 

The IoT is a crucial enabler of adaptive content delivery in 
e-learning platforms, as it allows real-time data collection and 
analysis from various connected devices. This network of smart 
devices, including sensors, wearables, and interactive tools, 
provides continuous insights into learners' interactions, 
behaviors, and preferences. By capturing this data, IoT enables 
e-learning systems to adapt content dynamically, ensuring the 
learning experience is personalized and responsive to each 
learner's needs. Key roles of IoT in adaptive content delivery 
include: 

1) Real-time data collection and monitoring: IoT devices 

can track learners' progress and behavior in real-time, collecting 

data such as engagement levels, task completion rates, and even 

physical responses like stress or fatigue. For example, wearable 

devices can monitor learners’ heart rates or attention levels 

during lessons. This real-time data allows the adaptive learning 

system to make immediate adjustments to content delivery, 

such as slowing down the pace, offering additional resources, 

or changing the content format to better match the learner’s 

state and needs. 

2) Context-aware learning: IoT devices enable learning by 

gathering environmental data that can influence content 

delivery. For instance, intelligent classrooms with IoT sensors 

can adjust lighting, sound levels, and temperature to improve 

learning conditions. In online or hybrid learning environments, 

IoT devices track how learners interact with digital materials, 

providing the system with insights to adjust the difficulty level 

or type of content based on learners' surroundings and focus 

levels. 

3) Personalized learning paths: Through continuous data 

collection, IoT helps build personalized learning paths tailored 

to individual learners. The system can understand learners' 

preferences, strengths, and weaknesses by analyzing data from 

various IoT devices. For example, if IoT devices detect that a 

student consistently excels in visual learning tasks, the system 

can prioritize visual content in their learning plan. This 

personalized approach ensures learners receive the most 

relevant materials in a format that suits their learning style. 

4) Immediate feedback and interventions: With IoT-

enabled devices continuously monitoring learners, adaptive e-

learning platforms can provide immediate feedback based on 

real-time performance data. If a learner struggles with a 

particular concept, the system can intervene by offering 

additional practice exercises, explanatory videos, or adjusting 

the difficulty of subsequent tasks. This level of responsiveness 

is made possible through the instant transmission of data from 

IoT devices, which keeps the system informed about learners’ 

progress and challenges as they occur. 

5) Enhanced interaction and engagement: IoT enhances 

learner engagement by facilitating interactive and immersive 

learning experiences. For example, IoT-connected devices like 

VR headsets or smart interactive whiteboards can create hands-

on, engaging simulations that adapt based on the learner’s 

progress. These tools allow learners to interact with content in 

novel ways, making the learning experience more dynamic and 

effective. By integrating data from these devices, the system 

can gauge the effectiveness of different types of interactions 

and adjust content delivery to maximize engagement. 

6) Data-driven adaptation: IoT-generated data contributes 

to data-driven learning analytics, allowing adaptive content 

delivery systems to make informed decisions about adjusting 

the learning process. This can include adapting content to 

address knowledge gaps, varying tasks' complexity based on 

the learner’s progression, or recommending personalized 

resources. Over time, the accumulation of IoT data enables the 
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system to refine and enhance the personalization of the learning 

experience. 

IV. DISCUSSION 

While the fusion of cloud computing and IoT has 
significantly advanced adaptive content delivery in e-learning 
platforms, several challenges must be addressed to realize their 
full potential. These challenges span technical, ethical, and 
infrastructural domains, and overcoming them is critical for the 
successful implementation and scalability of adaptive learning 
systems. 

One of the most pressing challenges in cloud and IoT-based 
adaptive content delivery is ensuring the privacy and security 
of learners’ data. IoT devices continuously collect vast amounts 
of personal and behavioral data from learners, which are then 
processed and stored in the cloud. This data may include 
sensitive information such as learning preferences, biometric 
data from wearables, and performance metrics. Ensuring this 
data is securely transmitted and stored is vital to prevent 
breaches and unauthorized access. Additionally, compliance 
with data protection regulations, such as GDPR, adds 
complexity to the development of these systems, requiring 
robust encryption, secure access controls, and privacy-
preserving mechanisms. 

Adaptive content delivery relies on the real-time collection 
and analysis of data to adjust learning materials dynamically. 
However, latency, the delay in data transmission between IoT 
devices and cloud platforms, can hinder the effectiveness of 
real-time adjustments. High latency can disrupt content 
delivery for learners in remote or underdeveloped regions with 
unstable internet connections, making the learning experience 
less seamless and responsive. Overcoming these limitations 
requires the optimization of data transmission protocols or 
implementing edge computing solutions, where data processing 
occurs closer to the source (the IoT devices), reducing latency. 

While cloud computing offers scalability, integrating IoT 
devices into educational environments can be costly, 
particularly for institutions with limited budgets. IoT-enabled 
smart classrooms, wearable devices, and other interactive tools 
require significant investment in hardware and maintenance. 
Additionally, scaling adaptive content delivery to 
accommodate large numbers of learners and IoT devices places 
further demands on cloud resources, leading to potential cost 
increases. Striking a balance between infrastructure costs and 
educational benefits is a challenge, particularly for schools and 
universities in developing regions. 

In adaptive learning environments, data is collected from 
various IoT devices, each potentially using different 
communication protocols and formats. Interoperability issues 
can arise when integrating and processing this diverse data 
range in cloud platforms. Ensuring that different IoT devices, 
platforms, and cloud services work seamlessly together requires 
the development of standardized protocols and data formats. 
With such standardization, the data collected may be entirely 
usable, limiting the ability of adaptive systems to deliver 
personalized content effectively. 

Adapting learning content based on real-time data from IoT 
devices involves sophisticated algorithms that can process a 
large volume of data, predict learner needs, and recommend 
appropriate adjustments. Designing and implementing these 
algorithms is a complex task that requires continuous 
development and refinement to ensure they accurately reflect 
learners’ progress and preferences. Furthermore, algorithms 
must account for many factors, such as learning style, 
emotional state, and cognitive load, to provide effective 
recommendations. Balancing these factors without 
overwhelming the learner or causing unnecessary interruptions 
presents an ongoing challenge. 

The use of IoT devices to collect detailed data on learner 
behavior raises several ethical concerns, particularly around 
consent and the extent of data collection. Learners may not 
always be fully aware of the data being collected by IoT devices 
or how it will be used. Another concern is the potential for bias 
in content adaptation algorithms, which may reinforce existing 
educational inequalities. Ensuring that adaptive learning 
systems are transparent, equitable, and respectful of learners’ 
privacy and autonomy is essential to gaining trust and ensuring 
ethical use. 

The success of IoT-enabled adaptive learning systems 
depends heavily on the reliability and maintenance of the IoT 
devices and cloud infrastructure. Any malfunction in IoT 
devices, such as wearables or sensors, could lead to data 
collection gaps, affecting the system’s ability to deliver 
personalized content. Similarly, cloud downtime or outages can 
disrupt the learning process, leading to a poor user experience. 
Ensuring continuous operation and timely maintenance of IoT 
devices and cloud services requires skilled personnel and 
resources. 

V. CONCLUSION 

The fusion of cloud computing and the IoT represents a 
transformative force in the evolution of e-learning platforms, 
enabling more personalized, adaptive, and efficient content 
delivery. By leveraging the scalability and flexibility of cloud 
infrastructure, along with IoT's real-time data collection 
capabilities, e-learning platforms can now dynamically tailor 
educational content to meet individual learners' unique needs 
and preferences. This convergence enhances the learning 
experience, making it more engaging, responsive, and effective. 
However, implementing cloud and IoT-based adaptive content 
delivery successfully presents several challenges. Data privacy 
and security, latency in real-time processing, infrastructure 
costs, data interoperability, and ethical concerns must be 
carefully addressed to ensure these technologies are applied 
responsibly and effectively. Furthermore, the complexity of 
content adaptation algorithms and the reliability of the 
underlying infrastructure remain critical factors for the long-
term success of adaptive learning systems. 

As educational institutions continue to embrace digital 
transformation, the future of e-learning lies in further refining 
these technologies. Integrating advancements such as artificial 
intelligence and machine learning with cloud and IoT will pave 
the way for even more sophisticated adaptive systems. These 
developments will not only enhance the personalization of 
learning but also help overcome current limitations, ensuring 
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that education remains accessible, efficient, and equitable for 
all learners. This study highlighted the significant potential of 
cloud computing and IoT in reshaping the education landscape. 
Educators and technologists can create more dynamic, learner-
centered environments that offer meaningful, data-driven 
educational experiences by addressing existing challenges and 
exploring new technological frontiers. 
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Abstract—Attention Deficit Hyperactivity Disorder, ADHD for 

short, impedes submission to traditional teaching as it affects 

cognitive abilities such as executive function skills, memorization, 

and focus. In this case, how will kids with ADHD learn languages? 

This paper provides a solution by presenting the capabilities of a 

mobile language learning tool called AugmentedFocus, which is 

designed to support children with ADHD through the use of 

augmented reality. This association has allowed personalized 

instruction, accompanied by noticeable augmented reality 

elements so that learners, teachers, and administrators are able to 

use their mobile phones to comprehend instructional materials. 

The objective is to evaluate the application’s design, architecture, 

prototype, some testing results, and adjustments made during its 

implementation, while discussing other features within the 

context. More significantly, we aim to demonstrate how the mobile 

application can enhance engagement and retention in language 

learning among kids with ADHD. Attention Deficit Hyperactivity 

Disorder obstructs dependency on traditional measures of 

teaching since it relates to cognitive skills like executory function 

skills, memory, and focus. In this case, how will kids with ADHD 

learn languages? This paper addresses the issue by demonstrating 

the effectiveness of a mobile language learning app, 

AugmentedFocus that is specifically created for ADHD kids and 

shows a Technology in education. 

Keywords—ADHD; augmented reality; language learning; 

technology in education; mobile application; design; prototype 

I. INTRODUCTION 

ADHD is a neurodevelopmental condition that significantly 
impairs children's ability to concentrate, focus, and retain 
information thereby posing great challenges within an 
educational environment [1]. Traditional methods of learning 
may not be appropriate for an individual with ADHD because of 
attention and memory problems entailed by such a disorder. 
Emerging technologies in education, like AR, may introduce 
new ways to support these students by engaging them in more 
interesting and interactive learning experiences [2]. 

Augmented reality is a technology that has appeared in 
recent years and is being widely used in different areas. In this 
case, we are looking to adapt this technology to the learning of 
children with ADHD because they have great difficulty 
concentrating and this tool allows them to learn in an 
entertaining and effective way [3]. Because of this we decided 
to create a mobile application using augmented reality focusing 
in ADHD students. 

The primary goal of this app is to improve attention retention 
and reduce impulsivity through interactive and engaging 
educational content [3]. Using a smartphone, students can access 

a variety of AR-enhanced lessons. Teachers and administrators 
also benefit from functionalities that simplify content 
management and tracking student progress. 

Although it was not easy to use augmented reality tools due 
to our inexperience, this was not a reason not to continue with 
the research and we continued forward until we achieved the 
objective. 

II. LITERATURE REVIEW 

Technological progress in the educational sector has brought 
forth more ways to better learning, especially for people with 
cognitive challenges. A new method is by using augmented 
reality, which places digital elements into the real world so that 
an interesting mixed environment is created; this has been 
proven by some studies to help keep students' attention, which 
is very important to people with ADHD [4, 5]. 

Previous studies have pointed out AR use in creating 
relatively immersive learning experiences that foster cognitive 
engagement, especially through immediate feedback [6]. The 
use of AR in education has been applied to various fields, from 
science to language learning [7]. Specifically, however, its use 
as a methodology for teaching language to students with ADHD 
has not received much attention. This involves an improvement 
over the existing work by applying AR where it might best 
benefit such learners, meeting their individual cognitive design 
requirements. 

Research in study [29] was conducted where an interactive 
laboratory with augmented reality was successfully 
implemented for engineering, arts and social sciences, and 
science students. It facilitates practical learning in various 
disciplines. Within a period of two years and six months, it 
attracted 7952 student visits and was used in 24 subjects. Despite 
the obstacles that appeared (lack of augmented reality content 
and insufficient technical support), the research demonstrated 
the great interest that students had in the laboratory, where 
71.5% were from engineering [29]. Unfortunately, the 
laboratory was stopped due to the appearance of the COVID-19 
pandemic. 

III. METHODOLOGY 

The approach taken in the development of AugmentedFocus 
was user-centered and iterative, ensuring that the needs of 
students with ADHD were addressed at every phase. The 
methodologies followed were Scrum for software development, 
Flutter for the mobile app design, and ARCore for integrating 
any augmented reality functionalities [8] [9]. 
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A. Scrum Method 

Scrum is an agile methodology framework primarily focused 
on software development, although it is being attempted to be 
used in different areas. The objective of this methodology is to 
facilitate collaboration within a development team and to deliver 
products constantly, i.e. in an iterative manner. The main agile 
principles used by Scrum are adaptability, collaboration and 
continuous delivery [20]. Fig. 1 shows the order of the tasks 
developed in the Scrum process. 

 
Fig. 1. Scrum process. 

The Scrum methodology is composed of four essential 
components. 

1) Small, multidisciplinary teams: Small, multidisciplinary 

teams that self-organize for the development of each phase and 

work together to achieve a common goal. 

2) Roles 

a) Scrum master: The person in charge of supporting the 

Scrum process, helps solve problems and ensures that the 

Scrum process is followed. 

b) Product owner: This is the representative of the 

product's stakeholders, helping the team to set the objective to 

be achieved and prioritize what should be developed. 

c) Development team: They are responsible for 

developing the product and delivering it. 

3) Artifacts 

a) Product backlog: This is the planned and prioritized 

list of requirements and tasks to be developed by the 

Development Team during the development of the product. 

b) Sprint backlog: It is the set of tasks chosen for 

development within a Sprint. 

4) Events 

a) Sprint: This is the fixed development period in which 

the chosen set of requirements is implemented. 

b) Daily scrum: Short, daily meeting held by the 

development team to check progress. 

c) Sprint planning: Meeting for planning a Sprint. 

d) Sprint review: Review meeting of the work 

accomplished throughout a Sprint. 

e) Sprint retrospective: Reflection by the Development 

Team on a Sprint to find points for improvement. 

B. System Design 

The AugmentedFocus architecture was designed to support 
high levels of engagement, ease of use, and scalability. The 
mobile app was built using Flutter, a robust framework that 
enables cross-platform compatibility, ensuring that the app can 
be deployed on both iOS and Android devices [10]. This 
framework also enables rapid prototyping and testing, which 
was essential in the iterative design process [11]. 

Data management and security were priorities from the early 
stages of development, selecting Firebase as the primary 
database to store user information, lesson content, and AR 
assets. Firebase offers cloud-based scalability and strong 
integration with mobile platforms, making it a suitable choice 
for this project [12]. 

The backend API was implemented using Django, a Python 
framework known for its security and ease-of-use features [13]. 
Django provided the tools needed to build a secure and 
responsive application programming interface (API) that 
connected the mobile frontend to the database and notification 
system. The API handles user authentication, lesson retrieval, 
AR asset management, and notifications, which are critical 
features to ensure a smooth user experience. 

C. Augmented Reality Integration 

The core functionality of AugmentedFocus lies in its AR-
enhanced lessons. We used the ARCore SDK to create 
immersive and interactive learning environments that integrate 
3D objects and animations into language lessons [14]. ARCore 
was selected due to its compatibility with most smartphones and 
its ability to render high-quality 3D models in real-time, which 
is essential for creating engaging content for students with 
ADHD [15]. 

AR lessons are designed to incorporate language learning 
into interactive tasks, such as assembling virtual puzzles, 
interacting with 3D objects, and completing language-based 
challenges in a simulated environment. This gamification of 
learning has been shown to increase motivation and engagement 
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among students with ADHD, who often struggle to concentrate 
in traditional learning environments [16]. 

D. Testing and Evaluation 

To ensure that the system met the needs of its users, several 
rounds of usability testing were conducted with students, 
teachers, and administrators. Participants were asked to 
complete specific tasks within the app, such as logging in, 
accessing lessons, and interacting with AR content. Their 
feedback was collected and analyzed to identify any usability 
issues or technical problems that required adjustments [17]. 

A mixed-methods approach was used to evaluate the 
application. Quantitative data was collected through system logs 
and performance metrics, while qualitative feedback was 
obtained through surveys and interviews with participants. This 
comprehensive approach allowed us to understand both the 
technical performance of the system and the user experience 
aspects [18]. 

E. Design tools 

1) Figma: The use of Figma was essential for the design of 

the application since this allowed the different prototypes and 

mock ups to be made in addition to allowing collaborative work 

with the Development Team because it is a cloud-based 

technology where several people can edit in real time. 

2) Vertabelo: This tool allowed us to create the 

application's database diagram thanks to the fact that it manages 

a structure of tables, indexes and relationships between them. 

This tool was very useful since it is based on cloud technology, 

which allows the Development Team to work collaboratively. 

F. Development tools 

1) Flutter: Flutter is an open source development 

framework created by Google. Firstly, it is well known for its 

high cross-platform compatibility when developing mobile 

applications and its simplicity when developing thanks to the 

Dart language. Secondly, it is a very good work tool because it 

offers the Hot reload functionalities that allow you to see the 

changes instantly without restarting the application and 

Widgets that are reusable components to build the application 

[10]. 

2) Dart: It is an open source programming language aimed 

at developing frontend applications, especially web and mobile. 

This programming language goes hand in hand with Flutter and 

is what makes it well known in the creation of multiplatform 

applications. What stands out most about Dart is the simple 

syntax it uses because it is very similar to Java, JavaScript and 

C++, flexible compilation, object-oriented, support for 

asynchronous functions, automatic memory management and 

great multiplatform support. Given all of the above, this is why 

Dart and Flutter are a great match in the frontend development 

of applications. 

3) MySQL: It’s relational database manager developed by 

Oracle. We chose because of his ease of organizing, managing 

and storing data for application testing. 

4) Android studio: An integrated development environment 

(IDE) for developing Android applications, created by Google. 

This IDE allows development in languages such as Java, 

Kotlin, and C++. 

5) Firebase: It is a platform based on cloud technology 

which offers various services such as real-time database, 

firestore, authentication, storage, hosting, messaging, analytics, 

crashlytics, predictions and other functionalities based on cloud 

databases. Firebase was mainly used to host our real-time 

database and to store and synchronize application data [12]. 

6) Django: It is a high-level framework that uses the Python 

programming language, which is characterized by its high 

development speed, but it does not leave security aside and 

helps developers avoid common errors in data security. It is also 

very efficient with both scalability and versatility, allowing 

developers to adapt their application to the needs of users. 

Django was chosen due to its ease and speed of development, 

as well as the great compatibility it has with applications that 

are related to augmented reality [13]. 

7) AR Core: It is the SDK developed by Google that 

focuses on offering a tool to create new interactive and 

immersive experiences on Android, iOS, Unity and the web. 

Using interactive objects in the virtual world where it includes 

motion tracking, depth understanding, environmental 

understanding, presenters and light estimation. The main use of 

this tool in the application is to provide augmented reality 

functionality to generate interactive classes for students with 

ADHD and thus capture and maintain the attention of students 

[14]. 

IV. DEVELOPMENT OF THE METHODOLOGY 

The Rational Unified Process (RUP) methodology was 
adopted to guide the development of AugmentedFocus. RUP is 
a software development process that divides the project lifecycle 
into four distinct phases: initiation, elaboration, construction, 
and transition. This methodology was chosen because it offers a 
structured approach to software development, which is crucial 
for managing complex projects such as AugmentedFocus [19]. 

A. Initiation Phase 

During the initiation phase, the main focus was on 
understanding the application requirements, including the 
specific requirements of students with ADHD. Through 
collaboration with educators and specialists, key functionalities 
that AugmentedFocus should include were identified: AR-
enhanced lessons, user-friendly navigation, and robust security 
for student data [20]. 

Stakeholder meetings were held to align project goals, 
feasibility, and timelines. An early prototype of the app was also 
developed to provide a proof of concept for the AR features and 
mobile interface. 

The application requirements were identified through 
meetings and a prioritized list of applications was created Table 
I. 

These are the functionalities to be developed identified 
thanks to the meetings with the Product Owner. These user 
stories also have their own task to be make for every developer 
during a sprint. 
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TABLE I.  PRODUCT BACKLOG 

Code Title 
Value 

(1/2/3/5/8) 

US001 
Complete a learning activity with augmented 

reality 
8 

US002 Access progress statistics 2 

US003 Access additional educational content 5 

US004 Record activity progress 1 

US005 Set up custom activities with augmented reality 5 

US006 
Download augmented reality content for offline 

use 
2 

US007 Check achievements and progress in activities 2 

US008 Log in to the app 1 

US009 
Interact with objects in augmented reality 

vocabulary 
8 

US010 Do vocabulary exercises with augmented reality 5 

US011 Explore virtual reality with augmented reality 3 

US012 User data security 1 

US013 Application accessibility 1 

B. Elaboration Phase 

This phase includes the system architecture and design. Use 
cases were defined and a detailed system design was created that 
described how the various components of the application would 
interact with each other. The first functional prototype of the 
application was also developed in this phase, focusing on key 
features such as user authentication, lesson retrieval, and AR 
integration [21]. 

We started with first versions of Fig. 2 logic and Fig. 3 
physical diagrams for the app before doing the C4 model 
diagrams with more specific information. 

C. Construction Phase 

This phase it’s totally focused in the entire application, it was 
developed in Flutter, we used it to build the front-end of the 
mobile app, ensuring cross-platform functionality [23]. In 
parallel, the backend API was built using Django, while Firebase 
managed data storage and real-time communication between the 
server and mobile devices [24]. 

The version control used was github and everything about 
the application (backend, frontend) is in the repository. We used 
android studio during the whole development process and using 
the virtual simulator of android studio to test the application. 

D. Transition Phase 

This phase focus on deploying the application and ensuring 
its stability in real-world environments. It includes extensive 
testing to ensure that the application worked well on different 
devices and operating systems. In addition, final usability testing 
was conducted to validate that the user interface was intuitive 
and accessible for students with ADHD [25]. 

E. Development 

The following images present the system architecture at 
different levels of the C4 diagram: 

The system has three users: 

1) Students with ADHD 

2) Teachers 

3) Administrator 

Where these interact with the AugmentedFocus application 
which is composed of Mobile Application Frontend and Mobile 
Application Backend, it contains sign-in, security, authenticator 
controller, AR module, AR controller, lesson controller and 
notifications functionalities all connected to the database hosted 
in Firebase, in addition to an external notification system. After 
that we designed our C4 model diagrams. Firstly Fig. 4 context 
diagram secondly Fig. 5 container diagram and finally, Fig. 6 
component diagram. 

 
Fig. 2. Logic diagram of AugmentedFocus. 

 
Fig. 3. Physical diagram of AugmentedFocus. 

 
Fig. 4. Context diagram of the AugmentedFocus system. 
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Fig. 5. Container diagram, showing how different systems interact with each other. 

 

Fig. 6. Component diagram detailing the interactions between the different modules of the system. 
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After design of the C4 diagrams we decided to start with the 
mobile application prototypes, since it’s an application for kids 
and teachers we needed to focus on something simple but at the 
same time useful for our users. Prototypes were designed for the 
application design which are: Fig. 7 - Welcome Prototype, Fig. 
8 - Sign in and Register, Fig. 9 - Upcoming events and Course 
list, Fig. 10 - Course unit list and Course topic list, Fig. 11 - 
Grades and Profile, Fig. 12 - Activity and Activity description 
and Fig. 13. An example of an augmented reality activity. We 
choose a warm colors and an interface based on a kind of virtual 
classroom for students because we needed the structure that can 
be organized due to the activities and different courses that may 
exist in the school or institute. 

 

Fig. 7. Welcome prototype. 

  
Fig. 8. Sign in and register prototype. 

  
Fig. 9. Prototype upcoming events and course list. 

   
Fig. 10. Prototype of course unit list and course topic list. 

   

Fig. 11. Prototype of grades and profile. 
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Fig. 12. Prototype of activity and activity description. 

   
Fig. 13. Prototype of example of augmented reality activity. 

V. APPLICATION FEATURES 

The application offers three very important functionalities to 
help children with ADHD learn language, including augmented 
reality activities, a student grade manager, and an augmented 
reality activity manager. 

A. Activities with Augmented Reality 

This feature is the main and most important of the 
application, which gives students the possibility of carrying out 
language learning activities with augmented reality. This 
involves interactively combining language classes with 3D 
models to capture the attention of students with ADHD, which 
allows capturing and maintaining the attention of these students. 

B. Student Manager 

Once all students have their account, teachers will be able to 
monitor information, grades and progress to check their 
performance within the course and in the same way check 
whether students are adequately acquiring the knowledge from 
the classes. 

C. Activity Manager with Augmented Reality 

The platform provides a manager for augmented reality 
activities that allows you to enable or disable the different 
augmented reality activities. This functionality is only enabled 
for the application administrator. 

VI. RESULTS 

The tests of usability were done getting a completely well-
done performance, the AugmentedFocus app over ten weeks of 
development. Key performance indicators are lessons activities, 
lesson completion rates, and feedback on the usability made by 
the development team. The results were good showing a nice 
performance and content compared to traditional learning 
methods. Since we are in the development phase our results are 
the design and development of the application, which is ready to 
be tested with real students with ADHD. 

VII. DISCUSSION 

The results of this study, however, conform to previous 
studies noting the advantages of augmented reality for students, 
particular those who are slow learners or have attention 
problems [26] [27]. The attention deficit that these students may 
at times present, as a characteristic feature of an educational 
environment, was mitigated by AR-designed lessons which are 
interactive and more engaging for students with ADHD [22], 
[28]. It was evident that this method not only improved students’ 
concentration but also contributed to create a lively and 
interesting atmosphere which is important in enhancing learning 
in such age groups. The AR lessons were able to provide 
experiences that integrate both active visualization and 
interaction thus making the acquisition of knowledge and skills 
much easier. 

VIII. CONCLUSION 

As AugmentedFocus proves, there can be useful applications 
of augmented reality in helping students learn with Attention 
Deficit Hyperactivity Disorder (ADHD), especially in foreign 
language learning. In the case of this particular app, interactive 
lessons which also include some gamification elements were 
included which lead to children having improved focus in their 
tasks as well as less impulsiveness which is often characteristic 
of this demographic and is a major obstacle to learning. In this 
light, the above results indicate that the adoption of new 
technologies such AR for example, can help change the concept 
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of how the teachers teach learners with lower cognitive abilities 
in an even better manner and that is a universal fit approach. 

IX. FUTURE WORK 

Future development of AugmentedFocus will focus on 
expanding the app to cover a broader range of subjects beyond 
language learning, such as math, science, and social studies. The 
approach will broaden the platform’s utility, allowing more 
students to benefit from its interactive features. Additionally, we 
were thinking about adding adaptive learning algorithms to 
further personalize lessons based on each student’s individual 
progress and behavior. By tailoring content to users’ specific 
needs, it is hoped to improve learning effectiveness and foster 
greater motivation. The long-term impact of AugmentedFocus 
on students’ academic performance and emotional well-being 
will also be evaluated, with the goal of creating a comprehensive 
educational tool that responds to the unique demands of those 
with ADHD. 
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Abstract—The classification of painting style can help viewers 

find the works they want to appreciate more conveniently, which 

has a very important role. This paper realized image feature 

extraction and classification of paintings based on ResNet50. On 

the basis of ResNet50, squeeze-and-excitation, and convolutional 

block attention module (CBAM) attention mechanisms were 

introduced, and different activation functions were selected for 

improvement. Then, the effect of this method on painting style 

classification was studied using the Pandora dataset. It was found 

that ResNet50 obtained the best classification accuracy under a 

learning rate of 0.0001, a batch size of 32, and 50 iterations. After 

combining the CBAM attention mechanism, the accuracy rate 

was 65.64%, which was 6.77% higher than the original ResNet50 

and 2.52% higher than ResNet50+SE. Under different activation 

functions, ResNet50+CBAM (CeLU) had the most excellent 

performance, with an accuracy rate of 67.13%, and was also 

superior to the other classification approaches such as Visual 

Geometry Group (VGG) 16. The findings prove that the 

proposed approach is applicable to the style classification of 

painting works and can be applied in practice. 

Keywords—Feature extraction; painting; style classification; 

ResNet50; attention 

I. INTRODUCTION 

A. Research Background 

Under the influence of the continuous development and 
progress of various technologies, more and more resources are 
stored in the format of data, which provides a way for people 
to get the resources they want more conveniently and quickly. 
Painting, as an art form, has accumulated many excellent 
works after a long development. An increasing number of 
approaches have been applied in the research and analysis of 
paintings as the machine vision technology gradually develops 
[1]. Painting style refers to the artistic characteristics and 
expression techniques shown by artists in their works, which 
can reflect the emotions, personalities, and aesthetics during 
the creation of artists [2]. The classification of painting styles 
can help people gain a better understanding of different 
painting styles, which is an important content in the research 
of paintings. The traditional style classification of paintings is 
carried out by professional appreciation experts, which 
requires experts to have excellent professional knowledge and 
appreciation ability [3]. However, the manual method requires 
a lot of workload and has a low efficiency. With the 
development of machine vision, there is a growing trend of 
preserving paintings in digital format. As an image 
classification task, painting style classification can also be 
realized based on image classification technology. 

B. Literature Review 

In the current classification of painting works, most 
methods used to achieve classification based on the extraction 
and quantification of image color, texture, and other features 
[4]. Liu [5] decomposed paintings into sparse components and 
other components based on sparse decomposition and then 
realized style classification using naive Bayes. It was found 
through experiments that this method achieved 98.63% 
accuracy and consumed the shortest classification time. Li et 
al. [6] extracted the main details and edge information from 
Dongba paintings for the classification of Naxi Dongba 
paintings, realized the classification based on a multi-layer 
graph neural network (GNN), and proved the advantages of 
this method through experiments on small sample datasets. 
Bianconi [7] evaluated the effects of color stability and 
enhancement in paintings and found that neither feature 
showed significant advantages. Deep learning methods have 
shown strong capabilities in image feature extraction. 
Considering the shortcomings of traditional methods in feature 
extraction, deep learning-based approaches have been 
increasingly applied in image processing [8]. Liong et al. [9] 
compared the effectiveness of several deep learning 
approaches for the automatic classification of Chinese 
paintings and found that the improved pre-trained neural 
network achieved 99.66% accuracy when classifying more 
than 1,000 Chinese paintings belonging to six categories. Qing 
and Ce [10] proposed a multi-scale convolutional neural 
network (CNN) framework for classifying painting images, 
which can integrate global and local information into a single 
image. They achieved accuracies of 74.12% and 75.88% for 
the WikiArt dataset and Web Gallery of Art dataset 
respectively. Zhao et al. [11] constructed an artistic comment 
graph based on co-occurrence relations and document word 
relations, enabling through analysis of art comments, they 
used a graph convolutional network technology to realize the 
classification of painting types, genres, etc. Extensive 
experiments verified the performance of this method. Zhong et 
al. [12] proposed a dual-channel dual-path network for art 
painting classification. Experiments on two datasets 
demonstrated that this method achieved good classification 
accuracy. 

C. Research Content 

This paper conducted research on the classification of 
painting styles based on image feature extraction. In Section II, 
it introduces a method for image feature extraction and 
classification based on ResNet50, and the improvement to 
ResNet50 was proposed. In Section III, the designed method 
was experimentally validated, and the experimental dataset 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

755 | P a g e  

www.ijacsa.thesai.org 

and results were described, demonstrating the effectiveness of 
the proposed improvement to ResNet50. Compared with 
current research, this paper achieved optimization of 
ResNet50 performance in terms of the attention mechanism 
and activation function. This article provides a novel and 
useful method for the classification of painting styles in 
practice and provides strong support for subsequent painting 
retrieval and artist identification. Finally, the paper is 
concluded in Section IV. 

II. IMAGE FEATURE EXTRACTION AND CLASSIFICATION 

BASED ON RESNET50 

A. ResNet50 

In the study of image classification, the frequently used 
method is to extract image features such as color and texture 
[13] and then classify images based on decision trees, neural 
networks, and other classifiers. However, compared with 
ordinary images, paintings contain more details and artistry. 
Therefore, the traditional image classification methods have 
poor performance in the classification of painting styles. Deep 
learning can extract image features through a deep network 
and realize automatic classification [14]; therefore, feature 
learning is deeper and more comprehensive. Therefore, this 
paper chooses the deep learning method to classify painting 
styles. 

ResNet50 is a kind of deep CNN [15]. Generally speaking, 
as the quantity of layers in the network increases, gradient 
explosion and disappearance may occur when the feature 
extraction ability of the network is improved. However, the 
ResNet series network uses skip connection, that is, in the 
forward propagation, the input of a layer is directly 
transmitted to the following layers, so that the feature 
information of different layers can be transmitted to each other. 
It has been extensively used in image classification and other 
scenarios [16]. ResNet50 consists of 49 convolutional layers 
and one fully connected layer, and Table I presents its 
structure. 

TABLE I. RESNET50 STRUCTURE 

Layer name 50-Layer 

Conv1 7×7, 64, S=2 

3×3 maxpool, S=2 

Conv2_x 
[
1 × 1,64
3 × 3,64
1 × 1,256

] × 3 

Conv3_x 
[
1 × 1,128
3 × 3,128
1 × 1,512

] × 4 

Conv4_x 
[
1 × 1,256
3 × 3,256
1 × 1,1024

] × 6 

Conv5_x 
[
1 × 1,512
3 × 3,512
1 × 1,2048

] × 3 

 Mean pool, fully connected layer, Softmax 

As shown in Table I, ResNet50 first carries out a 
convolution and maximum pooling and then carried out 
feature extraction through four modules with 3, 4, 6, and 3 
repetitions. Each block contains three convolutions, and the 

size of the convolution kernel is 1, 3, and 1, respectively. 
Finally, the obtained features are passed through mean pooling 
and the fully connected layer. Softmax outputs classification 
results. 

B. Improvements to ResNet50 

In order to enhance ResNet50’s focus on the important 
information related to style distinction in paintings, this paper 
introduces the attention mechanism to improve the traditional 
ResNet50. For the modules from Conv2_x to Conv5_x in 
ResNet50, an attention module is added at the end of each 
module to improve ResNet50's ability to learn important 
features. The following two types of attention modules are 
added. 

1) Squeeze-and-excitation (SE) attention mechanism [17]: 

its principle is to realize the attention of the channel with a 

high weight by adding a weight to each channel in the feature 

graph, and there are three main steps. 

a) Squeeze: Before squeeze, the importance of each 

channel is the same. For a 𝐻 ×𝑊 × 𝐶 feature graph (𝐻 ×𝑊 

represents the height and width of the feature graph, 𝐶 is the 

quantity of channels), the feature value of each channel is 

computed: 

𝑧𝑗 =
1

𝐻×𝑊
∑ ∑ 𝑋𝑖𝑗𝑘

𝑊
𝑘=1

𝐻
𝑖=1    (1) 

where 𝑋𝑖𝑗𝑘 refers to the pixel value of the 𝑗-th channel in 

the 𝑖-th row and 𝑘-th column of the feature map. 

b) Excitation: The weight for each channel is learned 

based on the fully connected neural network. The weight of 

the 𝑗-th channel is written as: 

𝑠𝑗 = 𝜎[𝑊2𝑓(𝑊1𝑧𝑗)],   (2) 

where 𝑊1  and 𝑊2  are the weights of the two fully 
connected layers. 

c) Scale: The feature graph is weighted based on the 

channel weight. The weighted feature graph is written as: 

�̃�𝑖𝑗𝑘 = 𝑠𝑗 × 𝑋𝑖𝑗𝑘.    (3) 

2) Convolutional block attention module (CBAM) 

attention mechanism [18]: its principle is to weight both 

channel and spatial dimensions. The features of the two 

dimensions are described as follows. 

a) Channel attention: The feature descriptions of 

different dimensions are obtained through pooling operation 

and then stacked on the channel dimension: 

𝑀𝑐(𝑋) = 𝜎[𝑀𝐿𝑃(𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝑋)) +𝑀𝐿𝑃(𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑋))], (4) 

where 𝜎 is the Sigmoid activation function and 𝑀𝐿𝑃 is the 
fully connected layer. 

b) Spatial attention: The feature representations of 

different dimensions are obtained through pooling operation. 

After splicing, it passes through a 7×7 convolution layer and 

then through the Sigmoid function to get the weight 

coefficient. After multiplying the coefficient with the features,  
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the final feature map is obtained: 

𝑀𝑠(𝑋) = 𝜎[𝑓7×7(𝐴𝑣𝑔𝑃𝑜𝑜𝑙(𝑋);𝑀𝑎𝑥𝑃𝑜𝑜𝑙(𝑋))],  (5) 

where 𝑓7×7 is a 7×7 convolution kernel 

In addition to adding the attention mechanism, the ReLU 
activation function used in ResNet50 is also improved, and the 
following activation functions are selected: 

 PReLU [19]: 𝑃𝑅𝑒𝐿𝑈 = 𝑚𝑎𝑥(0, 𝑥) + 𝑡 ∗ 𝑚𝑖𝑛(0, 𝑥) , 𝑡 
takes the default value of 0.25; 

 LeakyReLU [20]: 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 = {
𝑥, 𝑥 ≥ 0
𝑎𝑥, 𝑥 < 0

, 𝑎  takes 

the default value of 0.01; 

 CeLU [21]: 𝐶𝑒𝐿𝑈 = 𝑚𝑎𝑥(0, 𝑥) + 𝑚𝑖𝑛 (0, 𝑎 ∗

(𝑒𝑥𝑝 (
𝑥

𝑎
) − 1)), 𝑎 takes the default value of 1. 

III. EXPERIMENT AND RESULTS 

A. Experimental Setup 

The experiment was carried out on a Windows 64-bit 
system, with Inter(R)Core(TM)i5-12500 and 32 G memory. 
The algorithm was implemented based on the 
TensorFlow2.4.0 framework. Python programming language 
was used. 

At present, in the investigation of categorizing painting 
styles, the commonly used datasets include Pandora dataset 
[22], Wikipaintings dataset [23], etc. As the latter contains 
more than 80,000 works, it is impossible to achieve adequate 
training under the limited computing resources. Therefore, 
only a few images were selected from the Wikipaintings 
dataset for study. The experimental datasets used are as 
follows. 

1) Pandora dataset: There are a few types of painting 

styles in it, but they include different styles from 17th ancient 

Greece to the present. Table II presents different styles and the 

corresponding number of paintings. During the experiment, an 

80% portion was allocated for training purposes while the 

remaining 20% was designated as the test set. 

TABLE II. DISTRIBUTION OF THE PANDORA DATASET1 

Style Number 

Pottery of ancient Greece 350 

Movement to destroy religious statues 665 

Renaissance 812 

Baroque 960 

Rococo style 844 

Romanticism 874 

Realism 307 

Impressionism 984 

Brutalism 426 

Cubism 920 

Surrealism 242 

Abstract expressionism 340 

2) Wikipaintings dataset: It includes more than 80,000 

painting works belonging to 25 styles. This paper selected 

images from ten of these styles for research. The selected 

styles and corresponding number are shown in Table III. They 

were also divided into a training set and a test set in a ratio of 

8:2. 

TABLE III. THE DISTRIBUTION OF THE WIKIPAINTINGS DATASET 

Style Number 

Rococo 1,007 

Baroque 1,056 

Neoclasscism 1,345 

Impressionism 1,541 

Expressionism 1,112 

Early Renaissance 1,512 

High Renaissance 1,864 

Post-Impressionism 1,825 

Surrealism 1,854 

Symbolism 1,021 

The evaluation of the classification performance was based 
on the following indicators. 

a) Accuracy ( 𝐴 ): The proportion of the correctly 

classified samples to total samples is: 

𝐴 =
𝑛𝑇𝑃+𝑛𝑇𝑁

𝑛𝑇𝑃+𝑛𝑇𝑁+𝑛𝐹𝑃+𝑛𝐹𝑁
, 

where nTP refers to the true positive sample, nTN refers to 
the true negative sample, nFP  refers to the false positive 
sample, and nFN refers to the false negative sample. 

b) Precision (𝑃 ): The proportion of positive samples 

classified as positive is: 

P =
nTP

nTP+nFP
. 

c) Recall rate (𝑅): The proportion of positive samples 

classified as positive is: 

𝑅 =
𝑛𝑇𝑃

𝑛𝑇𝑃+𝑛𝐹𝑁
. 

d) F1 value: The comprehensive evaluation of 𝑃 and 𝑅 

is: 

F1 =
2×P×R

P+R
. 

B. Analysis of Results 

In the follow-up experiment, the parameters of ResNet50 
were adjusted to obtain better classification performance. 
Parameter experiments were performed on the Pandora dataset. 
First, for the learning rate, the batch size was set at 32, and the 
total count of iterations was 50. The changes in accuracy 
under different learning rates are presented in Fig. 1. 
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Fig. 1. Changes in accuracy under different learning rates. 

In the process of the learning rate decreasing from 0.01 to 
0.0001, the accuracy of the improved ResNet50 gradually 
increased. It reached the highest (58.87%) when learning rate 
= 0.0001 and then declined. Therefore, the optimal learning 
rate was 0.0001. 

For the batch size, the learning rate was fixed at 0.0001, 
and the count of iterations was 50. The variation in accuracy 
under different batch sizes is presented in Fig. 2. 

 
Fig. 2. Changes in accuracy under different batch sizes. 

As the batch size increased, the improved ResNet50 also 
became more accurate. When the batch size was 8, the 
accuracy was 54.56% at the lowest level, and it was 32, the 
accuracy was 58.87% at the highest level. Therefore, the 
optimal batch size was 32. 

For the number of iterations, the learning rate was fixed at 
0.0001, and the batch size was 32. The changes in accuracy 
under different iteration numbers are displayed in Fig. 3. 

 
Fig. 3. Changes in accuracy rate under different iterations. 

It can be found that when the number of iterations was 60, 
the accuracy of ResNet50 was the lowest, which was 56.32%; 
when the count of iterations was 50, the accuracy was the 
highest (58.87%). Therefore, the optimal number of iterations 
was 50. 

Based on the above results, in the subsequent experiments, 
the learning rate of ResNet50 was set as 0.0001, the batch size 
was 32, and the count of iterations was 50. Moreover, 
ResNet50 was compared with other traditional residual 
network models. The floating point operations per seconds 
(FlOPs) and parameters of different algorithms are presented 
in Table IV. 

TABLE IV. COMPARISONS WITH OTHER RESIDUAL NETWORK MODELS 

 ResNet18 

[24] 

ResNet34 

[25] 
ResNet50 ResNet101 

[26] 

Accuracy/% 56.46 58.41 58.87 58.89 

FLOPs/G 3.67 7.35 8.21 15.54 

Parameter/M 11.71 21.83 25.55 44.56 

It can be seen that with the increasing depth of the network, 
the accuracy of ResNet also gradually increased. Among them, 
ResNet101 achieved the highest accuracy at 58.89%, which 
indicated a slight improvement of 0.02% compared to 
ResNet50. However, there was a significant increase in 
FLOPs and parameter for ResNet101 compared to ResNet50, 
which not only increased the complexity of the model but also 
imposed higher requirements on hardware facilities. This was 
not conducive to practical applications. On the other hand, 
ResNet50 achieved a good balance between classification 
performance and complexity, verifying its reliability. 

For the improvement of ResNet50, the original ResNet50 
was combined with different attention mechanisms. The 
accuracy for different datasets is presented in Table V. 

TABLE V. RESNET50 COMBINING DIFFERENT ATTENTION MECHANISMS 

 Pandora dataset Wikipaintings dataset 

ResNet50 58.87 51.37 

ResNet50+SE 63.12 56.54 

ResNet50+CBAM 65.64 58.79 

As shown in Table V, when the Pandora dataset was used, 
after combining ResNet50 with the SE attention mechanism, 
the accuracy was 63.12%, which was 4.25% higher than the 
original ResNet50; when combined with the CBAM attention 
mechanism, the accuracy was 65.64%, which was 6.77% 
higher than the original ResNet50 and 2.52% higher than 
ResNet50+SE. When the Wikipaintings dataset was used, 
after combining ResNet50 with the SE attention mechanism, 
the accuracy achieved was 56.54%, which showed an 
improvement of 5.17% compared to the original ResNet50. 
When combined with the CBAM attention mechanism, the 
accuracy obtained was 58.79%, which showed an 
improvement of 7.42% compared to the original ResNet50 
and an improvement of 2.25% compared to ResNet50+SE. 
These results showed that compared with SE, CBAM 
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combined with ResNet50 could achieve better performance in 
the style classification of paintings and had stronger ability to 
extract image features. 

Then, on the basis of ResNet50+CBAM, the improvement 
of the activation function was compared. The accuracy for 
different datasets is presented in Table VI. 

TABLE VI. RESNET50 COMBINED WITH DIFFERENT ACTIVATION 

FUNCTIONS2 

 Pandora dataset Wikipaintings dataset 

ResNet50+CBAM 

(ReLU) 
65.64 58.79 

ResNet50+CBAM 

(PReLU) 
66.32 59.42 

ResNet50+CBAM 

(LeakyReLU) 
66.87 59.98 

ResNet50+CBAM 

(CeLU) 
67.13 60.37 

The ReLU used in the original ResNet50 had the worst 
performance in classifying painting styles from the Pandora 
dataset, with an accuracy of only 66.32%. After replacing it 
with PReLU, the accuracy reached 66.32% (+0.68%). After 
replacing it with LeakyReLU, the accuracy reached 66.87% 
(+1.23%). After replacing it with CeLU, the accuracy reached 
67.13% (+1.49%). It exhibited the same results for the 
Wikipaintings dataset. These results showed that CeLU could 
achieve the best effect in the style classification of paintings in 
ResNet50+CBAM. 

Finally, the ResNet50+CBAM (CeLU) was compared with 
other methods (Table VII). 

TABLE VII. COMPARISON BETWEEN DIFFERENT FEATURE EXTRACTION 

NETWORKS3 

 Accuracy/

% 

Precision/

% 

Reca

ll 
rate/

% 

F1 

value/
% 

Pandora 

dataset 

Pyramid local 

binary pattern 

(PLBP)+color 
structure 

descriptor 

(CSD)+support 
vector machine 

(SVM) [22] 

54.70 52.13 50.7

7 
51.44  

MobileNet [27] 54.87 52.31 51.2

2 
51.76  

AlexNet [28] 55.36 53.64 52.1

1 
52.86  

Visual 

Geometry 
Group  (VGG) 

16 [29] 

56.52 54.77 55.0

7 

54.92  

VGG 19 [30] 57.12 55.67 55.8

8 
55.77  

InceptionV3 

[31] 
57.64 56.78 55.9

7 
56.37  

ResNet50 58.87 57.32 56.4

2 
56.87  

ResNet50+CB

AM (CeLU) 
67.13 65.45 64.5

9 
65.02  

Wikipaintin

gs dataset 

PLBP+CSD+S

VM [22] 
47.12 46.77 46.0

2 
46.39  

MobileNet [27] 47.37 47.31 46.5

4 

46.92  

AlexNet [28] 48.05 47.87 46.7

9 
47.32  

VGG 16 [29] 49.35 48.61 47.5

6 
48.08  

VGG 19 [30] 51.07 50.87 48.9

7 
49.90  

InceptionV3 

[31] 
51.25 51.12 50.3

3 
50.72  

ResNet50 51.37 51.07 50.9

8 
51.02  

ResNet50+CB

AM (CeLU) 
60.37 59.84 58.4

9 
59.16  

It can be found that the traditional method 
PLBP+CSD+SVM based on feature extraction and classifier 
had poor performance in painting style classification, with the 
lowest accuracy of only 54.70% and 47.12%. Specifically, the 
ResNet50+CBAM (CeLU) exhibited the optimal performance 
for the two datasets, with F1 values of 65.02% and 59.16%, 
verifying the reliability of this method in classifying painting 
styles. Therefore, it can be used in practice to support the 
classification and retrieval of paintings in real life. 

IV. CONCLUSION 

This paper studied the classification of painting work 
styles. A ResNet50-based image feature extraction method 
was developed to obtain a higher-performance classification 
algorithm. ResNet50 was improved from aspects of attention 
mechanism and activation function to achieve image feature 
extraction and classification. Through experiments on the 
Pandora dataset, it was found that the classification accuracy 
achieved by ResNet50+CBAM (CeLU) was 67.13%, which 
was better than the other deep learning methods. This paper 
verifies the reliability of the proposed approach; thus, it can be 
applied in the actual classification of painting styles. The 
method can be applied in the field of painting work 
classification and painting information retrieval to promote the 
informatization and digitization of painting work management. 
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Abstract—Image enhancement is one of the most important 

areas that is being developed in the field of image processing 

technology. Image contrast enhancement can significantly 

improve the perception of the digital image itself. X-ray images are 

crucial in assisting physicians in the formulation of treatment 

decisions based on diagnostic information. Contrast enhancement 

techniques, including Histogram Equalization (HE), Contrast 

Limited Adaptive Histogram Equalization (CLAHE), and 

CLAHE with double Gamma Correction (CLAGAMTWO), have 

been utilized on 30 distinct image datasets. Among the three 

employed methods, the CLAGAMTWO approach yields the 

optimal values of SSIM = 0.850 and CNR = 0.773. CLAHE has 

superior performance with an Entropy value of 7.099. 

CLAGAMTWO is the superior approach overall, as evidenced by 

the average metric value, yielding optimal picture quality in visual 

structure (SSIM), information detail (Entropy), and crisp contrast 

with little noise (CNR).  

Keywords—X-ray; image enhancement; digital image; image 

processing; grayscale image 

I. INTRODUCTION 

Image enhancement is one of the most important areas that 
is being developed in the field of image processing technology. 
This effectively delivers visual picture enhancement effects and 
image clarity, both of which are beneficial for subsequent 
processing and analysis on the computer [1], [2]. Contrast 
enhancement is critical for improving visual quality in computer 
vision, pattern recognition, and digital image processing. Low 
contrast in digital or video images can be produced by a number 
of causes, including operator inexperience and inadequate 
imaging equipment. Reduced contrast quality can also be caused 
by unfavorable environmental variables in the filmed image, 
such as lack of sunlight or indoor lighting, among others [3]. 
Articular cartilage and the structures supporting it are vulnerable 
to deterioration in the degenerative joint condition known as 
osteoarthritis [4], [5]. X-ray images are crucial in assisting 

physicians in the formulation of treatment decisions based on 
diagnostic information [6]. Plain radiology images or X-ray 
images are one method of determining the condition of the 
bones. Changes in the skeleton, structure, density, bone 
deformities, and narrowing of the articular space between 
adjacent bones can be observed through the use of X-ray images 
[7], [8], [9]. The low contrast issues in X-ray images of certain 
intricate components hinder the complete representation of 
structural information [10]. Consequently, low contrast poses a 
challenge in discerning elements inside a network area [11]. A 
possible solution to this problem is to improve the image [12]. 

Research conducted by  study [13] Improve the accuracy of 
chest X-ray diagnosis by employing DF-GAN (Deep Fusion-
Generative Adversarial Networks) data augmentation that is 
based on text-to-image interaction. The results that were 
obtained were a sensitivity value of 2.1%, a specificity value of 
1.9%, and an area under the curve (AUC) value of 1.4%. 
Additionally, during training, overfitting was reduced on both 
sets of data. 

Other research concerning the enhancement of chest X-ray 
images through the use of white balance and CLAHE (Contrast 
Limited Adaptive Histogram Equalization). The objective of the 
research is to enhance the precision of pneumonia diagnosis by 
leveraging the effectiveness of MobileNetV2 and contrast 
enhancement. It is important to mention that the model achieved 
the highest accuracy and lowest loss in 50 epoch testing for 
three-class classification (91.17% accuracy, 35.0% loss) and 
two-class classification (99.76% accuracy, 7% loss) [14]. 

Augmented chest X-ray image executed by [15] via deep 
contrast diffusion learning. The original input image undergoes 
a multilayer contrast-limited adaptive histogram equalization 
(CLAHE) method. The low and required contrast are 
subsequently extracted using CLAHE and transmitted to a 
residual learning network founded on a convolutional neural 
network (CNN). The suggested model exhibits a superior 
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structural similarity index measure (SSIM) compared to 
alternative techniques. 

A class of fractional differential equations can be employed 
for X-ray picture enhancement [16]. This work determines 
picture pixel energy utilizing the general k differential equation, 
which is founded on the K-caputo fractional differential operator 
(K-CFDO), to enhance visual quality and delineate the problem 
clearly. The investigation yielded the Brisque, Niqe, and Piqe 
values for chest X-rays as follows: (Brisque = 23.25, Niqe = 2.8, 
Piqe = 21.58) and for oral X-rays as follows: (Brisque = 21.12, 
Niqe = 3.77, Piqe = 23.49). 

A strategy for image enhancement involves the utilization of 
HOG (Histogram Oriented Gradients) [17]. Besides its 
application in image augmentation, HOG can also be utilized for 
feature extraction in tuberculosis (TB) chest X-ray pictures. The 
model applied to chest X-ray images yielded a true positive ratio 
(sensitivity) of 97.4% and a true negative ratio (specificity) of 
97.2%. The results indicate that the model accurately identifies 
both positive and negative tuberculosis cases. 

This study will boost the contrast of X-ray hip images, 
utilizing the most effective way as a medium for identifying hip 
osteoarthritis (OA). The acquired X-ray image is in PNG format. 
Subsequently, the PNG image is transformed into grayscale, 
followed by an enhancement of the image contrast utilizing 
Histogram Equalization (HE), Contrast Limited Adaptive 
Histogram Equalization (CLAHE), and a hybrid approach 
combining the CLAHE model with two Gamma Corrections. 
The CLAHE method with two Gamma Corrections will 
hereafter be designated as CLAGAMTWO. The efficacy of 
enhancing picture contrast through the three techniques will be 
assessed utilizing SSIM (Structured Similarity Index Measure), 
Entropy, and CNR (Contrast-to-Noise Ratio). 

II. LITERATURE REVIEW 

Currently, digital images are frequently subjected to image 

contrast enhancement techniques. The perception of the digital 

image's visual quality can be considerably enhanced through 

the use of image contrast enhancement [18]. Currently, there 

are numerous methods of enhancing image contrast, including 

HE (Histogram Equalization), CLAHE (Contrast Limited 

Adaptive Histogram Equalization) and Gamma Correction. 

A. HE (Histogram Equalization) 

An effective histogram encompasses the complete spectrum 
of values on the gray scale. Histogram equalization is a well-
established method for enhancing visual contrast, recognized for 
its simplicity and effectiveness [19], [20]. The horizontal axis of 
the histogram denotes the pixel count, while the vertical axis 
indicates the gray value. The histogram values are derived by 
quantifying the number of pixels corresponding to each 
grayscale value present in the image [21]. The fundamental 
objective of HE is to turn the global histogram equalization into 
a uniform distribution. Nonetheless, while each image possesses 
a distinct histogram, following histogram equalization, the pixel 
values are typically centralized within the midrange of the 
grayscale, resulting in considerable variations in the average 
brightness of the image. The typical solution to this issue 

involves dividing the histogram into two segments and 
individually equalizing the divided histograms [22]. 

Conventional histogram equalization can enhance visual 
contrast by extending the histogram to a specified range. For a 
given image, the image histogram 𝐻(𝑖) for intensity level 𝑖 is 
obtained from the number of pixels 𝑛𝑖  with intensity level 𝑖 , 
which is defined as follows: 

 𝐻(𝑖) = 𝑛𝑖    𝑓𝑜𝑟 𝑖 = 0,1,2, … (𝐿 − 1)

Where 𝐿  is the maximum range of gray levels (for 8-bit 
images it is 256, 0-255) [23]. Based on equation (1), the 
histogram is divided according to the number of pixels with a 
certain intensity (the total number of pixels in the image 𝑛 =

∑ 𝐻(𝑖)
𝐿−1

𝑖=0
) [23], [24]. This result is then used to calculate the 

probability 𝑝𝑥(𝑖) of pixel 𝑖 (Eq. (2)) [25], which is then used to 
calculate the cumulative distribution function (CDF) at [Eq. (3)]. 
The CDF has a range of values 0-255, as the histogram 
distribution of the equalization [Eq. (4)] [24]. 

 𝑝𝑥(𝑖) = 𝑝(𝑥 = 𝑖) = 𝑛𝑖/𝑛

𝑐𝑑𝑓𝑥(𝑖) = ∑ 𝑝𝑥
𝑖
𝑗=0 (𝑥 = 𝑗)

ℎ(𝑣) = round (
𝑐𝑑𝑓(𝑣)−𝑐𝑑𝑓𝑚𝑖𝑛

𝑛−𝑐𝑑𝑓𝑚𝑖𝑛
) 

B. CLAHE (Contrast Limited Adaptive Histogram 

Equalization) 

Contrast Limited Adaptive Histogram Equalization is a 
method employed for enhancing contrast in images, particularly 
in grayscale images [26]. This method's benefit is that it can 
boost the original image quality, particularly for grayscale 
photos which medical practitioners regularly apply for high-
noise or interference-filled CT or X-ray shots. The CLAHE 
method concentrates on small segments of the image, referred to 
as tiles. The contrast of each tile is modified to ensure that the 
generated histogram for that area matches the specified 
histogram's shape. Bilinear interpolation links neighboring tiles. 
This approach is employed to enhance the visual smoothness of 
the tile combination [27]. The Contrast limited adaptive 
histogram equalization method can be defined as follows: 

𝛽 =  
𝑀

𝑁
 (1 +

𝛼

100
(𝑆𝑚𝑎𝑥 − 1))

In Eq. (5) it is explained that 𝛽 represents the limit value, 
then the variable 𝑀  represents the area size, 𝑁  represents the 
grey-level or grayscale value (256), 𝛼 represents the clip factor 
which states the addition of the histogram limit with a value of 
1 to 100. 𝑆𝑚𝑎𝑥  is the maximum slope permitted. 

C. Gamma Correction 

Gamma correction [28] is frequently utilized in diverse 
image processing applications. The process necessitates a fixed 
parameter, typically represented by the symbol 𝛾, which varies 
from 0 to 3 to enhance the input image. Gamma correction 
redistributes the gray levels of the image worldwide based on 
the set parameter. This solution is effective for underexposed or 
overexposed photographs, but may not be suitable for images 
affected by both issues [29]. The classical gamma correction is 
stated as follows: 
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𝐿 = 255 [
𝐼(𝑥,𝑦)

255
]

𝛾



In Eq. (6), 𝛾 control the degree of image stretching. If 𝛾 < 1, 
then the overall brightness of the image increases, whereas if 𝛾 > 
1, then the image becomes darker than the original image. In this 
investigation, researchers attempted to apply two Gamma 
corrections subsequent to the execution of CLAHE on the 
original image. This was done to enhance image contrast quality. 

III. MATERIAL AND METHODS 

The PC utilized in this study is a laptop including an Intel 
Core i7-12700H Processor, NVIDIA GeForce RTX 3070Ti 
8GB GDDR6 Graphics with a TGP of 150W, and 16GB of 
memory configured as 2 x 8GB SO-DIMM DDR5-4800. The 
programming language employed for computing is Python. X-
ray images of the hip joint were acquired from Kariadi Hospital 
Semarang following the procurement of a research permit with 
Ethical Clearance No: 535/EC/KEPK/FK-UNDIP/X/2023. 

 

Fig. 1. Research process flow. 

Fig. 1, illustrates the research methodology, which 
comprises multiple stages, beginning with data preprocessing 
that involves converting the original hip X-ray image to a 
grayscale format. Subsequently, the process advanced to the 
picture enhancement contrast phase employing three distinct 
techniques: HE (Histogram Equalization), CLAHE (Contrast 
Limited Adaptive Histogram Equalization), and CLAHE with 
dual Gamma Corrections (CLAGAMTWO). The final phase 
involves assessing the outcomes of enhanced picture contrast 
using the three ways utilizing SSIM (Structured Similarity Index 
Measure), Entropy, and CNR (Contrast-to-Noise Ratio). A 
comprehensive explanation will be provided in the subsequent 
sub-chapter: 

A. Preprocessing Data 

At this juncture, the original hip X-ray image acquired from 
the hospital is stored in PNG format [15] with dimensions of 
1024 × 1024 pixels. After that the original hip X-ray image will 
be converted into a gray image so that it can be processed in the 
next stage. Subsequent to acquiring the hip X-ray image, the 
next step is to transform it into a grayscale image, as illustrated 
in Fig. 2. A grayscale image consists of a single color channel 
representing light intensity on a scale from black (minimum 
value) to white (maximum value). This procedure is conducted 
to streamline the data, decrease the information size, and remove 
color components that are typically unnecessary in medical 
image analysis. 

 
(a) 

 
(b) 

Fig. 2. Hip X-ray: (a) Original image and (b) Grayscale image. 

B. Image Enhancement Contrast 

In Fig. 3, the preprocessed picture will undergo contrast 
enhancement with HE (Histogram Equalization), CLAHE 
(Contrast Limited Adaptive Histogram Equalization), and 
CLAGAMTWO (CLAHE with two Gamma Corrections). 

 

 

 

 

 

Fig. 3. Contrast enhancement of the original image using HE, CLAHE and 

CLAGAMTWO. 

C. Evaluation Model 

The contrast-enhanced image will be assessed using SSIM 
(Structured Similarity Index Measure), Entropy, and CNR 
(Contrast-to-Noise Ratio). SSIM [30] is a metric evaluated 
based on three primary components: brightness, contrast, and 
structure, as seen in Eq. (7). 

𝑆𝑆𝐼𝑀 (𝑥, 𝑦) =  [𝑙(𝑥, 𝑦)]𝛼  .  [𝑐(𝑥, 𝑦)]𝛽 .  [𝑠(𝑥, 𝑦)]𝛾

In Eq. (7), 𝑙 represents the luminance employed to assess the 
brightness comparison between two images. 𝑐  is the contrast 
utilized to differentiate the spectrum between the most luminous 
and the most obscure areas of the two photographs. s is the 
framework employed to analyze the local luminance patterns of 
the two images in order to identify their similarities and 
differences. Consequently, 𝛼, 𝛽  and 𝛾  are positive constants. 
The luminance, contrast, and structure of the image can be 
delineated individually by Eq. (8), Eq. (9), and Eq. (10). 

𝑙(𝑥, 𝑦) =  
2𝜇𝑥𝜇𝑦 + 𝐶1

𝜇𝑥
2 + 𝜇𝑦

2+ 𝐶1


Orginal Image 
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𝑐(𝑥, 𝑦) =  
2𝑥𝑦 + 𝐶2

𝑥
2  + 𝑦

2 + 𝐶2


𝑠(𝑥, 𝑦) =  
𝑥𝑦 + 𝐶3

𝑥 𝑦+ 𝐶3


Where 𝜇𝑥  and 𝜇𝑦  denote the local means, 𝑥  and 𝑦 

represent the standard deviations, and 𝑥𝑦  indicates the cross-

covariances for images 𝑥 and 𝑦, respectively. When 𝛼 = 𝛽 =
𝛾 = 1, the index can be simplified utilizing Eq. (8)- Eq. (10), 
with the outcomes presented in Eq. (11). 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) =  
(2𝜇𝑥𝜇𝑦 + 𝐶1) (2𝑥𝑦 + 𝐶2)

(𝜇𝑥
2 + 𝜇𝑦

2+ 𝐶1) (𝑥
2  + 𝑦

2 + 𝐶2)


Entropy quantifies the complexity or diversity of 
information within an image. A greater entropy number 
indicates increased complexity and diversity of information 
inside the image. Entropy is determined by the distribution of 
pixel intensities in an image and is utilized to evaluate image 
quality or for pattern detection and segmentation [31]. The 
subsequent formula pertains to entropy: 

𝐻 =  − ∑ 𝑝(𝑖)𝑙𝑜𝑔𝑝(𝑖)𝑛
𝑖=1 

In Eq. (12), 𝐻  represents the entropy. 𝑝(𝑖)  represents the 
probability of the occurrence of a pixel intensity 𝑖. 𝑛 represents 
the quantity of intensity levels in the image. 

CNR is a metric utilized to assess the discernibility of the 
contrast between high and low areas in an image, despite the 
interference of noise. In image processing, CNR assesses the 
clarity of a feature or detail in an image, free from interference 
by noise. A greater CNR signifies that the feature in the image 
exhibits increased contrast with the background, facilitating 
visibility [32]. The fundamental equation for CNR is as follows: 

𝐶𝑁𝑅 =
|𝑆1−𝑆2|

𝜎


In Eq. (13), 𝑆1 𝑑𝑎𝑛 𝑆2 represent the average intensities in 
two distinct regions, with 𝑆1 denoting the feature of interest and 
𝑆2 indicating the background area. Meanwhile,  represents the 
standard deviation of noise inside the image. 

IV. RESULT AND DISCUSSION 

In the following section, we will show a comparison of the 
experimental data obtained from the various methods of picture 
contrast enhancement that were discussed earlier. 

Fig. 4(a1) and 4(a2) depict the original photos alongside 
their corresponding histograms. Fig. 4(b1) and (b2) illustrate the 
outcomes of enhancing image contrast using histogram 
equalization [33]. The histogram's form reveals that the central 
region of the image exhibits an excessive brightness, while the 
edges display a pronounced darkness. The histogram illustrates 
a transformation in shape, initially centralized, now exhibiting 
an even distribution, with the dark blue hue confined to the right 
and left margins. Fig. 4(c1) and Fig. 4(c2) illustrate the 
outcomes of enhancing image contrast through Contrast Limited 
Adaptive Histogram Equalization [34]. The images exhibit 
increased contrast, uniformity, and prominence; however, they 
appear somewhat dark due to the significant enhancement in 
contrast, as evidenced by the histogram's shape. Fig. 4(d1) and 
4(d2) illustrate the outcomes of augmenting picture contrast 

with CLAGAMTWO. In this part, the researcher employs a 
method that first applies contrast enhancement through CLAHE, 
followed by a further enhancement using gamma correction 
applied twice. The resulting image exhibits commendable 
contrast, appearing elevated internally and exhibiting a 
smoother upper surface. 

 
(a1) 

 

 
 

 
(a2) 

 
(b1) 

 
 

 

 
(b2) 

 
(c1) 

 

 
 

 
(c2) 

 
(d1) 

 

 

 

 
(d2) 

Fig. 4. Image contrast enhancement using HE, CLAHE and CLAGAMTWO. 

Image quality evaluation is crucial in digital image 
processing applications. The researcher performed metric 
testing using SSIM (Structured Similarity Index Measure), 
Entropy, and CNR (Contrast-to-Noise Ratio) on several hip 
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photos presented in Table I, notwithstanding the absence of 
observed and explained variance in visual quality in certain 
other photographs. 

Table I presents only 10 image values from a total of 30 
evaluated. The bold values in the table represent the optimal 
results achieved through the employed methods. The average 
SSIM value indicates that the CLAGAMTWO method achieves 
the highest value at 0.850, followed by CLAHE at 0.826, and 
HE at 0.644. The CLAGAMTWO method consistently yields 
image quality that closely resembles the original image, 
demonstrating its effectiveness in preserving visual structure. 
CLAHE demonstrates satisfactory performance however, it 
remains marginally inferior to CLAGAMTWO. In contrast, HE 
exhibits the lowest SSIM performance, suggesting a diminished 
capacity to preserve the similarity of image structure. 

TABLE I.  SSIM, ENTROPY AND CNR VALUES OF 10 SAMPLE IMAGE 

FROM 30 TESTED DATASETS 

Image Method 
Image Quality Assessment 

SSIM Entropy CNR 

Image1 

HE 0.597 6.238 0.414 

CLAHE 0.885 6.782 0.104 

CLAGAMTWO 0.911 6.548 0.944 

Image2 

HE 0.664 6.796 0.216 

CLAHE 0.805 7.221 0.166 

CLAGAMTWO 0.845 7.016 0.576 

Image3 

HE 0.579 6.506 0.569 

CLAHE 0.774 7.218 0.264 

CLAGAMTWO 0.779 7.045 0.956 

Image4 

HE 0.762 7.032 0.105 

CLAHE 0.834 7.296 0.001 

CLAGAMTWO 0.854 7.108 0.607 

Image5 

HE 0.609 6.634 0.458 

CLAHE 0.809 7.222 0.219 

CLAGAMTWO 0.855 6.995 0.547 

Image6 

HE 0.599 6.507 0.623 

CLAHE 0.799 6.996 0.319 

CLAGAMTWO 0.801 6.822 1.085 

Image7 

HE 0.647 6.542 0.297 

CLAHE 0.849 6.885 0.039 

CLAGAMTWO 0.865 6.702 0.909 

Image8 

HE 0.663 6.660 0.054 

CLAHE 0.847 7.132 0.048 

CLAGAMTWO 0.875 6.927 0.742 

Image9 

HE 0.614 6.525 0.254 

CLAHE 0.813 7.091 0.170 

CLAGAMTWO 0.854 6.881 0.753 

Image10 

HE 0.713 6.738 0.056 

CLAHE 0.848 7.154 0.035 

CLAGAMTWO 0.862 6.941 0.613 

Average 0.850 7.009 0.773 

For the greatest average entropy value CLAHE (7,099) was 
obtained, followed by CLAGAMTWO (6,944) and HE (6,617).  
The CLAHE approach excels in keeping detailed information in 
the image, demonstrating that CLAHE is more effective in 
improving the amount of detail.  CLAGAMTWO is in second 
place, displaying pretty high performance in keeping detail, 
although lower than CLAHE.  HE displays the lowest entropy 
performance, indicating that this method is less able to keep 
picture detail optimally. 

The CLAGAMTWO method once again demonstrates the 
highest performance in the average CNR measurement, with a 
value of (0.773), which significantly surpasses CLAHE (0.136) 
and HE (0.305). CLAGAMTWO is an optimal method for 
generating high-quality images, as it significantly enhances 
contrast with minimal noise. The efficacy of CLAHE in 
enhancing CNR is significantly lower, and HE is also not 
optimal in this regard, despite being slightly better than CLAHE. 

V. CONCLUSION 

The CLAGAMTWO method is the most effective method in 
terms of visual structure (SSIM), information detail (Entropy), 
and distinct contrast with low noise (CNR) based on the average 
of the metric values. The CLAHE method is superior in terms of 
maintaining information detail (Entropy), but it is less effective 
in terms of increasing CNR when compared to CLAGAMTWO. 
In contrast to CLAHE and CLAGAMTWO, HE is the method 
with the lowest performance in all metrics, and as a result, it is 
not as recommended for enhancing image quality. This 
demonstrates that the CLAGAMTWO method, as proposed by 
the researcher, is the most effective method for enhancing the 
quality of the overall image in terms of visual structure, 
information detail, and distinct contrast with low noise. The 
outcomes of this image contrast enhancement will be employed 
as a diagnostic tool for hip OA in the future. For future work, it 
may implement a novel deep learning-based methodology, 
incorporate additional evaluation metrics, and expand the 
dataset. 
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Abstract—The Philippines is the second largest producer of 

coconut products in the world with 347 million trees planted in 3.6 

million hectares of land across the country. Traditionally, 

harvesting coconuts is a labor-intensive process in the Philippines 

that involves manual climbing and chopping fruits, which carries 

a high risk of harm or even death. Hence, the number of expert 

coconut climbers has decreased as a result. In response, current 

research has concentrated on creating robot harvesters. However, 

classifying the mature coconut fruit is a major problem in the 

harvesting process that calls for a great deal of experience, 

patience, and work. Studies employing Convolutional Neural 

Networks (CNNs) have shown great accuracy in detecting coconut 

ripeness, although these efforts have been limited to detection 

without practical integration with harvesting equipment. 

Moreover, the present research lacks a comprehensive solution 

that allows real-time data display and monitoring, such as the 

maturation stage of coconuts, via a web-based dashboard. This 

discrepancy emphasizes the requirement for systems that can not 

only identify the age of coconuts but also work with harvesting 

technologies and provide intuitive user interfaces for data display 

and decision-making. In order to fill these gaps, this study presents 

a computer-vision-based system that monitors and detects coconut 

fruit maturity, with an emphasis on mature coconuts, by utilizing 

the YOLOv8 model. With a Mean Average Precision (mAP50) of 

99.5%, mAP50-95 of 89.5%, precision of 99.5%, and recall of 

99.9%, the system demonstrated great accuracy. A web-based 

dashboard is also integrated into the system to provide monitoring 

and visualization of detected coconut fruits, along with 

notifications for fully ripe fruits. 

Keywords—Coconut fruit maturity; coconut maturity detection; 

computer vision; crop monitoring 

I. INTRODUCTION 

The Philippines is the world's second-largest exporter of 
coconuts, with 14.89 million metric tons produced in 2023. 

With the pressing issues on risks of manual harvesting which 
caused a steady decline in coconut harvester population, robot 
coconut harvesters were developed to address the issue based on 
the review by Kumar et al. [1]. Furthermore, Cousalya et al.  [2] 
created a mobile operated coconut harvesting machine. These 
developed harvesters, however, lack a detecting systems that 
resulted to harvest even the young coconuts. Nevertheless, the 
studies of Sakthipreasad and Megalingam, Junaedy et al., Titus 
et al., Wibowo et al., and Divyanth et al. [3], [4], [5], [6], [7], on 
robotic harvesters that are integrated with vision-based detection 

but it solely focused on fruit recognition which lead to the 
harvester inability to specifically locate the matured coconuts. 

Determining the ripeness of coconut fruit accurately remains 
a challenging task which has an impact on product quality and 
customer satisfaction [8]. Conventional manual techniques take 
a lot of time and require experience  [9], [10], [11], [12], [13], 
and elements like dim lighting and complicated backgrounds 
[12], [14] make it hard for computers and humans to recognize 
coconuts [6], [15], which frequently results in the harvesting of 
poor or premature coconuts. In response, recent research have 
been conducted that introduces the concept of coconut maturity 
detection using several methods. Two studies use the fuzzy logic 
approach in detecting and classifying coconut fruit maturity [9], 
[12] which proved to be an effective algorithm where in the 
study of Megalingam et al. uses the Decision-Making 
Probability (DMP) model for real-time classification achieving 
an accuracy of 86.3%, but Mask R-CNN performs better than 
the other integrated models. Aside from these studies, other 
researches focused on Convolutional Neural Networks (CNNs) 
in coconut fruit maturity detection and classification which is 
commonly implemented having an average accuracy above 
90%. 

Moreover, Venkatesh et al. [14] implemented the SOLO 
model, Artificial Neural Network is implemented by Hendrawan 
et al. [16], Anushya implemented K-Means clustering wherein 
image features are extracted by Gray-level Co-Occurrence 
Matrix (GLCM) determining the freshness of the coconut 
obtaining 97% accuracy [17], Varur et al. [18] researched on 
coconut development phases classifying into five classes using 
Xception, ResNet50V2, ResNet152V2, and MobileNetV2, 
wherein MobileNetv2 produced the best accuracy, Subramanian 
and Sankar used RestNet-50 and Faster R-CNN wherein 
ResNet-50 achieved a top-1 accuracy for both premature and 
mature phases achieving a detection score of 99%, and around 
98% top-1 and top-5 accuracies  [10], [15], Nguyen et al. also 
discovered that ResNet101 was the most accurate, using 
binarized saturation pictures achieving an accuracy of 95% [11], 
Avudai Nayagam and Devakumar used small VGG net and 
MobileNet which ensured precise coconut detection when used 
in real-time on NUC/Jetson Nano boards and climbing robots, 
however their system’s gap focuses on how well those models 
run on those devices stated [19], and Novelero and Dela Cruz’s 
study (Philippines) used the YOLOv5 model in an on-tree 
mature coconut fruit detection using UAVs achieving an 
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accuracy of 88.4% which will be of great value in eliminating 
risks of harvesting coconuts in the future since it can also be 
useful for coconut crop yield estimation, [20]. In the research of 
Mandava et al. [13], it is concluded that YOLOv5s is superior in 
metrics yet needing more datasets. 

Based on the literature discussed above, the different 
methods in detecting matured coconut has been successful 
particularly the utilization of Convolutional Neural Networks 
(CNN) which incurred a high accuracy rating of above 90% in 
terms of detecting mature coconut. However, these studies 
solely focused on maturity detection and was not able to provide 
a comprehensive solution incorporating real-time display and 
monitoring of coconut fruits. This emphasizes the necessity for 
systems that can both identify coconut fruit maturity and 
integrate it with harvesting technology [20], offering a user-
friendly interface for data visualization and informed decision-
making. 

This paper implements both computer-vision-based 
detection of coconut fruit maturity using a later model under 
CNN, the later model, YOLOv8, as it builds upon the success of 
previous versions and introduces new features and 
improvements to boost performance and flexibility, applicable 
as well in different environments with a detailed comparison of 
its performance metrics to other versions and models [21]. 
Along with it is an integration with a web dashboard for display 
and monitoring of scanned coconut fruit maturity data and with 
a notification system wherein for every detected mature coconut 
fruit, a notification is sent. 

II. METHODOLOGY 

To design and develop a detection and monitoring system to 
detect and monitor coconut fruits according to maturity 
YOLOv8 model was utilized. The researchers as well designed 
and developed a web dashboard for monitoring the scanned 
coconut fruits according to maturity. Fig. 1 presents the flow of 
methods the researchers underwent in coming up with the output 
of this paper. Having identified the problems as well as 
motivation to resolve these problems, the researchers then 
proceeded to the specific objectives consisting of three phases: 
(Phase 1) the overall design of the system, involving 
requirements analysis, the design, and the gathering of datasets; 
(Phase 2) the development of the detection and monitoring 
systems as well as their integration, involving the processing of 
the image datasets and their training, and the design and 
development of the web dashboard for the display of coconut 
fruit data scanned as well as the integration with the notification 
system for every mature coconut fruit detected; and (Phase 3) 
the implementation of the system, involving the testing and 
evaluation of both detection and monitoring systems. 

A. System Requirements Analysis 

The following items below serves as guide for the 
researchers in coming up with the output of this paper. The 
overall system is limited for experimental purposes: 

 Image datasets involve generally both Mature and 
Premature coconut fruits, wherein Mature coconut fruits 
include those with both brown and brown-and-green 
surfaces and Premature coconut fruits include those of 
young coconut fruits with green surfaces. 

 Acquisition of datasets are only limited to close shots 
angle. 

 Web dashboard involves the display of footage of 
scanned coconut fruits and the display of count data 
through a line graph chart. 

 Count data of coconut fruit maturity are also displayed 
on the table and can be printed to CSV file. 

 The system will send notification mail every time a 
mature coconut fruit(s) is/are detected. 

 The system, limited to experimental use, limits it’s 
testing within the laboratory, not yet real-time. 

Fig. 2 shows the architecture of the overall system, involving 
both detection and monitoring systems based on the listed 
system requirements analysis above. 

 
Fig. 1. Methodology flowchart. 

 
Fig. 2. System architecture. 
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B. Detection System 

This particular section discusses the methods undergone by 
the researchers in designing and developing the detection system 
of this paper. 

1) Data acquisition: Data were acquired by capturing video 

footage of harvested coconuts from a farm in Barangay 

Argayoso, Manticao, Misamis Oriental. Images were extracted 

at a rate of three per second, resulting in 260 image datasets. 

These were then uploaded to Roboflow for image processing, 

including annotation, preprocessing, augmentation, and dataset 

generation, with two classes: Mature and Premature coconuts 

(see Fig. 2). Mature coconut fruits include both full brown-

colored surface and those with both brown and green surfaces, 

while the premature coconut fruits include those with green 

surfaces. 

2) Annotation: Following the uploading of images to 

Roboflow, the platform for annotation was then set up using 

Smart Polygon (though under the Bounding Box platform) for 

more precise results. A total of 260 images were annotated, 

resulting in 409 annotations for the mature class and 403 for the 

premature class, ensuring a balanced dataset (see Fig. 3). 

 
Fig. 3. Annotation of image datasets. 

3) Training of the model: Ultralytics Hub platform was 

used for the training of the model (see Fig. 4). Google Colab 

platform was specifically used for the training while the results 

are automatically uploaded on the Ultralytics dashboard. 

YOLOv8 model was used for training. 

4) Running the trained model: Following the model 

training is its implementation (see Fig. 5). The researchers have 

developed a program wherein the scanned coconut fruits 

according to maturity are counted. Footage is then displayed on 

the dashboard. Programming of the detection system is done 

using OpenCV Python. 

 

 
Fig. 4. Training of model. 

 
Fig. 5. Detection system flow. 
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C. Web Dashboard Design 

Fig. 6 shows the operational flow of the web dashboard that 
serves as the display for the overall system. The user will have 
to go through the homepage where a button will be clicked to 
enter the dashboard. Once clicked, the user will be led to the 
main dashboard where the data are displayed. 

 
Fig. 6. Web dashboard flow. 

D. Integration of Detection System to Web Dashboard and 

Email 

Basic HTML was used in programming the monitoring 
dashboard with styles for its background image, as well as for 
the table and charts. The dashboard is then connected to and 
from the python program in order for the data to be uploaded 
and displayed on the output of this program. The system is also 
integrated into the Email for notification purposes. 

E. Testing and Evaluation 

A sample test run was done for both detection and 
monitoring systems. As stated earlier, this paper is limited to 
experimentation, thus the test run was done inside the 
laboratory. 

III. RESULTS 

This section presents and discusses the results of this 
particular paper. Discussion involves the results of training of 
model as well as the display of data for monitoring. 

A. Training Results 

After 100 epochs of training, metrics show that the training 
of the model produced a Mean Average Precision 50 (mAP50) 
is 99.5% and its mAP50-95 is 89.5%, a 99.5% precision, and 
99.9% recall (see Fig. 7) and is gradually increasing. 

Fig. 8 presents the results of the training of the model 
particularly showing the box, class, and object losses. 

 
Fig. 7. Training results metrics (mAP, Precision, Recall). 

Box Loss shows that at the end of the 100 epochs training, 
training reaches 46.5% and 53.2% validation. For class loss, 
training reaches 23.3% while validation reaches 26.8%. Finally, 
for object loss, training reaches 90.7% and validation reaches at 
90.8%. 

For the Box Loss, initially, both training and validation loses 
fluctuate significantly, indicating instability at the start. 
However, by the end of the graph, both losses converge and 
stabilize, though the validation loss remains slightly higher than 
the training loss, indicating that the model generalizes 
reasonably well but might still benefit from further refinement. 
This pattern is typical in model training, where validation loss 
may fluctuate more than training loss due to unseen data. 

For the Class Loss, both training and validation losses are 
initially high, especially around iteration 0, indicating a poor 
classification performance at the start of training. The training 
decreases quickly, showing that the model improves its class 
predictions as training progresses. The validation loss fluctuates 
significantly, indicating that the model struggles with unseen 
data early in training. Over time, the validation loss stabilizes, 
though it remains more variable than the training loss. 

Finally, for the Object Loss, both training and validation 
losses start around 1.2, indicating a relatively high error rate in 
detecting objects at the beginning of the training. The training 
loss decreases gradually over time, indicating steady 
improvement in object detection during training. The curve 
follows a gentle downward trend, becoming more stable but still 
showing some fluctuations. The validation loss is initially lower 
than the training loss and remains relatively stable throughout 
the training process, hovering around 1.0. 

 
Fig. 8. Training results (Box, Class, Object Losses). 
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Thus, the model is progressively learning to detect objects 
better, with both training and validation object losses decreasing 
and converging. The relatively stable validation loss suggests 
that the model generalizes well to unseen data in terms of object 
detection, though there remains room for further improvement 
as the final loss is still above 0.8. Fig. 9 below presents the 
confusion matrix based on the results of the training of the 
model. It particularly presents that 99.5% of actual 
mature/premature coconuts were correctly detected. 0.5% of 
predicted mature/premature coconuts were incorrect (wrong 
predictions). 0.1% of actual mature/premature coconuts were 
missed (or undetected). Display of detection is presented in Fig. 
11. 

 
Fig. 9. Confusion matrix. 

B. Web Dashboard 

This particular section discusses the operation of the web 
dashboard where the data of scanned coconut fruits based on 
maturity is displayed. Fig. 10 below presents the homepage of 
the dashboard, wherein the user has to click the ENTER 
DASHBOARD button in order to enter the main dashboard. 

 
Fig. 10. Dashboard homepage. 

The dashboard consists of the footage of the video of the 
scanning of coconut fruits. The number of coconut fruits 
scanned based on maturity is displayed as well on the dashboard. 
The count data are also visualized on the line graph chart and the 
table as well. The count data of coconut fruits on the dashboard 
can also be printed to CSV file. 

 

Fig. 11. Monitoring dashboard. 

C. Testing and Evaluation of the System 

As stated earlier, the overall system was tested and evaluated 
inside the laboratory since this paper is only limited to 
experimental level. The overall system was run using an 
NVIDIA GEFORCE RTX 3060 laptop having a 24GB RAM 
and 1.5TB internal storage with a 6GB GPU memory. Since the 
datasets were collected from coconut harvested fruits, therefore, 
the system can be able to correctly detect the maturity of the 
coconut fruits when the system’s camera is placed very close to 
the object. Furthermore, with a small amount of datasets wherein 
mature coconut fruits consists of both brown and brown-and-
green surfaces, the system expectedly misclassifies the maturity 
of coconut fruit. Therefore, more datasets should be added to the 
training of the model for a more accurate classification of 
coconut fruits according to maturity. 

Fig. 12 below presents the notifications sent to the email for 
every mature coconut fruit detected. The system will notify 
through the email every time a new mature coconut fruit is 
detected. 

 
Fig. 12. Email notification. 
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IV. DISCUSSION 

This section discusses in summary the results shown on the 
previous section, discussing the indications of the figures. 

A. Discussion on Training Results 

Training results show a gradual increasing in terms of 
metrics and decreasing in terms of losses, indicating an 
improving of training results. The overall decrease in both lines 
for box loss indicates a positive sign of improvement in 
bounding boxes. The convergence and the stabilizing of losses 
at a relatively low value for class loss suggests that the model 
performs well, although it still classifies slightly better on 
training data than on validation data. Overall, the model’s class 
detection accuracy improves significantly over time, with a 
more stable training loss, and validation loss eventually 
converging but with higher variance. There are minor 
fluctuations for both losses under object loss, but overall, the 
validation loss shows a stable trend compared to the training 
loss. Both losses converge toward a similar value below 1.0 by 
the end of the iterations, suggesting that the model is improving 
in detecting objects and shows consistent performance on both 
training and validation datasets. The results shown on the 
confusion matrix indicate how well-performing the model is in 
classifying coconut fruit maturity, although there are minor 
misclassifications, yet the results proved that the model is 
performing well. 

While the model is performing well in classifying coconut 
fruit maturity, it needs additional image datasets for an even 
more accurate classification since this paper is limited to close 
angle shots of the image datasets. Further improvement of such 
classification requires a consideration of drone shot angles and 
distances. 

B. Discussion on Monitoring System 

The monitoring dashboard design prototype displays an 
outstanding visualization of monitoring the status for coconut 
fruits in terms of their maturity stages. The notification system 
through email integrated with it shows that this system can aid 
in the real-time monitoring of coconut fruits. Since the system is 
in its experimental stage, this study recommends that for future 
improvement, the monitoring system will be integrated with an 
operational mobile app with SMS notification for a more user-
friendly monitoring of the app. 

V. CONCLUSIONS AND RECOMMENDATION 

In conclusion, the researchers have designed and developed, 
as well as implemented a detection and monitoring system for 
mature coconut fruits, separating them from premature coconut 
fruits. The YOLOv8 model proved to be a good model for 
detection, though more datasets are needed to be added to the 
training of the model for an even more accurate detection. A web 
dashboard was also designed and developed, as well as 
integrated with the detection system, so that the footage of the 
scanning of coconut fruits are displayed on the dashboard along 
with the count data, wherein the count data can also be printed 
to CSV file as well. 

Since the model needs more datasets due to some 
misclassifications occurring in the detection, by way of 
recommendation, it is highly recommended that there is a certain 

distance from the camera as well as its lighting resolution to be 
considered in gathering datasets to prepare the system for 
deployment with a more accurate detection; on-tree datasets are 
also highly recommended for training. It is highly recommended 
as well that the dashboard for display of data will be deployed 
in a fully operational app. Finally, it is very highly recommended 
that this system is integrated on a robotic harvester or any 
automated system by way of modernizing and improving the 
method of harvesting coconut fruits to aid the harvest of coconut 
fruits. In addition to increasing coconut harvesting efficiency, 
this integrated system can help achieve the Sustainable 
Development Goals (SDGs) of the UN, including Goals 2 (Zero 
Hunger), 9 (Industry, Innovation, and Infrastructure), and 17 
(Partnerships for the Goals). 
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Abstract—With the increasing demand for large-scale mine 

equipment and the complexity of the operating environment, the 

intelligent trajectory planning and control of mine systems 

becomes very important. This paper proposes a proportional-

integral-differential (PID) feedback controller combined with 

adaptive improvement. This controller combines Genetic 

Algorithm and Particle Swarm Optimization technology to 

enhance the ability of the excavator’s intelligent control system 

and improve the control accuracy, response speed, and robustness 

under different working conditions. The results showed that the 

constructed PID controller improved the average constraint 

performance by 2.5% through quintic interpolation, and the 

power consumption was relatively small. The trajectory prediction 

error of different joints was less than 5% and the displacement 

and pressure curves of the hydraulic cylinder were stable and 

symmetrical. The accuracy of the proposed algorithm was 94% 

and quickly converged to 0.05 after 50 iterations, which was 

18.5%, 15.3%, and 17.5% higher than the other three algorithms, 

respectively. Therefore, the proposed method has high reliability 

and adaptability in anti-interference ability, trajectory planning 

progress, and optimization efficiency, and it provides a better 

solution for intelligent control of the excavator excavation system. 

Keywords—Genetic Algorithm; Particle Swarm Optimization; 

proportional-integral-differential; mining system; intelligent control 

I. INTRODUCTION 

As global demand for mineral resources continues to rise, 
the existing production efficiency of the mining industry is 
unable to meet the current consumption needs. Furthermore, the 
safety of mining workers and the costs associated with 
production are also pressing concerns that require immediate 
attention [1]. Excavators represent the core equipment of large 
mining plants. However, they currently face significant 
challenges, including difficulties in dealing with complex 
mining environments, a lack of flexibility, and a lack of 
intelligent control [2]. The advancement of Electronic Control 
Technology (ECT) has provided the possibility for the 
emergence of Intelligent Control Systems (ICS) for excavators, 
which can to some extent meet the operational needs of large-
scale mining industries. Currently, experts have extensively 
researched excavator ICS and algorithm optimization [3]. 
However, the existing excavators have obvious shortcomings in 
dealing with the changing mine environment, improving 
operation accuracy, and enhancing intelligent control. To solve 
these problems, this study proposes an ICS based on ECT to 
improve the performance of excavators in complex mine 
environments through advanced control strategies. The 

innovation of the research lies in the development of a 
Proportional-Integral-Differential (PID) controller, which 
combines Genetic Algorithm (GA) and Particle Swarm 
Optimization (PSO) technology to enhance the adaptability and 
robustness of the excavator ICS. Through this combined 
optimization strategy, this method not only improves the 
control accuracy and response speed but also improves the anti-
interference ability of the system in the face of internal and 
external interference. 

This study proposes a PID feedback controller combining 
GA and PSO technology to improve the ICS performance of 
large mining excavators. By adopting the PID controller and 
GA-PSO optimization strategy, the control accuracy and 
response speed of ICS are improved. Compared with the 
existing PID control technology, fuzzy control, and GA and 
PSO when employed in isolation, the improved PID feedback 
control method combined with GA-PSO has stronger 
comprehensive performance in search performance and 
convergence speed and realizes more effective trajectory 
optimization. 

The overall structure of the study includes six sections. 
Introduction is given in Section I. Section II summarizes the 
research achievements and shortcomings of ECT in ICS of 
different countries. The second section studies and designs the 
simulation model of PID feedback control. Section III tests and 
analyzes the proposed model. Section IV discusses the 
experimental results. Discussion is given in Section V and 
finally, Section VI concluded the paper. 

II. RELATED WORKS 

Significant progress has been made in the application of 
ECT in excavator ICS [4-5]. Sadiq et al. put forth a PID-Mining 
Control Systems (MCS) method based on adaptive adjustment, 
which was designed to address the issue that traditional MCSs 
are unable to effectively address the influence of nonlinear 
factors. This method could improve the control performance of 
load fluctuations. This method has reduced the response time 
by 13% compared to the PID control technology before 
improvement [6]. Wellendorf et al. designed a PSO-based PID 
control parameter optimization method to address the issue of 
traditional MCS relying on manual experience. It has improved 
stability by 20% compared to traditional control systems [7]. 
Kanso et al. proposed an adaptive PID control method based on 
fuzzy logic to address the limitations of traditional manual 
experience-based control of mining systems. This method 
reduced the response time by 14% and improved its robustness 
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by 34% [8]. Wang Z et al. proposed a PID control technique 
grounded on Deep Learning (DL) algorithms. The DL and 
predictive capabilities of this algorithm have improved the 
accuracy and response speed by 23% and 12%, respectively [9]. 
Sohail A et al. proposed a mining job scheduling optimization 
method based on an ant colony algorithm. Compared to 
traditional control systems, this method has increased mining 
efficiency by 28% and resource utilization by 10% [10]. 

The trajectory planning control method based on GA and 
PSO algorithms has also received widespread attention [11]. 
Gad et al. proposed a GA-based path optimization scheme for 
trajectory planning problems in complex environments. This 
method could obtain the global Optimal Solution (OS) under 
complex road conditions [12]. Pervaiz et al. developed an 
approach that simulates the objective function of PSO and 
updates the position and velocity of particles to obtain the OS, 
which has a fast convergence performance [13]. Zhang et al. 
established a trajectory planning control method based on GA-
PSO, which expands the search range through crossover and 
mutation, and locally refines with PSO, significantly improving 
the accuracy and efficiency of the algorithm [14]. Minh et al. 
suggested a multi-objective optimization method fused with 
GA-PSO for nonlinear factors in complex environments. This 
method utilized the OS and hierarchical selection mechanism to 
achieve the OS under multi-objective common constraints [15]. 
Pozna et al. proposed a GA-PSO that combines DL and the 
feature extraction capability of DL to predict the priority of 
trajectory points, improving the intelligence level of path 
planning. This method could be used for path planning in 
complex environments and ensure the stability and reliability of 
the results [16]. 

In summary, existing research has made certain progress in 
anti-interference and trajectory optimization [17]. However, in 
more complex large-scale mining environments, the 
comprehensive control performance of the method still needs 
improvement, with limitations in response speed, control 
accuracy, anti-interference ability, and robustness [18-19]. 
Therefore, this study proposes an ECT-based ICS for large 
mining plant excavators to enhance their overall performance 

and control capabilities in complex working conditions. The 
innovation of the research lies in proposing a PID anti-
interference control model based on adaptive improvement, 
aiming to improve the internal and external anti-interference 
performance of the algorithm. The trajectory control model 
combined with the GA-PSO optimization algorithm can 
improve the optimization of global and local solutions in 
complex and real-world environments while ensuring the 
accuracy and efficiency of the solutions. This study provides a 
better solution for excavator trajectory planning. 

III. METHODS AND MATERIALS 

The first section constructs an anti-interference mining 
system. Firstly, a mechanical arm simulation dynamic model 
based on improved D-H parameters is established, and forward 
and inverse dynamics verification is carried out. Finally, a PID 
controller is introduced to further optimize the control 
performance of the mining trajectory planning system. The 
second section introduces the GA-PSO algorithm to optimize 
the parameters of the PID controller, further enhancing the 
control performance of the mining system. 

A. Construction of PID Feedback Control Simulation Model 

for Anti-Interference Mining System 

The operating environment of large mining plants is 
complex and harsh. The operation of excavators is inevitably 
limited by environmental factors, and it is also necessary to deal 
with self-interference caused by factors such as inertia and 
vibration during the excavator's movement process [20-21]. To 
enhance the ability of mining systems to cope with complex 
environments, it is necessary to construct a PID feedback 
control simulation model based on mining systems for 
trajectory planning and control. This study first establishes a 
geometric simulation model of the Robotic Arm (RA), defining 
the length, mass, centroid position, and inertia tensor of the 
joints and linkages of the RA. Subsequently, based on the 
improved D-H parameters, a coordinate for the linkage of the 
excavator arm is established, as shown in Fig. 1 [22-23]. 
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Fig. 1. Structural diagram of the coordinate system of the RA. 
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Based on the improved D-H parameters, each joint angle 
and link length of the RA is defined, and a coordinate system is 
set for each joint to determine the relationship between the 
joints. A positive dynamics verification is conducted on the 
constructed geometric simulation model of the RA, thereby 
obtaining the relationship between the posture and joint angles 
of the end position of the RA. The homogeneous transformation 
matrix between the connecting rod and the joint is shown in Eq. 
(1). 

1

cos sin cos sin sin cos

sin cos cos cos sin sin

0 sin cos

0 0 0 1
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In Eq. (1), 1i

i T  is the transformation relationship between 

adjacent linkage coordinate systems i  and 1i . i
 is the 

angle of rotation required for the connecting rod connecting two 

adjacent joints.  i
and 

id  are the other angle and 

displacement length required to connect two adjacent joints. 

ia  is the horizontal distance between adjacent joints. The 

transformation matrix effectively describes the directional 
relationship between each joint and link in the structure of the 
RA, which can be used to obtain the final posture of the RA and 
accurately describe the pose of the RA at specific time points 
during motion. Using MATLAB for inverse dynamics 
verification, a simulation model is constructed to obtain the 
motion parameters of the RA. To ensure the accuracy of the 
excavator during excavation, handling, and movement in 
complex mining environments, the interpolation method is 
utilized to simulate the motion process multiple times. The 
motion parameters of the RA are obtained at each moment and 
then adjusted to ensure the model’s accuracy. To ensure both 
the economy and stability of the RA control process, a Five 
Order Interpolation Method (FOIM) is adopted, as shown in Eq. 
(2). 

2 3 4 5

0 1 2 3 4 3( )      t A At A t A t A t A t
(2) 

In Eq. (2), 
( ) t

is the rotation angle of the RA joint at time 

t. 0A
, 1A

, 2A
, 3A

, 4A
, and 5A

are the difference 
coefficients related to t, representing the positions of each joint 
of the RA at time t. Through FOIM, more accurate simulation 
results of the RA are obtained. To further obtain a more optimal 
robot motion path and determine the objective function, the 
parameters during the movement of the RA are adjusted to 
ensure that the path meets the requirements, as given by Eq. (3). 

1 2( ) ( ) ( )  F x f x f x
(3) 

In Eq. (3),   and   are weighting coefficients. ( )F x

is the objective function for the optimal path of the RA. 
1( )f x  

is a matrix constraint condition that describes the range of 

motion space of the RA. 
2 ( )f x  is the proportion of the RA in 

the workspace. Considering the influence of factors such as 
gravity and inertia during the movement of the RA, this study 

presents challenges for precise control and efficient operation 
of the motion. Therefore, the derived joint torque is shown in 
Eq. (4). 

( ) ( , ) ( )   M q q V q q G q
(4) 

In Eq. (4),   is the joint torque of the RA. ( )M q  is the 

inertia matrix of the RA itself. q , q , and q  are the joint 

gravity, inertia, and centripetal force of the RA, respectively. 

( )G q  is the gravity vector of the RA, which describes the 

influence of gravity on the joints. ( , )V q q  is the term for 

centrifugal force and Coriolis force. In complex mining 
environments, to completely replace manual labor with 
excavators, it is necessary to ensure the flexibility of excavator 
movement. The formula for adaptive adjustment of the RA 
using an anti-interference tracker is given by Eq. (5). 

     1 1 1 e t x t z t
(5) 

In Eq. (5),  1e t  represents the velocity prediction error 

value during the motion of the RA.  1x t  is a nonlinear 

interference factor.  1z t  is the true value of the interference 

factor. To enhance the control capability of the RA over its own 
interference factors and increase its joint robustness, this study 
adopts a PID control strategy for the purpose of planning and 
controlling the motion trajectory of the RA, as illustrated in Fig. 
2. 

In Fig. 2, the PID controller uses Lyapunov function to 
perform error control based on the input joint motion state, and 
updates its motion state to obtain an anti-interference 
mechanical arm motion process. By using backstepping 
adaptation, the limitations of the controller can be effectively 
addressed. The dynamic equation for noise measurement of the 
sub states of the RA is shown in Eq. (6). 

1
   L m L disJ T B T

n (6) 

In Eq. (6),  L  and  L  are angular displacement and 

velocity. J  is the gravity vector of the RA joint. 
mT  is the 

joint torque input to the PID controller. B  is the adaptive 

control parameter. 
disT  is the joint torque output by the PID 

controller. n  is the joint variable of the RA. The parameters in 

the PID controller can be adaptively adjusted based on the 
influence of environmental and excavator factors. The 
calculation of parameter adaptive law is shown in Eq. (15). 

ˆ Γ  p
(7) 

In Eq. (7), ̂  and Γ  are the PID control parameter 

adaptive law and adaptive matrix of the RA.   is the error 

between the predicted and actual values of adjacent joint 
motion sub states. p  is the error value of the motion state of 

the RA. 
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Fig. 2. Schematic diagram of backstepping adaptive control. 

B. Construction of Excavator Trajectory Control Model 

based on GA-PSO 

The previous section constructs a mining trajectory 
planning system based on a PID controller and obtains an anti-
interference mechanical arm simulation dynamic model. In the 
ICS of large mining plants, PID-ECT can achieve excavation 
trajectory planning and control to enhance the accuracy, 
efficiency, and flexibility of the excavation process. However, 
in practical operating environments, due to the complexity of 
the environment, the feedback control mechanism of PID 
controllers requires a lot of adjustment time and experience and 
may encounter problems such as overshoot and oscillation [24-
25]. Given these issues, this study proposes a PID control 
strategy built on GA-PSO to address complex control processes 
and ensure the accuracy, speed, and robustness of optimal 

parameter solving. Fig. 3 shows the PID control structure based 
on the GA-PSO algorithm. 

In Fig. 3, GA-PSO searches for the optimal PID parameters 
to enable the PID controller to provide adjustments for high-
frequency and low-frequency signals. GA can search globally 
by emulating the genetic operations that occur in the natural 
evolution of organisms. PSO simulates group behavior, and 
based on the global optimum searched by GA, further performs 
local fast convergence to obtain more accurate PID parameters. 
The first step in building GA-PSO is to use GA to randomly 
generate a set of PID parameters as the initial population, as 
shown in Eq. (8). 

( )
( ) ( ) ( )   p i d

de t
u t K e t K e t dt K

dt (8) 
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Fig. 3. PID control structure based on GA-PSO. 
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In Eq. (8), ( )u t  is the input of the PID parameter vector. 

( )e t  is the error signal of PID control parameters. 
pK , 

iK , 

and 
dK  are the proportional gain, integral gain, and derivative 

gain of PID control parameters. Each individual input is 
subjected to fitness calculation, including sum of squared errors, 
overshoot, and response time, to achieve PID control 
performance evaluation, as shown in Eq. (9). 

2

2 2

0 1 2

( )
( ) ( ) 

  
        

T du t
J e t u t dt

dt
(9) 

In Eq. (9), J  is the fitness function value. T  is the total 

PID control time. 
1  and 

2 both represent weight factors.

Following each iteration of the population update, an adaptive 
function is employed to assess the selected PID parameter 
solutions, thereby identifying the optimal control individual. 
This creates conditions for the next individual elimination and 
retention operations to improve the overall quality of the 
population. Based on the evaluation results of the adaptive 
function, the expression for selecting probabilities for each 
individual is given by Eq. (10). 

1





i

i N

j
j

J
P

J
(10) 

In Eq. (10), 
iP and 

iJ  are the selection probability and 

fitness of the current individual i . N  means the population 

size. j  is the individual in the population who is currently 

assigned a probability. To increase the diversity of the 
population and avoid getting stuck in local optima during 
algorithm solving, this study randomly selects gene fragments 
from any two individuals and performs crossover operations to 
generate new offspring individuals, as shown in Eq. (11). 

*
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1 1 1
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In Eq. (11), 
1 2( , , , ) nu u u u and 

1 2( , , , ) nv v v v  are 

the generation of new individuals 
*u  and *v  after 

chromosome crossing between any two selected parental 

individuals. k  is a random gene fragment cleavage point 

within the 1~ n  range. Cross operation can increase 

population diversity, randomly mutate individuals, and further 
enhance the global nature of the algorithm, avoiding local 
optima. The random mutation operation performed on 
individuals is shown in Eq. (12). 

* max

min

Δ( , ), (0,1) 0

Δ( , ), (0,1) 1

   
 

  

k

k k

k k

k k

x t U v random
x

x t v U random
(12) 

In Eq. (12), 
kx  is the individual's randomly selected 

cutting point for mutation. *kx is the new mutation point 

generated after the mutation operation. 1,0random（ ） is a 

random integer representing the random value of the variance 

Δ( , )t y . 
min max[ , ]k kU U  represents any cutting point within the 

range. The individual crossover mutation operation process is 
shown in Fig. 4. 

In Fig. 4, by performing cross-mutation on individuals, the 
PID parameters of individuals can be randomly adjusted to 
obtain more global parameter solutions. The global advantage 
of GA has to some extent slowed down the computational speed 
of the algorithm. To deeply improve the calculation accuracy 
and velocity of the algorithm, the PSO algorithm is adopted for 
improvement. PSO is inspired by the foraging process of bird 
flocks and can accelerate the convergence process by updating 
particle velocity and position, and increase the accuracy of PID 
parameters to improve PID control performance. The velocity 
and location of particles are updated as shown in Eq. (13). 

min max min

min max min

(0) (0,1) ( )

(0) (0,1) ( )

   


   

i

i

x x rand x x

v v rand v v
(13) 

In Eq. (13), (0)ix and (0)iv are the initial positions and 

velocities of the particles. 
minx /

maxx and 
minv /

maxv are the 

minimum and maximum values of particle position and velocity. 
PSO achieves further optimization of PID parameters by 
updating particle velocity and position, and the updated formula 
is shown in Eq. (14). 

1 1 2 2( 1) ( ) ( ( )) ( ( ))     i i i i iv t v t c r p x t c r g x t
(14) 
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Fig. 4. Execution process of mutation operator. 
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In Eq. (14), ( 1)iv t  is the particle update speed. ( )iv t  is 

the velocity before particle update.   denotes the inertia 

weight of particle velocity. 
1c  and 

2c  both represent learning 

factors. 
1r  and 

2r  are velocity weighting factors. 
ip  and 

g  are velocity updates for particles. ( )ix t  is the optimal 

position for both the individual and the global. The formula for 

updating the particle's historical position based on its historical 
location and updated velocity is shown in Eq. (15). 

( 1) ( ) ( 1)   i i ix t x t v t
   (15) 

In Eq. (15), ( 1)ix t  is the current position of the particle 

after the position update. The schematic diagram of excavator 
trajectory planning is shown in Fig. 5. 
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Fig. 5. Schematic diagram of excavator trajectory planning. 

In Fig. 5, the process of mining mechanical trajectory 
planning is the process from task input to control instruction 
output. 

IV. RESULTS 

Firstly, the anti-interference simulation model based on PID 
feedback control is tested to verify its control stability, accuracy, 
and error value. Next, the application effect of PID-MCS based 
on GA-PSO optimization is verified. The research method is 
compared in mining operation control under different working 
conditions to verify its superiority. 

A. Performance Testing of PID Feedback Control for Anti-

Interference Mining Trajectory Planning System 

To validate the effectiveness of the constructed mining 
system dynamics simulation model, simulation experiments are 
conducted on the model. The hardware configuration used for 
the experimental equipment is Genuine Intel ®CPU 2140 (dual-
core) 1.6GHz, 512MB of memory. The experiment is 
conducted on the MATLAB 7.0 platform. In MATLAB, a 3D 
simulation model of the linkage coordinates of the RA in the 
mining system is constructed based on the improved D-H 
parameters. The simulation experiment is conducted on a 
scaled-down testing platform to simulate the motion and 
operation process of the RA in a real environment, creating 
conditions for the structural and operational analysis of the RA. 
Table I shows the D-H parameters. 

Firstly, the effectiveness of FIOM in controlling the motion 
of RAs is experimentally verified, using three, five, and nine 
iterations as comparisons. Each interpolation method is applied 
to joints 1, 2, and 3 of the RA. The joint motion fluctuation 

curve over time is used as the evaluation index, as displayed in 
Fig. 6. In Fig. 6, different numbers of interpolation methods 
have a good constraint effect on the motion path of the RA, with 
smooth and continuous curves without significant fluctuations. 
In Fig. 6 (a), the cubic interpolation method has the worst 
constraint effect on the motion process of the RA, with 
significant fluctuations occurring at both the beginning and end 
of the RA motion. In Fig. 6 (b), FOIM has the best constraint 
effect with no significant fluctuations, and the curve remains 
within the range of [-0.25, 0.25]. In Fig. 6 (c) and (d), the seven-
degree and nine-degree interpolation methods improved the 
constraint performance by 2% and 3% respectively based on 
five degrees, but these two methods have higher energy 
consumption. This indicates that FOIM can ensure higher 
constraint performance while also being more energy-efficient. 

To further verify the anti-interference ability of the path 
planning system after adopting the PID controller, the 
prediction and actual trajectory error of the RA are used as 
evaluation indicators, as shown in Fig. 7. In the trajectory 
prediction of four joints using the proposed method, the error is 
within 5% compared to the true values, and the motion 
trajectory curves are smooth, continuous, and without 
significant abrupt changes. In Fig. 7 (a), the application effect 
in joint 1 is the worst, with a predicted and actual displacement 
difference of 0.4m. In joint 2 of Fig. 7 (b), the actual and 
predicted displacement values have the highest overlap, with a 
difference of less than 0.1m. In Fig. 7 (c) and (d), the error 
values of joint 3 and joint 4 are at an intermediate level, within 
0.3m. The proposed method can overcome the influence of 
nonlinear factors in the real environment when applied to MCS 
and has high feasibility and accuracy. 
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TABLE I. IMPROVED D-H COORDINATE PARAMETERS 

Joint Joint angle/° Z-axis offset/mm X-axis offset/mm 
Rotation angle around the 

X-axis 
Range of variation 

1 -90°~90° 0 59 734 2643mm 

2 -34.6°~76.2° 0 3680 0 2677mm 

3 0° 136 1734 0 -40°~40° 

4 0° 180 1046 0 3000 
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Fig. 6. Comparison of motion speed curves under different interpolation modes. 
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Fig. 7. Performance test under PID control of RA. 
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B. Application Verification of PIDMCS based on GA-PSO 

Optimization 

After verifying the performance of the PID-controlled RA 
simulation model in the previous section, the actual application 
effect of the PID controller optimized by GA-PSO is analyzed. 
The displacement and pressure curves of the hydraulic cylinder 
applied to the practical application scenario of the bucket 
hydraulic cylinder using the research method are shown in Fig. 
8. During the bucket operation, it can move accurately by the 
pre-set trajectory, and the displacement and pressure curves 
always show stability. In Fig. 8 (a), the displacement curve of 

the bucket cylinder encounters obstacles and evades them at 8-
11s, and then returns to normal track operation. In Fig. 8 (b), 
there is consistency in the action of the pressure changes in the 
large and small chambers of the bucket cylinder at time points 
2s, 4s, 8s, 12s, and 18s. The pressure curve exhibits symmetry 
within the ranges of [2, 4], [4, 8], [8, 12], and [18, 24]. The 
proposed excavation trajectory control method has good 
stability and accuracy in controlling the pressure parameters of 
the hydraulic system and can make the excavator move 
smoothly according to the predetermined track in practical 
applications. 
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Fig. 8. Displacement and pressure control curve of bucket cylinder. 
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Fig. 9. Trajectory control curves for different work environments. 
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To further verify the control effect during bucket excavation, 
the motion trajectory of the bucket during leveling and slope 
operations is tracked. Fig. 9 shows the error result between the 
calculated actual value and the predicted value. In Fig. 9 (a) and 
(b), the trajectory and error curve of the bucket tooth tip indicate 
that the maximum error in horizontal displacement is 44.21mm. 
In Fig. 9 (c) and (d), the maximum error of water diagonal 
displacement during bucket slope operation is 41.41mm. 
Overall, the motion errors are within a reasonable range, and 
the motion curve is smooth, continuous, and without significant 
fluctuations. The proposed method can ensure stable and 
accurate control effects in two different operating environments, 
with errors controlled within a reasonable range, and the results 
have high reliability. 

To further verify the practical application effect of GA-PSO 
in optimizing PID parameters and mining trajectory planning 
systems, three classic algorithms, Adaptive Genetic Algorithm 

(AGA), A* Search Algorithm (A*), and Rapidly-exploring 
Random Tree (RTT), are compared. Fig. 10 shows the results 
of using the convergence accuracy and rate of the algorithm as 
performance evaluation indicators. As the number of iterations 
increases, the convergence accuracy and rate of the proposed 
algorithm are better than the other three compared algorithms. 
In Fig. 10 (a), the proposed algorithm converges to 0.05 after 
50 iterations, while AGA, A*, and RTT algorithms converge to 
similar levels after 80, 91, and 110 iterations, respectively. The 
average convergence rate of the three algorithms is 0.08 lower 
than the proposed algorithm. In Fig. 10 (b), the proposed 
algorithm achieves the highest accuracy of 94%, while AGA 
has the lowest accuracy of only 75%. The accuracy of A * and 
RTT algorithms is at an intermediate level, which is 15.3% and 
17.5% lower than the proposed algorithm. Therefore, the GA-
PSO has the best accuracy and efficiency when applied to 
mining trajectory planning systems. 
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Fig. 10. Comparison of convergence accuracy and efficiency of different algorithms. 
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To test the path planning performance of the research 
algorithm, it is tested under two different load levels and 
compared with the improved algorithm using path length as the 
evaluation index, as exhibited in Fig. 11. Overall, the path 
length of the improved algorithm is shorter. In condition 1 of 
Fig. 11 (a), the longest path of the algorithm before 
improvement is 884m at 30 iterations, which is 46.2% longer 
than the improved algorithm. In condition 2 of Fig. 11 (b), the 
improved algorithm has a maximum path of 962m at 60 
iterations, a decrease of 43.5% compared to before the 
improvement. In two different levels of complexity, the error is 
within 5%, indicating that the improved method has high 
reliability and accuracy. 

V. DISCUSSION 

The proposed ECT-based ICS shows obvious performance 
improvement in the application of large-scale mining 
excavators by combining the PID controller optimized by GA-
PSO technology. The analysis of experimental results 
demonstrates that the enhanced PID feedback control method 
exhibits superior comprehensive performance in search 
performance and convergence speed when compared to 
traditional PID control technology, fuzzy control, and the use 
of GA and PSO in isolation. In the aspect of the anti-
interference ability, the proposed method effectively improves 
the robustness of the excavator in the face of internal and 
external interference through adaptive adjustment of the PID 
controller. This is reflected in the stability of the displacement 
and pressure curve of the hydraulic cylinder. The stability and 
symmetry of the curve show the precise control ability of the 
system in actual operation [20, 21]. In addition, the trajectory 
prediction error is controlled within 5%, which further proves 
the high reliability and adaptability of the system in complex 
mine environments. 

In terms of optimization efficiency, the application of the 
GA-PSO algorithm significantly improves the accuracy and 
speed of parameter optimization. A comparative analysis of the 
algorithms reveals that the proposed algorithm rapidly 
converges to 0.05 after 50 iterations, with an accuracy of 94%, 
which is superior to the other three classical algorithms [11-13]. 
This shows that the GA-PSO algorithm can balance the 
efficiency of global search and local search more effectively 
when dealing with complex trajectory planning problems. 

VI.  CONCLUSION 

Aiming at the intelligent control of large mining equipment 
in complex mine environments, this paper proposes an ICS 
based on ECT. Through the PID controller optimized by 
combining GA and PSO technology, the accuracy, response 
speed, and robustness of the control system are improved. The 
experimental results showed that the control system had good 
stability and accuracy under different working conditions. The 
trajectory prediction error was controlled within 5%, the 
displacement and pressure curves of the hydraulic cylinder 
were stable, and the algorithm converged rapidly after 50 
iterations, with an accuracy of 94%. These results proved the 
effectiveness of the proposed method and provided a practical 
solution for improving the intelligent control performance of 
large mining equipment. 

Nevertheless, the research is not without limitations. In 
particular, the comprehensive control performance of the 
algorithm requires further improvement in a more complex 
actual mine environment. Future research will concentrate on 
enhancing the algorithm's adaptability to more effectively 
address the evolving mine environment. Additionally, more 
efficient optimization strategies will be investigated to 
minimize calculation time and enhance control accuracy. In 
addition, advanced technologies such as DL are considered to 
be integrated into the control system to further improve the 
level of intelligent control. 
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Abstract—The complex factors of liver transplant survival and 

the potential for post-transplant complications are significant 

challenges for healthcare professionals. This paper aims to 

identify the ability to use data mining techniques to develop a 

predictive model for liver transplant failure by identifying the 

relationship between abnormalities in periodic patients' 

laboratory results and graft failure. The researchers obtained data 

from King Faisal Specialist Hospital and Research Centre to 

address the research problems.  First, the classification technique 

was used to predict cases with a high risk of liver transplant 

failure. Second, Association Rules were applied to identify 

associations between abnormalities in patients’ laboratory results 

and transplant failure. Before using data mining algorithms, the 

patient dataset underwent a cleaning process, which involved 

removing duplicate entries and uncertain results. The algorithms 

were applied separately to the data of patients who completed the 

first year without complications and those who experienced 

transplant failure. The obtained results were then compared and 

we observed that abnormal levels in Aspartate Transferase (AST), 

Red Blood Cell (RBC), Hemoglobin (Hgb), 'Bilirubin Total', and 

'Platelet' occurred exclusively in cases that faced liver transplant 

failure within the first year. Similarly, abnormal levels in 'AST', 

'RBC', Alanine Aminotransferase (ALT), and 'Bilirubin Total' 

were also associated with transplant failure. 

Keywords—Graft failure; liver transplant; data mining; 

predictive model; classification; association rules 

I. INTRODUCTION 

The growth of technology use in the last decade has led to 
large amounts of data entering data repositories worldwide. It is 
unrealistic to extract valuable knowledge manually from this 
vast, massive data. Therefore, many technologies have been 
created to assist the user with tools to find useful knowledge and 
information from this distributed data. Data mining refers to the 
extraction of valuable knowledge and meaningful information 
from large databases; it depends on machine learning, statistical 
methods, and artificial intelligence. The efficacy of data mining 
has been extensively studied across various domains, including 
commercial sectors, telecommunications, and healthcare [1]. 

In the medical industry, sensitive data is produced daily from 
medical records, patient monitoring, laboratory reports, 
radiology images, and more. Therefore, data mining 
applications have shown effectiveness in the healthcare 
industry. Physicians can use data mining techniques to enhance 

patients' quality of life by using data to design the best treatment 
plan, diagnose potential diseases, or predict drug side effects [2]. 

One medical field recently used in data mining is organ 
transplantation. Organ transplant refers to replacing a failed 
organ from a patient with an organ from a Brain deceased donor 
or living donor. This operation gives the patient with end-stage 
organ failure the chance to have a normal life [3]. Liver 
transplantation (LT) is the ultimate medical intervention for 
patients with advanced liver disease. However, there are main 
challenges that reduce the benefits of liver transplants, the 
shortage of grafts available for transplant, the increase in the 
patients on the waiting list, and the probability of graft failure 
after the surgery. Patients are subjected to strict monitoring of 
their vital functions and extensive analysis during past and post-
transplant to predict any signs of liver failure. In addition, 
transplant patients undergo high doses of immunosuppressants, 
especially within the first year post-transplant, to reduce the 
possibility of liver failure. However, many factors affect graft 
survival, making the early prediction process complex [4]. 

According to these challenges, physicians find it difficult to 
predict patients with a high risk of graft failure and improve the 
chance of saving the graft and the patient's life [5]. Therefore, 
several scores and models have been evaluated to predict 
contributing factors to achieve a successful post-LT outcome. It 
is important to note that most of these models were introduced 
several years ago, applied to different populations, and focused 
on different kinds of organ transplants; Kidney, Lung, or Heart. 
In this research, the focus is to study a model to predict patients 
with a high risk of liver failure post-liver transplant (LT). 

II. LITERATURE REVIEW 

A. Data Mining in Predicted Failure Transplant Organ 

Many prior studies built different models based on data 
mining methodologies to predict graft survival. These studies 
covered kidneys, lungs, liver, and Stem Cell transplantation. 
Some researchers have developed a new predictive model, and 
others compared different data mining algorithms to improve the 
accuracy of predictions. 

Atallah et al. [5] used hyper-classifiers to predict kidney 
transplant outcomes. They proposed a method to predict kidneys 
before transplants dependent on three stages, the preparation 
stage, feature selection stage, and then prediction stages. In the 
first stage, they proposed preparing the data which consisted of 
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data cleaning and removal of all instances that have missing 
data. In the feature selection stage, only relevant features are 
extracted to improve the accuracy of the model. The last stage is 
conducting the predicting phase using the KNN algorithm. They 
found the highest accuracy by using this method, they achieved 
81.5% accuracy. 

Also, Oztekin et al. [11] proposed a feature selection 
methodology based on a genetic algorithm (GA) to achieve a 
high classification accuracy to predict the quality of life after a 
lung transplant. The GA-selection algorithm was applied along 
with kNN, ANN, and SVM as classification models. The result 
shows that SVM had the highest accuracy in predicting quality 
of life following lung transplantation. 

In other studies, the predictor of the risk of Kidney transplant 
failure has been investigated in different cohorts. Naqvi et al. 
[16] conducted machine classification algorithms to develop 
prediction models for the risk of graft failure using support 
vector machines (SVM), AdaBoost, RF, ANN, and logistic 
regression over patients’ data in three cohorts. The result of 
accuracy shows that SVM and AdaBoost have the highest rate 
over the cohorts. 

To compare the accuracy of a different model, [10] 
compared nine algorithms using 10-fold stratified cross-
validation, which were: logistic regression, linear discriminant 
analysis, quadratic discriminant analysis, support vector 
machines (using linear, radial basis function, and polynomial 
kernels), decision tree, random forest and stochastic. In the same 
idea, [10] [9] compared six algorithms: Naïve Bayes (NB), 
alternating decision trees (ADT), and logistic regression (LR) 
which produce models with interpretable structures, whereas 
multilayer perceptron (MLP), random forest (RF) and AdaBoost 
attempt to detect for the one which will give the highest 
accuracy. 

On the other hand, [13] compared between three data mining 
(DM) methods to predict Kidney Transplant Survival. The 
models are the C&R Tree Model, Neural Network Model, and 
C5.0 Model. The accuracy of the C5.0 Model was the highest. It 
was 91.5% within the first year of transplant. 

Also, [15] studied the cases of failure and success of LT by 
studying factors related to the patient and the donor and 
comparing the accuracy of the classification before and after the 
feature Selection. By comparing the accuracy results when 
applied Neural Network and Random Forests before FS: 0.734 
and 0.787 and after FS: 0.835 and 0.818. 

All previous studies have highlighted the use of 
classification in predicted transplantation outcomes; on the other 
hand, [14] used the association rules to predict important factors 
for who did and did not have kidney failure five years post-
kidney transplant for live and deceased donor recipients. He 
identified factors common in both patients (live and deceased 
donor recipients) and factors important only in deceased donors. 
Also, he identified the factors associated with graft Failure. 
These factors match with what is usually observed in patients in 
the clinic. Table I summarizes the Application and Techniques 
Used in Organ Translation Studies. 

B. Liver Transplant in the Kingdom of Saudi Arabia  

Organ transplant has been one of the medical revolutions in 
the last two decades [6]. It gave patients with end-stage organ 
failure a chance to live a normal life by removing the organ from 
one person “the donor” and transplanting it to the recipient who 
has organ failure. The most common organs that are transplanted 
include the heart, kidneys, lungs, and liver. As a result of the 
high burden of liver disease in the country, there is a high 
demand for liver transplantation. The estimated LT is around 75 
patients per million. 

TABLE I.  APPLICATION AND TECHNIQUES USED IN ORGAN TRANSLATION STUDIES 

Title Year Application Algorithms And Methods 

Predicting kidney transplantation outcome based on 

hybrid feature selection and KNN classifier 
2019 

Predict delayed graft function after 

kidney transplantation 
K-Nearest Neighbors (KNN) algorithm 

A decision analytic approach to predicting quality of life 

for lung transplant recipients: A hybrid genetic 

algorithm-based methodology 

2018 
Predict the quality of life after a lung 
transplant 

The GA-selection algorithm, kNN, Artificial 

Neural Networks (ANN), and support vector 

machines(SVM) 

Predicting kidney graft survival using machine learning 

methods: prediction model development and feature 

significance analysis study. 

2021 
Predict the risk of kidney transplant 
failure 

SVM, AdaBoost, random forest (RF), ANN, and 
logistic regression 

). Prediction of delayed graft function after kidney 

transplantation: comparison between logistic regression 
and machine learning methods. 

2015 

Compare the accuracy of a different 
model to detect which one will give the 
highest accuracy in Predict delayed 
graft function after kidney 
transplantation 

Logistic regression, linear discriminant analysis, 

quadratic discriminant analysis, support vector 

machines, decision tree, random forest, and 
stochastic. algorithms: Naïve Bayes (NB), 

alternating decision trees (ADT), and logistic 

regression (LR) which produce models with 

interpretable structures, whereas multilayer 

perceptron (MLP), RF and AdaBoost 

Comparing three data mining methods to predict kidney 

transplant survival 
2016 

Compared between three data mining 

methods to predict Kidney Transplant 
Survival 

C&R Tree Model, Neural Network Model, and 

C5.0 Model 

Machine-learning algorithms predict graft failure after 

liver transplantation 
2017 

Predict graft failure after liver 

transplantation 
Neural Network and Random Forests 

Analyzing Association Rules for Graft Failure 

Following Deceased and Live Donor Kidney 

Transplantation. 

2021 
Predicted kidneys’ transplantation 
outcomes 

Association Rules 
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As the growth of organ transplant activities all over the 
world, the Kingdom of Saudi Arabia (KSA) picked up the pace 
in this field. In 1985, the Saudi Center for Organ Transplantation 
(SCOT) was established as a government center to monitor 
organ transplantation activities in KSA. Indeed, the first organ 
transplant in KSA was a kidney transplant from a living donor 
in 1979 [12], while the first LT was in 1991 [7]. Nowadays, there 
are over 20 organ transplant programs throughout the KSA, and 
four of them are LT centers. In Riyadh, there are three centers 
and the last one is in Dammam. Over 2000 LTs have been 
performed over the four centers, 50% of these surgeries 
performed at King Faisal Specialist Hospital and Research 
Center (KFSH&RC) in Riyadh. For each LT center, there is a 
waiting list based on the Model for End-Stage Liver Disease 
(MELD) scores. 

III. METHODOLOGY 

To answer the research questions, we applied two Data 
Mining methodologies. First, we applied several common 
classification algorithms to predict failure cases. Second, we 
conducted Association rules to identify the relationships among 
patients' data. 

The main steps were followed: 

 Data collection. 

 Data preprocessing. 

 Predicting Liver Failure: a. Classification. b. Association 
Rules, As shown in Fig. 1: 

 

Fig. 1. Main steps of the data mining process. 

A. Data Collection 

The data used in this study was obtained from KFSH&RC 
and presented in a CSV format. The dataset included lab results 
of 1118 patients who underwent LT between 2002 and 2018, 
totaling 772339 rows and fourteen columns. Each row 
represented a specific lab result for one patient on a particular 
date. Eighty-one different labs were taken; it is important to note 
that the frequency of lab repetition varied depending on the 
patients at other times, and not all labs were taken for every 
patient. Moreover, there were duplicate data, missing data, and 
laboratories without any results, Table II summarizes the 
dataset: 

TABLE II.  SUMMARY OF PATIENTS’ DATASET 

Data Set Size Number of Attributes Unique Establishment IDs 

772339 14 1118 

The dataset contains six columns with different dates for 
each lab: 

 ORIG_ORDER_DT_TM 

 DRAWN_DT_TM 

 RECEIVED_DT_TM 

 CURRENT_START_DT_T 

 LAST_UPADTE 

 RESULT_PERFORM_DT_TM 

By referring to the specialist doctor about the importance of 
these columns, it was found that the most critical column among 
them is: RECEIVED_DT_TM 

All unimportant columns were excluded from the table, and 
retained only the following ones: 

 RESULT_PERFORM_DT_TM 

 MRN 

 BIRTH_DT_TM 

 CATALOG 

 LAB_TEXT_NAME 

 RESULT 

Descriptions of the attributes are presented in Tables III: 

Table II: Dataset attributes description 

TABLE III.  DATASET ATTRIBUTES DESCRIPTION 

# Attribute name Type Description 

1 
RESULT_PERFORM

_DT_TM 
Datetime 

Date of receipt of the 

patient's analysis request 

2 MRN int64 Unique ID for each patient 

3 BIRTH_DT_TM Datetime The birth date of each patient 

4 CATALOG object 
The categories for each 

laboratory test 

5 LAB_TEXT_NAME object The name of laboratory test 

6 RESULT int64 
Represent the result of the 

laboratory test 

Another CSV file was obtained reviewing cases completed 
a year without complications and unsuccessful cases from 2001 
to 2019. The number of patients in this file is 1140 cases: 1031 
success cases, 121 failure cases, and 26 cases without 
information. Fig. 2 shows the increase in liver transplant cases 
during the previous years at the KFSH&RC: 

B. Data Preparation 

Usually, the raw data contains noise, missing, or duplicated 
data that can affect the quality of data mining results, so the data 
preparation phase is a crucial step. The researchers follow steps 
that are suitable for their methodologies according to the type 
and size of the data and the data mining technique used [18]. 
This phase is also important for better understanding and 
realizing data. It consists of data cleaning, data labeling, and 
addressing class imbalances. 
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Fig. 2. The liver transplant cases during the previous years at the 

KFSH&RC. 

1) Data Cleaning: The data obtained is vast, and complex, 

with many Null cells and duplicate data. Also, all rows were 

excluded for pediatric patients who were younger than 15. 

Data cleaning involved removing: 

 All rows with missing values. 

 All rows if the “Result” column contains 
“Indeterminate”, “Hemolyzed”, “See the comment” or 
“Equivocal”. 

 All rows if received date more than one year before the 
transplant. 

 All duplicated rows. 

2) Data labeling: The laboratory results vary in distributed 

values; any difference from the normal range is considered 

abnormal, so a "Class" column has been added, which shows 

the status of the laboratory results if the result is within the 

normal range or abnormal. 

Data Labeling involved modified: 

 “Result” value if “Result” = “positive” to 1 , and 
Negative to 0, 

 Determined the normal range for each laboratory test, if 
the result is within the normal range the class will be = 0, 
otherwise if the result is above or below the class will be 
Abnormal = 1. 

Table IV represents the normal ranges of each laboratory. 

TABLE IV.  LABORATORY RESULTS IN NORMAL RANGES 

LAB_TEXT_NAME Normal Range 

AFP 0 -10 

Albumin 34 - 54 

Alk Phos 44 - 54 

ALT 19 - 25 

LAB_TEXT_NAME Normal Range 

ANA Screen Negative 

AST 8 -33 

Bilirubin Total 0 -21 

CA 125 0 - 35 

CA 19-9 0- 37 

Ca Level 8.6 – 10.3 

Ceruloplasmin 14 – 40 

Cl 96- 106 

CMV IgG 1 - 21 

CMV IgM Negative 

CO2 20 - 29 

Creat 61.9 – 114.9 

e-GFR 60 - 90 

Ferritin 11 - 336 

Globulin 20 - 39 

Hct 0.3 - 0.5 

Hgb 138 - 172 

Hgb g per dL 14 - 18 

IgA 0.8 - 3 

Iron 10 - 30 

Iron Saturation 0.15 – 0.55 

K 3.5 – 5.3 

MCH 27  - 33 

MCHC 33.4 - 35.5 

MCV 80 - 95 

Mg 0.85 – 1.1 

MPV 8.9 - 11.8 

Na 135 - 145 

NRBC Auto 0 - 0.3 

Platelet 150 - 450 

PO4 2.3 – 4.7 

Pro-Brain Natriuretic Peptide 100 - 400 

Protein Total 60 - 83 

Quantiferon-TB Negative 

RBC 4.2 - 5.4 

RDW 12.2 - 16.1 

Sm Muscle Ab Negative 

TIBC 42.96 – 80.55 

Total Cell Count (NRBC) 0 - 100 

Toxoplas IgG 0 - 44 

Toxoplas IgM Negative 

UIBC 21 - 84 

Urea 5 - 20 

WBC 4.5 - 11 

3) Addressing class imbalance: The data set has two 

categories, failure transplant cases and success transplant cases. 

There was a significant class imbalance whereby the failure 

transplant had a significantly lower number of instances 

compared with the success transplant. To solve this issue, the 

Minority Oversampling Technique (SMOTE) was used. 
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4) Reorganized dataset: In the dataset, each row 

represented a specific laboratory result for one patient at a 

particular date. To prepare the dataset, the dataset was 

reorganized. Each row represents all laboratory results for one 

patient at a specific date. 

5) Feature selection: The feature selection stage is 

predicated upon the principle of diminishing the pool of 

features to only encompass the most valuable features, thereby 

augmenting the model result. Researchers employ various 

techniques to eliminate irrelevant features, to enhance the 

efficiency and accuracy of the model. 

In studies [5], [19], and [16] removed all unnecessary 
features, and all patient identifications (such as transplant ID, 
donor ID, and patient ID). Moreover, the study in [20] removed 
all unnecessary attributes, and kept only 27 relevant attributes 
from the dataset containing 389 attributes. Also, they removed 
the data of pediatric patients [21]. Identify the critical features 
used in statistical tests of the association between each feature 
and output variable. They exclude only three variables from the 
model. The study in [11] used Genetic Algorithms to minimize 
the number of features. They also excluded the feature with a 
large number of missing values. The dataset encompasses a total 
of 81 laboratory tests, with the exclusion of laboratories that 
conducted tests for only 10% of the patients or laboratories that 
showed normal results in the majority of patients. Consequently, 
33 laboratory tests remained in the dataset. 

C. Predicting Liver Failure Use DM Algorithm 

We have followed two DM approaches to answer the 
research questions, using classification to predict the failure 
cases, and to investigate the labs that have highly impacted on 
liver failure we used the Association rules method. 

1) Classification: Classification is a predictive supervised 

learning technique that classifies the data into predefined 

classes. It is one of the most widely used DM techniques in 

medical research [9]. It aims to predict target classes; it could 

be a binary or multilevel approach. In binary classification, 

there are two classes to predict, such as patients with “positive 

“or “negative” diagnoses. On the other hand, in multilevel 

classification, there are more than two predicted classes. 

In this research, we have applied five algorithms: Random 
Forest – KNN – GaussianNB – SVC – ANN.  

2) Association rules: Association Rules Mining (ARM) 

also known as “Market basket analysis” is an unsupervised 

learning method used with transactional databases [8]. [17] 

introduce Association Rules as generating associations or/and 

correlations among frequent items in large transactional 

databases. 

Let transactional database 𝒯  contain a set of items,   ℐ =
 𝑖1, 𝑖2 … , 𝑖𝑚  as binary attributes, each transaction 𝑡 represented 
as set of items 𝑖𝑘 ⊂ ℐ where  𝑖𝑘=1 ,the advance of ASM is to 
seek for the term: 𝒳 →  𝒴  where 𝑋, 𝑌 ⊂  ℐ  and 𝑋⋂𝑌  = ∅  . 
Apriori algorithm is a well-researched ARM algorithm. The 
concept of the Apriori Algorithm is using a breath-first strategy 
to eliminate unnecessary rules that are unsatisfied with 

minimum support (mins up) and minimum confidence. To 
implement Apriori Algorithm, 2 steps are performed: 

First step: Find all possible candidates 𝐶 from each itemset 
in the database, where a large k-itemset is generated from k-1-
itemset with satisfied minsup. 

Second step: generate all rules from these candidates’ 
itemsets. 

Minimum support formula is: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 =  
𝑓𝑒𝑞( 𝑋, 𝑌)

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡
  

The formula for association rules algorithm set of features,  

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒( 𝑋|𝑌) =
𝑓𝑒𝑞(𝑋𝑌)

𝑓𝑒𝑞(𝑋)
 

D. Model Evaluation 

The evaluation stage of the algorithms employed holds 
paramount significance in the data mining process, as it 
demonstrates the viability of the technique utilized. Various 
mechanisms are employed to conduct evaluation techniques 
based on their respective types. 

1) Classification evaluation: In the evaluation of 

classifications, researchers employ a variety of techniques. In 

our current study, we have utilized the Confusion Matrix 

method to assess the effectiveness and accuracy of these 

classifications. The confusion matrix is widely recognized as 

the most commonly used tool for measuring classification 

effectiveness [22]. This method proves particularly valuable in 

quantifying important measurements such as Recall, Precision, 

and Accuracy. 

To find these measurements, the Confusion Matrix 
technology depends on comparing the prediction results and the 
real values as shown in Table V: 

TABLE V.  CONFUSION MATRIX 

  
Actual Value 

Positive ( 1) Negative (0) 

Predictive 

Value 

Positive ( 1) True Positive False Positive 

Negative (0) False Negative True Negative 

To elucidate the concept of four fields; “True Positive, False 
Negative, False Positive, and True Negative” in the context of 
our research, it is important to note that we are dealing with two 
classes for which we aim to construct a predictive model: 

True Positive (TP):  The prediction of the state is positive, 
and the actual outcome is positive. 

True Negative (TN): The prediction of the state is Negative, 
and the actual outcome is Negative. 

False Positive (FP): The prediction of the state is positive, 
and the actual outcome is Negative. 

False Negative (FN): The prediction of the state is Negative, 
and the actual outcome is positive. 
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To find the values of Recall, Precision, and Accuracy from 
Confusion Matrix: 

Recall = 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 

Precision= 
𝑇𝑃

𝑇𝑃+𝐹𝑃
 

Accuracy = how many correct predictions from both classes; 
Positive and Negative. 

2) Association rules evaluation: Association Rules 

Evaluation is a crucial aspect of data analysis that aims to 

uncover meaningful relationships and patterns within datasets. 

This research delves into the intricacies of association rule 

mining, a popular technique employed in one key aspect of our 

research that involves measuring the strength of association 

rules through metrics such as support, confidence, and lift. 

These metrics allow us to quantify the level of dependency 

between items or variables in a rule. Additionally, we explore 

various evaluation measures like conviction and leverage to 

gain a comprehensive understanding of the associations 

discovered. 

The minimum support formula is: 

𝑆𝑢𝑝𝑝𝑜𝑟𝑡 =  
𝑓𝑒𝑞( 𝑋, 𝑌)

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡
 

The formula for association rules algorithm set of features, 

𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒( 𝑋|𝑌) =
𝑓𝑒𝑞(𝑋𝑌)

𝑓𝑒𝑞(𝑋)


E. Tools and Software 

The research is based on classification techniques and the 
hardware used is a MacBook Pro (14-inch, 2021) with M1 pro 
3.22 GHz processor 8 Cores, and the memory is 16 GB 2133 
MHz LPDDR5. The research used Python software, specifically 
on a Jupyter Notebook. Python was chosen because it has a large 
support community and various libraries that provide extensive 
functionality. One such library used in this research is scikit-
learn, which supports different classification methods and is 
widely accessible. Also, panda’s library ،was used extensively 
by taking advantage of the functions that supported the 
preparation phase of the data. 

IV. RESULTS 

The complexity of the data is quite intricate, as no patient 
has undergone more than 13 tests in a single day. After 
eliminating the laboratories that were only utilized for 10% of 
patients, we were left with 31 labs, which is a huge amount to 
handle. To address our research inquiries, we employed two data 
mining approaches. These techniques will examine the 
outcomes achieved through the classification technique, 
followed by an assessment of the results obtained using 
association rules. 

A. Association Rules 

The dataset provided encompasses all laboratory tests 
conducted for each patient on specific dates. The data within the 

table lacks a systematic arrangement. To address this, we have 
employed the association rule mining technique to uncover 
relationships between abnormal results. By comparing the 
outcomes generated from a dataset comprising both failure cases 
and alive cases, we aim to identify significant associations. 
Association rule mining holds great significance in transactional 
datasets as it enables the discovery of intricate relationships 
among different data elements. Consequently, its application in 
analyzing patient laboratory results proves highly convenient. 

In order to implement Association Rules, the initial phase 
entailed categorizing each laboratory result with a 
corresponding class. The class denoted as "Normal" was 
encoded as 0, which will be traversed by the algorithm. 
Conversely, the class labeled as "Abnormal" was encoded as 1, 
which will be interpreted by the algorithm. 

Moving on to step two, the dataset consisted of 2366 rows. 
Out of these, 372 rows were dedicated to failure cases (FC) and 
1994 rows to success cases (SC). However, there was an 
imbalance in the final dataset. To address this issue, the SMOTE 
algorithm was applied. This resulted in an expanded dataset with 
a total of 3988 rows. This expansion ensured that both FC and 
SC had an equal representation of 1994 rows each. 
For step three, the association rule technique was employed on 
both the FC and SC datasets using identical parameters. The 
minimum support was set at 0.4, while the minimum confidence 
threshold was set at 1. The researcher applied the Apriori 
algorithm to analyze the data and obtained interesting results. 
Specifically, the researcher discovered that a total of 1848 rules 
were generated in instances of success, while 1968 rules were 
generated in cases of failure. To further investigate these 
findings, the researcher compared the results and found that 
most of the rules appeared in both cases of failure and success. 
Additionally, the support and confidence values for these rules 
were very close. The analysis revealed that certain rolls, namely 
AST, RBC, Hgb, 'Bilirubin Total', and 'Platelet', were higher in 
cases that experienced liver transplant failure within the first 
year. Furthermore, height was also found to be associated with 
AST, RBC, ALT, and 'Bilirubin Total', as indicated in Table VI. 

TABLE VI.  UNIQUE RESULTS SHOWN WITH FC 

Rules support confidence 

‘AST’ ^ 'RBC' ^ 'Hgb'^ 'Bilirubin Total'^ 

'Platelet' 
0.46 

0.95 

‘AST’ ^ 'RBC' ^ ’ ALT’^ 'Bilirubin Total' 0.40 0.91 

It was deemed necessary to seek the expertise of a specialist 
doctor at KFSH&RC for their evaluation. The esteemed 
specialist doctor duly reviewed the findings and concurred that 
this discovery holds a significant interest. 

B. Classification 

The study aimed to investigate the efficacy of using DM in 
identifying the most vulnerable cases of LTF based on periodic 
laboratory results. To achieve this objective, a comprehensive 
analysis was conducted using a commonly employed algorithm. 
The primary focus was to assess the potential of DM in 
accurately pinpointing individuals at high risk for LTF, solely 
relying on their lab test outcomes. 
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After preprocessing and organizing the data, we proceeded 
to apply various algorithms including Random Forest, K-
Nearest Neighbors (KNN), Gaussian Naive Bayes (NB), 
Support Vector Classifier (SVC), and MLPClassifier on the 
dataset. The outcomes revealed that Random Forest exhibited 
the highest accuracy among all algorithms. It achieved an 
accuracy rate of 85 percent. Following closely behind, KNN 
demonstrated a respectable accuracy of 81 percent, while MLP 
Classifier achieved an accuracy of 78 percent. On the other hand, 
SVC and Genesis NB yielded lower accuracies with rates of 60 
percent and 54 percent respectively. Table VII shows the 
Performance Evaluation for all five algorithms. 

TABLE VII.  PERFORMANCE EVALUATION FOR CLASSIFICATIONS 

Classifier 
Precision Recall Precision 

Recall 
Accuracy 

Success Case Failure Case 

Random 

Forest 
86 84 84 86 85 

KNN 83 80 79 82 81 

GaussianNB 80 73 77 83 78 

SVC 62 53 58 66 60 

ANN 60 35 52 75 54 

The results were presented to a specialist doctor who agreed 
with the reality of some of the results. 

V. CONCLUSION 

Data mining technologies hold significant promise in 
healthcare, especially in predicting medical outcomes and 
identifying risks. This study, in collaboration with the Organ 
Transplant Center of Excellence and the Center of Genomic 
Medicine at KFSH&RC, demonstrates the predictive power of 
data mining in liver transplant outcomes. Using patient data 
from 2002 to 2018, two data mining techniques, classification, 
and association rules, were applied. Among five algorithms 
tested, Random Forest proved most effective, achieving an 85% 
accuracy rate in predicting liver transplant failure. The 
association rules technique, using a support value of 0.4 and a 
confidence value of 1, identified elevated levels of 'AST', 'RBC', 
'Hgb', 'Bilirubin Total', and 'Platelet' as significant indicators of 
transplant failure. These findings were validated by the 
hospital's Adult Transplant Hepatology consultants, who 
stressed the need for further research incorporating larger 
sample sizes and additional variables such as age, gender, body 
mass, and liver failure causes. Expanding this study to other 
organs and hospitals across Saudi Arabia could enhance 
predictive accuracy and clinical utility. 

The influence of data mining technologies is particularly 
evident in contemporary technological revolutions within the 
realms of marketing, industry, finance, and education. However, 
in the domain of health research, investigations are still centered 
on exploring the potential benefits of data technologies to aid 
physicians in predicting diverse diseases and detecting potential 
hazards to patients' lives at an early stage, thereby presenting a 
significant challenge to medical practitioners. According to the 
results obtained, depending on patients’ laboratory data only to 
predict the failure of liver transplant is not enough, so further 
research is recommended to add a larger sample size of patients 

including age, gender, body mass, and the cause of liver failure 
to increase the accuracy of the system and obtain high credible 
results. The study can also be applied to study failure in 
transplanting other organs and expand research to all hospitals 
and centers within Saudi Arabia. 
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Abstract—This study presents a novel approach for 

synthesizing knee MRI images by combining Variational 

Autoencoders (VAEs) and Generative Adversarial Networks 

(GANs). By leveraging the strengths of VAEs for efficient latent 

space representation and GANs for their advanced image 

generation capabilities, we introduce a VAE-GAN hybrid model 

tailored specifically for medical imaging applications. This 

technique not only improves the realism of synthesized knee MRI 

images but also enriches training datasets, ultimately improving 

the outcome of machine learning models. We demonstrate 

significant improvements in synthetic image quality through a 

carefully designed architecture, which includes custom loss 

functions that strike a balance between reconstruction accuracy 

and generative quality. These improvements are validated using 

quantitative metrics, achieving a Mean Squared Error (MSE) of 

0.0914 and a Fréchet Inception Distance (FID) of 1.4873. This 

work lays the groundwork for novel research guidelines in 

biomedical image study, providing a scalable solution to overcome 

dataset limitations while maintaining privacy standards, and 

pavement of reliable diagnostic tools. 

Keywords—Custom loss function; decoder; discriminator; GAN; 

latent space; VAE 

I. INTRODUCTION 

Deep learning has renovated medical imaging, improving 
diagnostic accuracy, treatment preparation, and patient 
monitoring. Despite its potential, the field faces significant 
challenges, particularly in musculoskeletal imaging, where 
limited access to diverse, high-quality datasets impedes 
progress. This is exacerbated by privacy concerns and the cost-
intensive nature of data collection and annotation. To address 
these barriers, this study proposes a novel VAE-GAN 
framework for synthesizing realistic and diverse knee MRI 
images. By integrating the latent space representation 
capabilities of Variational Autoencoders (VAEs) with the 
generative strength of Generative Adversarial Networks 
(GANs), the proposed method aims to overcome the 
shortcomings of existing augmentation techniques while 
maintaining clinical relevance. 

The VAE-GAN framework balances the diversity of VAEs 
with the sharpness and realism provided by GANs. Specifically, 
the VAE’s latent space ensures continuity, making it suitable for 
generating diverse samples, while the GAN component 
enhances image fidelity, addressing the critical need for high-
quality training datasets in medical imaging. This synergy 

enables the generation of realistic knee MRI images that reflect 
the variations needed for machine learning model training. 

However, existing generative methods present restrictions 
that make them less suitable for this task: 

1) Standalone GANs are prone to mode collapse, which 

restricts the variety of generated images and reduces their 

applicability in representing diverse medical conditions. 

2) VAEs often produce blurry outputs due to their reliance 

on reconstruction loss functions, which prioritize structural 

accuracy over fine details. 

3) Other generative models, such as Diffusion Models, 

require significantly more computational resources, making 

them unrealistic for medical imaging applications with 

restricted data. 

By addressing these limitations, the proposed VAE-GAN 
framework emerges as an effective solution to the problem of 
data scarcity in knee MRI imaging, paving the way for better 
augmentation techniques that enhance the performance of 
diagnostic tools. 

The limited availability of high-quality, diverse, and 
privacy-compliant medical imaging datasets significantly 
hampers the progress of robust and generalizable deep learning 
techniques for diagnostic applications. Existing methods for 
data augmentation and synthesis often fail to achieve the 
required balance of realism, diversity, and fidelity, limiting their 
effectiveness in medical imaging contexts. 

The research explores how a hybrid generative model can 
effectively synthesize realistic and diverse knee MRI images to 
address the problem of data scarcity in medical imaging. It 
investigates the optimal architectural and loss function designs 
needed to stabilize image quality with reconstruction accuracy 
in the synthesized data. Furthermore, the study examines how 
the proposed VAE-GAN framework compares to existing 
generative methods in terms of quality metrics and clinical 
applicability. 

The objectives of this research are to implement a VAE-
GAN-based framework capable of producing realistic and 
diverse knee MRI images and to design a custom loss function 
that integrates reconstruction loss, KL divergence, and 
adversarial loss to achieve high-fidelity image generation. 
Additionally, the study aims to validate the model's performance 
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using quantitative metrics such as Mean Squared Error (MSE) 
and Fréchet Inception Distance (FID), as well as through 
qualitative assessments of the synthetic images' visual quality. 

Magnetic Resonance Imaging (MRI), a critical tool for 
assessing musculoskeletal disorders, especially knee-related 
conditions, is a domain where deep learning can substantially 
enhance diagnostic accuracy and patient outcomes. However, 
the accomplishment of deep learning techniques in biomedical 
imaging is heavily dependent on the accessibility and image 
resolution of the datasets used. High-quality medical image data 
is often scarce and challenging to obtain due to patient privacy 
concerns. Furthermore, the processes of data collection and 
annotation are both costly and time-consuming, frequently 
resulting in datasets that lack the necessary diversity and volume 
to train robust and generalizable machine learning models. In 
knee MRI data, specific challenges include variations in 
pathology presentation and imaging protocols, complicating the 
training process further [1]. 

To address these challenges, the proposed VAE-GAN 
(Variational Autoencoder-Generative Adversarial Network) 
framework combines the robust data encoding capabilities of 
VAEs with the powerful image generation capabilities of GANs. 
VAEs excel at compressing data into a latent space, enabling the 
generation of new data instances, but sometimes produce 
outputs that lack the sharpness and detail characteristic of high-
quality MRI scans [2]. Conversely, GANs generate sharp, high-
definition images through adversarial training but face 
challenges such as training instability and mode collapse—a 
condition where the variety of produced images is insufficient 
[3]. By integrating these models, the VAE-GAN framework 
achieves a balance between realistic detail and diversity in 
synthetic knee MRI images. 

The introduction should also include a section listing the 
reasons for choosing the proposed VAE-GAN method, detailing 
why it is particularly appropriate for addressing the challenges 
outlined in the study. Additionally, it would be advantageous to 
point out which limitations of existing methods make them less 
suitable for this problem. Including such a rationale would 
provide greater clarity on the motivations behind the selected 
approach. 

This paper explores the architecture and functionality of the 
VAE-GAN model, focusing on its application for synthesizing 
knee MRI images. A detailed examination of the encoder, 
decoder/generator, and discriminator is provided, along with the 
custom loss function that optimizes image reconstruction 
accuracy and resolution. Experimental results validate the 
model’s effectiveness in creating authentic and diverse synthetic 
knee MRI images, demonstrating its potential to enrich medical 
imaging datasets and enhance the performance of machine 
learning models used in medical diagnostics. 

Additionally, this study carefully addresses the ethical 
concerns associated with deploying generative methods for data 
augmentation in healthcare. The input images used for model 
training were thoroughly anonymized, and all procedures 
adhered strictly to ethical standards, ensuring patient 
confidentiality at every stage. 

A. Paper Structure 

The remainder of the paper is organized as follows: Section 
II reviews related work in biomedical imaging and generative 
modeling. Section III presents the methodology, including the 
proposed VAE-GAN architecture and training procedures. 
Section IV discusses the experimental setup, results, and 
evaluation. Section V highlights limitations, ethical 
considerations, and future work. Finally, Section VI concludes 
the study and summarizes its contributions to the field. 

II.  LITERATURE REVIEW 

Bio Medical imaging plays a crucial part in current 
healthcare by facilitating the diagnosis and management of 
various health conditions. However, challenges such as limited 
data availability and concerns over patient privacy hinder the 
development of robust machine-learning techniques for image 
analysis. Variational Autoencoders (VAEs) and Generative 
Adversarial Networks (GANs) have emerged as powerful 
generative models, offering solutions to these challenges. This 
section explores the implementation of VAE-GAN models in 
medical imaging, highlighting their methods, effectiveness, and 
potential drawbacks. 

VAEs and GANs are distinct but complementary approaches 
in generative modelling. VAEs consist of an encoder-decoder 
structure, where the encoder compresses medical images into a 
latent space, retaining essential features. The decoder 
reconstructs the image from this compressed representation, 
with a tailored loss function ensuring that the output closely 
matches the original and that the latent space accurately reflects 
key medical attributes [13]. Conversely, GANs use a generator-
discriminator framework. The generator generates images that 
captures those in the training set, whereas the discriminator 
evaluates their authenticity. This adversarial interaction drives 
the generator to create realistic images [3]. 

The synergy of VAE-GAN techniques lies in their capability 
to combine VAE’s efficient latent space encoding with GAN’s 
image refinement capabilities. The VAE encodes medical 
images into a meaningful latent space, and the GAN uses this 
encoding to generate realistic images, preserving essential 
characteristics while enhancing overall quality. VAE-GAN 
models have shown remarkable versatility, particularly in data 
augmentation. They can produce synthetic images that are 
almost indistinguishable from real ones, expanding the range of 
training datasets and improving machine learning models' 
performance in tasks namely image segmentation and 
classification. These models also excel in denoising, removing 
extraneous noise while preserving critical structures, making 
them perfect for applications like tumor detection and disease 
progression monitoring [3]. Additionally, VAE-GANs can 
generate disease-specific images, offering valuable resources for 
medical training and refining diagnostic systems. 

Despite their potential, VAE-GAN models have some 
drawbacks. Their complex architecture requires substantial 
computational resources and careful hyperparameter tuning for 
optimal performance. One common issue is mode collapse, 
where the variety of generated images diminishes, limiting the 
model’s applicability across diverse medical scenarios [3]. The 
latent space's interpretability in VAEs remains a challenge, 
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potentially obscuring insights into how model decisions are 
made [4]. Additionally, biases in training datasets can propagate 
through VAE-GAN models, leading to biased outputs and 
skewed diagnostic results [5]. While VAE-GAN models 
represent significant developments in medical image 
processing, addressing these limitations is critical for their 
ethical and practical application in healthcare settings. 

Recent advancements in generative models, particularly 
GANs and Diffusion Models (DMs), have expanded the scope 
of medical image synthesis. GANs have demonstrated 
proficiency in creating realistic images, but they face tests such 
as training unpredictability and mode breakdown [6, 7]. 
Conversely, VAEs produce a larger variety of outputs and are 
fewer prone to mode collapse, though the images they generate 
sometimes lack sharpness due to smoothing tendencies in their 
loss functions [8]. Diffusion Models (DMs) offer a promising 
solution by producing original and diverse outputs, though their 
adoption in clinical settings is hindered by high computational 
demands and extended processing times [9, 10]. This review 
explores the evolving landscape of these technologies, aiming to 
balance quality, speed, and diversity in medical image synthesis 
[11]. 

GANs have become essential in advancing realistic image 
synthesis, particularly for enhancing medical imaging datasets. 
While GANs are adept at producing images that thoroughly 
resemble actual medical data, they can still suffer from mode 
collapse, leading to a limited variety of generated images. To 
address this, more advanced versions of GANs, such as 
Wasserstein GAN (WGAN) [12] and Conditional GAN 
(CGAN) [13], have been developed, significantly improving 
image quality and offering greater control over image 
generation. Deep generative models are revolutionizing 
biomedical imaging by improving diagnostic and treatment 
processes. VAEs are praised for their straightforward training 
and ability to capture complex data distributions. This ability 
makes them irreplaceable in medical imaging, where a rich 
representation of data is crucial. However, the occasional 
blurriness of VAE-generated images has led to the advancement 
of hybrid models like VAE-GANs, which combine the encoding 
power of VAEs with the image refinement abilities of GANs, 
resulting in clearer and more diverse outputs [18]. 

Diffusion Models (DMs) represent a breakthrough in 
generative modelling, excelling in capturing detailed, high-
dimensional data distributions typically found in medical 
images. Their ability to replicate intricate features suggests they 
may outperform VAEs and GANs in relationships with realism 
and quality [19]. However, the high computational demands and 
lengthy processing times required by DMs limit their 
practicality, especially in real-time applications. Innovations 
such as Progressive Distillation [20] and the Fast Diffusion 
Probabilistic Model (FastDPM) [21] aim to optimize the 
sampling process while maintaining high-quality outputs. The 
Denoising Diffusion Implicit Model (DDIM) [22] balances 
speed with output fidelity, underscoring the importance of 
refining generative models. 

This review categorizes deep generative models into three 
main types: GANs, VAEs, and DMs. GANs have made a 
significant impact on medical image augmentation, with 

iterations such as Wasserstein GAN (WGAN) [14] and Deep 
Convolutional GAN (DCGAN) [16] proving essential in 
generating realistic 2D MRI sequences. Studies by Han et al. 
[23] validate WGAN’s superior performance in producing 
images that are indistinguishable from original medical scans. 
Likewise, Progressive Growing of GANs (PGGAN) [17], when 
merged with traditional data augmentation methods, has 
directed to improved classification algorithm performance. 
Conditional GANs [15] have been especially effective in 
generating targeted, realistic synthetic images, as demonstrated 
by Frid-Adar et al. [24] and Guibas et al. [25]. 

VAEs also show a critical role in diversifying medical 
imaging datasets. Research by Zhuang et al. [26] highlights 
Conditional VAEs (CVAEs) and Conditional WGANs' 
capability to produce high-quality brain images, enhancing 
classification model accuracy. The outline of Independently 
Conditional VAE (ICVAE) by Pesteie et al. [28] marks a 
noteworthy development in VAE technology, improving 
classification and segmentation tasks through increased 
diversity. Recent studies recognize the probability of Diffusion 
Models in generating high-resolution 3D MRI images. Research 
by Pinaya et al. [27] emphasizes DMs' superiority in producing 
authentic MRI samples. Moreover, the brain SPADE model 
introduced by Fernandez et al. [29] integrates DMs with VAE-
GANs to create labeled MRI images, crucial for training 
segmentation models. Furthermore, explorations by Lyu and 
Wang [30] into DMs’ image translation capabilities show that 
they can convert MRI to CT scans with greater accuracy than 
outdated methods, demonstrating the significant impact of these 
models on medical imaging. 

In conclusion, deep generative methods, namely GANs, 
VAEs, and DMs, are transforming medical imaging. These 
methods are pivotal in tackling issues like data scarcity and 
augmenting datasets for improved diagnostic accuracy. Their 
ability to synthesize high-quality images, translate between 
imaging modalities, and enhance training datasets underscores 
their potential to advance diagnostic practices and medical 
research. Future developments promise to further expand their 
efficacy, making them invaluable tools in healthcare. 

III. METHODOLOGY 

The methodology deployed for constructing and training a 
VAE-GAN model for synthesizing knee MRI images is 
composed of several intricate stages, from initial data 
preprocessing to the sophisticated dynamics of model training. 
This model capitalizes on the compressive data encoding 
capabilities of Variational Autoencoders (VAEs) and the image 
generation prowess of Generative Adversarial Networks 
(GANs). Herein, we elucidate the encoder's latent space 
utilization for image synthesis, the beta hyperparameter's role in 
the VAE loss function, the chosen architecture's pertinence to 
knee MRI imaging, the enhanced model diagrams for 
augmented clarity, and the tailoring of the custom loss function 
to medical imaging. 

The VAE-GAN framework was selected because it 
combines the strengths of two advanced generative models. 
VAEs excel at compressing data into a continuous latent space, 
ensuring diversity in synthesized outputs, while GANs are well-
known for generating sharp and realistic images through 
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adversarial training. By integrating these models, the VAE-
GAN framework addresses limitations of standalone methods: 

1) VAEs sometimes produce blurry outputs due to their 

reconstruction-focused loss functions. 

2) GANs are prone to training instability and mode 

collapse, reducing output diversity. 
This hybrid approach effectively balances the sharpness and 

realism of GAN-generated images with the structural fidelity 
and diversity provided by VAEs, making it particularly suitable 
for the complex requirements of knee MRI image synthesis. Fig. 
1 shows model architecture flowchart. 

 

Fig. 1. Detailed model architecture flowchart. 

A. Data Collection and Sample Selection 

The dataset used in this training was sourced from the 
Osteoarthritis Initiative (OAI), an openly accessible repository 
of knee MRI data. The images were selected based on the 
following criteria: 

1) Availability of high-resolution knee MRIs. 

2) Representation of four severity levels of osteoarthritis: 

normal, mild, moderate, and severe. 

3) Ensuring diversity across patient demographics, 

imaging protocols, and pathology presentations. 

From the OAI dataset, 150 knee MRI images were selected, 
including: 10 normal images, 50 mild images, 65 moderate 
images, 34 severe images. 

Efforts were made to ensure that the dataset represented a 
wide spectrum of knee osteoarthritis conditions, thus enhancing 
the generalizability of the model. 

B. Data Preprocessing 

1) Initial data input: The dataset consists of 150 knee MRI 

images, each resized to 256x256 pixels. These images 

correspond to four distinct severity levels of knee osteoarthritis 

(OA): normal, mild, moderate, and severe. This provides an 

adequate range for capturing pathological variations across OA 

stages. 

a) Grayscale conversion: Knee MRIs were initially in 

color, but for this task, the images were converted into grayscale 

to simplify the data. Grayscale imaging emphasizes intensity 

values, which are critical in medical imaging to capture 

structural details. This conversion reduces the number of 

channels from 3 to 1, making computations more efficient 

without losing the essential information. 

b) Normalization: Min-max normalization was applied 

to scale pixel values to a [0, 1] range. This normalization aids 

in stabilizing numerical computation during model training by 

ensuring consistent data scales, which speeds up convergence 

and reduces training instability. 

c)  Resizing images: Each image was resized to a fixed 

256x256 resolution using bicubic interpolation. This method 

preserves image quality while ensuring uniformity in input data 

dimensions, which is necessary for training convolutional 

neural networks (CNNs) and other deep models (see Fig. 2). 

 

Fig. 2. Input MRI images of knee OA. 

C. Encoder and Decoder Model 
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After these steps, the data is cleaned, standardized, and ready 
for input into the VAE-GAN model, providing an optimal 
starting point for further processing and generation. 

1) Variational Autoencoder (VAE): The encoder 

compresses the input MRI images into a latent space 

representation. It comprises of a sequence of convolutional 

layers followed by ReLU activations. Key architectural choices 

include: 

a) Convolutional layers: Four convolutional layers are 

used, with increasing filter sizes (32, 64, 128, and 256) at each 

layer, designed to progressively capture image features from 

basic edges to complex patterns. 

b) Filter size: The kernel sizes used were 3x3 for the 

initial layers, transitioning to 2x2 in deeper layers to down 

sample spatial dimensions efficiently. 

c) ReLU activation: Applied after each convolutional 

layer to introduce non-linearity, enabling the model to learn 

more complex representations. 

d) Batch normalization: Introduced after each 

convolutional block to stabilize and accelerate training, 

preventing vanishing/exploding gradient problems. 

e) Latent space representation: The final dense layer of 

the encoder outputs two variables, mean (μ) and variance (σ²), 

representing the latent distribution. The dimensionality of the 

latent space was set to 128 dimensions, balancing between 

representational capacity and computational efficiency. 

2) VAE Decoder / GAN Generator: The decoder (also 

serving as the GAN generator) reconstructs images from the 

latent space representation: 

a) Transposed convolutional layers: Four layers of 

transposed convolutions are applied to up sample the image 

back to its original size (256x256). This "unpooling" 

mechanism helps restore the resolution lost during encoding. 

b) Activation functions: ReLU activation is applied 

throughout, except in the final layer, where a sigmoid activation 

is used to ensure pixel values remain between [0,1]. 

c) Batch normalization: Continues to be applied in the 

decoder to avoid overfitting and stabilize the gradient flow. 

3) Generative Adversarial Network (GAN) discriminator: 

The discriminator serves to distinguish between actual and 

synthetic MRI images. It follows a convolutional neural 

network (CNN) architecture: 

a) Convolutional layers: Five convolutional layers, each 

using LeakyReLU activation, which allows a small gradient 

flow when inputs are negative, addressing the vanishing 

gradient problem typical in GAN training. 

b) Dropout: A dropout layer is introduced with a rate of 

0.3 to prevent overfitting, particularly crucial when training 

with relatively small medical datasets. 

c) Sigmoid activation: The output layer uses sigmoid 

activation for binary classification (real vs. synthetic). 

D. Custom Loss Function 

The loss function used in the VAE-GAN integrates three 
essential components: 

1) Reconstruction loss: This is the mean squared error 

(MSE) between the actual and reconstructed images. It 

guarantees that the VAE's decoder produces images that closely 

match the input MRI scans. 

2) KL Divergence loss: This term penalizes the deviation 

between the latent distribution q(z∣x) and the prior distribution 

p(z), ensuring that the latent space aligns with a standard 

normal distribution. 

3) Adversarial loss: Derived from the GAN framework, 

this loss encourages the generator to produce realistic images 

that can "fool" the discriminator. It is calculated as 

−log(D(G(z))), where G(z) is the produced image and DDD is 

the discriminator output. 

The custom loss function is a pivotal component of the VAE-
GAN model, integrating the following elements to enhance 
performance: 

Reconstruction Loss: Lrecon =  ‖𝑥 − �̂�‖2 (1) 

KL Divergence Loss: LKL = DKL(q(z|x) || p(z))        (2) 

Adversarial Loss: Ladv=−log(D(G(z)))           (3) 

The total loss function is a weighted sum of these 
components: 

LVAE−GAN=Lrecon+βLKL+Ladv                     (4) 

where β is a tunable hyperparameter that balances the weight 
of the KL divergence term, set to 0.1 in this study. This 
formulation ensures a balance between reconstruction accuracy 
and the generation of diverse, high-quality images. 

Lrecon includes a weighted sum of MSE and SSIM, reflecting 
pixel-wise accuracy and structural fidelity. 

The formula ensures that the VAE-GAN model generates 
images with high fidelity and maintains a balance between the 
accuracy of the reconstructions and the diversity of the produced 
images. This comprehensive explanation provides a clearer 
insight into how each part of the model contributes to its overall 
effectiveness, precisely designed to expand the diagnostic value 
of knee MRI images. 

E. Training Procedure 

1) Optimizer: Adam optimizer was used together for the 

generator and discriminator, chosen for its adaptive learning 

rate capabilities, which is critical for stabilizing the GAN 

training process. The learning rate was set at 0.0002, and the 

β1\beta_1β1 hyperparameter was set to 0.5 to ensure a smooth 

training trajectory. 

2) Batch Size: A batch size of 32 was used, optimized for 

the size of the dataset and the available computational 

resources. 

3) Epochs: Training was conducted for four full epochs due 

to the size of the dataset. Future work may focus on increasing 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

797 | P a g e  
www.ijacsa.thesai.org 

the dataset size and extending the number of epochs to improve 

model generalization. 

F. Training Procedure 

 Training involved alternating updates between the VAE and 
GAN components. The discriminator is updated using both real 
and synthetic images, while the encoder-decoder (VAE) 
attempts to minimize reconstruction loss and "fool" the 
discriminator: 

1) Dual-update mechanism: For each batch, the 

discriminator is updated to differentiate real from fake images, 

followed by updates to the encoder-decoder to generate realistic 

images. 

2) Callbacks: Early stopping and learning rate reduction on 

plateau were employed to optimize the training method and 

prevent overfitting. 

IV. RESULTS 

This study evaluated the efficacy of a Variational 
Autoencoder-Generative Adversarial Network (VAE-GAN) in 
generating synthetic knee MRI images, focusing on varying 
stages of osteoarthritis, ranging from normal to severe. The 
primary objective was to evaluate the VAE-GAN’s ability to 
generate realistic synthetic images suitable for training machine 
learning models while addressing the limitations posed by 
insufficient medical imaging datasets. 

Validation measures are essential in demonstrating the 
efficacy of the developed model. Metrics like Mean Squared 
Error (MSE) and Fréchet Inception Distance (FID) provide 
quantitative evidence of the model’s performance. These 
metrics quantitatively evaluate the quality of the synthetic 
images in terms of fidelity and diversity, benchmark the model's 
performance against established standards, and identify specific 
strengths and weaknesses of the approach, allowing for targeted 
improvements. For instance, in medical imaging, a low FID 
score not only indicates perceptual similarity but also highlights 
the applicability of the generated images for diagnostic 
purposes. Including other domain-specific metrics, such as 
Structural Similarity Index (SSIM), or expert evaluations can 
further validate the clinical relevance of the work. 

The model achieved an MSE score of 0.0914, reflecting a 
high degree of pixel-wise accuracy between the synthetic and 
ground-truth MRI images. However, while MSE captures the 
overall pixel similarity, it does not necessarily reflect perceptual 
realism, which is crucial for medical applications. This is where 
the FID score of 1.4873 becomes relevant, indicating that 
although the images are visually similar to real knee MRIs, 
further improvement is necessary, particularly in rendering finer 
anatomical details and reducing any artifacts that may 
compromise diagnostic quality. 

A. Comparison to Existing Methods 

The achieved FID score demonstrates significant promise 
when compared to existing generative techniques for medical 
imaging. Previous studies using standalone GANs for medical 
image generation have reported FID scores ranging between 5 
and 10, underscoring the superiority of the hybrid VAE-GAN 
approach applied in this study. This improved performance 

likely stems from the combined strengths of VAEs, which 
effectively capture the latent structure of complex medical data, 
and GANs, which enhance the sharpness and overall quality of 
the produced images. 

By highlighting the restrictions of existing methods, such as 
mode collapse in GANs or the blurry outputs from VAEs, this 
study positions the VAE-GAN framework as a balanced 
solution that addresses these challenges while improving 
perceptual realism and diversity. Furthermore, the proposed 
approach demonstrates computational efficiency compared to 
Diffusion Models, which require significantly higher resources. 

B. Impact of Dataset Size 

The size and diversity of the training dataset critically 
influence the performance of generative methods. In this study, 
the VAE-GAN was trained on a relatively small dataset 
consisting of 150 knee MRI images, which may have limited the 
model’s ability to generalize effectively across the full spectrum 
of osteoarthritis conditions. Additionally, batch size constraints 
resulted in the final epoch processing only 22 images, further 
reducing the data exposure during training. Expanding the 
dataset size and increasing image diversity are anticipated to 
significantly lower the FID score, improving both the quality 
and variability of the produced images. 

C. Visual Quality of Synthetic Images 

In count to the quantitative metrics, a qualitative assessment 
of the synthetic knee MRI images offers further validation of the 
model's effectiveness. The model demonstrated its ability to 
accurately replicate the structural details of the knee in the 
coronal plane, particularly capturing the cartilage and bone 
structures across different stages of osteoarthritis. However, 
certain generated images lacked the fine-grained textural details 
commonly observed in real MRIs, especially in severe cases of 
osteoarthritis. This suggests that while the model is effective, 
further architectural refinements are necessary to progress the 
anatomical accuracy and clinical utility of the synthetic images. 

D. Interpretation of Results in Medical Imaging Context 

In medical imaging, particularly for knee osteoarthritis, the 
outcome validates the VAE-GAN's potential for data 
augmentation, which is critical for training more robust and 
precise machine learning methods. The generated images can be 
used to report the scarcity of medical imaging data, which often 
hinders the progress of effective diagnostic tools. However, 
while the results show promise, additional improvements in 
capturing fine anatomical details are required for the model to 
be clinically viable. Ensuring the fidelity of essential structures, 
such as the meniscus and cartilage, is crucial for using this model 
in diagnostic settings. 

E. Limitations and Next Steps 

The relatively high FID score highlights areas for further 
refinement, particularly in relation to the small dataset size used 
for training. Future work will focus on increasing the dataset size 
and incorporating advanced post-processing techniques to 
further reduce the FID score and enhance the visual quality of 
the synthetic images. Additionally, incorporating domain-
specific metrics namely the Structural Similarity Index (SSIM) 
and seeking expert evaluations from radiologists will provide a 
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more comprehensive assessment of the model’s clinical 
applicability and guarantee that the produced images meet the 
standards necessary for real-world medical diagnostics. 

Severity 
Real Images before pre-

processed 
Synthetic Images 

Normal 

  

Mild 

  

Moderate 

 
 

 

Severe 

  

Fig. 3. Illustrates the examples of the synthetic knee OA images produced 

by the VAE-GAN Model, highlighting its capacity to replicate a wide 
spectrum of knee OA severities. 

The performance of the VAE-GAN model was analysed 
across different severity levels of osteoarthritis to understand its 
effectiveness in synthesizing knee MRI images (see Fig. 3). For 
normal cases, the model achieved an MSE of 0.087 and an FID 

of 1.401, indicating high accuracy and perceptual realism for 
structurally simple images. As the severity increased to mild 
cases, the MSE slightly rose to 0.092, with a corresponding FID 
of 1.452, reflecting the model's ability to maintain realism 
despite the added complexity of pathological features. In 
moderate cases, the MSE increased further to 0.096, and the FID 
reached 1.523, indicating a gradual decline in performance as 
the structural complexity of the images grew. For severe cases, 
where the variations in cartilage and bone structure were most 
pronounced, the MSE reached 0.101, and the FID increased to 
1.573, suggesting that the model performs best on less severe 
cases with simpler anatomical structures but struggles with fine-
grained details in advanced osteoarthritis stages. Emphasizing 
the significance of validation measures, such as MSE and FID, 
and conducting thorough comparisons with existing related 
work is paramount to positioning this study within the broader 
context of medical image synthesis research, ensuring a 
comprehensive assessment of the model's effectiveness and 
limitations. 

V. CONCLUSION 

The VAE-GAN model exhibited strong potential in 
generating synthetic knee MRI images, with initial results 
showing promising visual accuracy, as reflected by the Mean 
Squared Error (MSE) metric. However, further refinement is 
required to improve the model's capability to capture 
complicated anatomical details. One concern identified during 
evaluation was the relatively high Fréchet Inception Distance 
(FID) score, indicating potential problems connected to 
preprocessing, feature extraction, or calculation errors. This 
underscores the significance of thorough validation and 
optimization of generative methods in medical imaging 
applications. 

This research contributes to the expanding field of 
generative modelling for medical imaging, demonstrating the 
potential of VAE-GANs for data augmentation and the 
advancement of automated diagnostic tools. Our methodical 
approach—from data preprocessing to model training and 
evaluation—leverages the combined strengths of VAEs and 
GANs, enhancing medical image analysis and fostering 
innovations in diagnostic technologies. Additionally, this study 
emphasizes the critical role of dataset size in training efficiency, 
highlighting the need for higher and more scalable datasets to 
achieve optimal results. 

Future work will focus on addressing the limitations 
associated with the elevated FID score, refining the model 
architecture, and incorporating qualitative assessments from 
medical professionals to ensure the clinical relevance of the 
generated images. Overcoming these challenges will further 
improve the effectiveness and reliability of generative methods, 
making them a valued asset for diagnostic practices and medical 
research. 

REFERENCES 

[1] Johnson, A.E.W., Pollard, T.J., Berkowitz, S., Greenbaum,N.R., Lungren, 

M.P., Deng, C.Y., ... & Mark, R.G. (2019). MIMIC-CXR: A large publicly 
available database of labeled chest radiographs. *arXiv preprint 

arXiv:1901.07042*.  

[https://arxiv.org/abs/1901.07042](https://arxiv.org/abs/1901.07042). 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

799 | P a g e  
www.ijacsa.thesai.org 

[2] Kingma, D.P., & Welling, M. (2013). Auto-Encoding Variational Bayes. 
*Proceedings of the 2nd International Conference on Learning 

Representations (ICLR)*.  

[https://arxiv.org/pdf/1312.6114](https://arxiv.org/pdf/1312.6114). 

[3] Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde Farley, D., 

Ozair, S., ... & Bengio, Y. (2014). Generative Adversarial Nets. 

*Advances in Neural Information Processing Systems*, 27, 2672-2680.  
[http://papers.neurips.cc/paper/5423-generative-adversarial-

nets.pdf](http://papers.neurips.cc/paper/5423-generative-adversarial-

nets.pdf). 

[4] Balahur, A., Beygelzimer, A., & Pedregosa, F. (2019). Fairness in machine 

learning or statistical decision making. *arXiv preprint 
arXiv:1908.00807*.  

[https://arxiv.org/pdf/2208.08279](https://arxiv.org/pdf/2208.08279). 

[5] Sandfort, V., Yan, K., Pickhardt, P.J., & Summers, R.M. (2019). Data 

augmentation using generative adversarial networks (CycleGAN) to 

improve generalizability in CT segmentation tasks. *Scientific Reports*, 
9, 16884.  

[https://www.researchgate.net/publication/337282919_Data_augmentati

on_using_generative_adversarial_networks_CycleGAN_to_improve_ge
neralizability_in_CT_segmentation_tasks](https://www.researchgate.net/

publication/337282919_Data_augmentation_using_generative_adversari

al_networks_CycleGAN_to_improve_generalizability_in_CT_segmenta
tion_tasks). 

[6] Mahapatra, D., Bozorgtabar, B., & Garnavi, R. (2019). Image super-

resolution using progressive generative adversarial networks for medical 
image analysis. *Computerized Medical Imaging and Graphics*, 71, 30-

39.  

[https://www.sciencedirect.com/science/article/pii/S0895611118305871]
(https://www.sciencedirect.com/science/article/pii/S0895611118305871)

. 

[7] Kingma, D.P., & Welling, M. (2013). Auto-Encoding Variational Bayes. 

In *Proceedings of the 2nd International Conference on Learning 

Representations (ICLR)*. 
[https://arxiv.org/pdf/1312.6114](https://arxiv.org/pdf/1312.6114). 

[8] Sohl-Dickstein, J., Weiss, E., Maheswaranathan, N., & Ganguli, S. (2015). 

Deep unsupervised learning using nonequilibrium thermodynamics. In 
*Proceedings of the International Conference on Machine Learning 

(ICML)*, pp. 2256-2265.  

[https://arxiv.org/pdf/1503.03585](https://arxiv.org/pdf/1503.03585). 

[9] Ho, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic 

models. In *Advances in Neural Information Processing Systems 
(NeurIPS)*, vol. 33, pp. 6840-6851. 

[10] Xiao, Z., Kreis, J.K., & Vahdat, A. (2021). Tackling the generative 
learning trilemma with denoising diffusion GANs. *arXiv preprint 

arXiv:2112.07804*.  

[https://arxiv.org/abs/2112.07804](https://arxiv.org/abs/2112.07804). 

[11] Chlap, P., Min, H., Vandenberg, N., Dowling, J., Holloway, L., & 

Haworth, A. (2021). A review of medical image data augmentation 

techniques for deep learning applications. *Journal of Medical Imaging 
and Radiation Oncology*, 65(5), 545-563. 

[12] Shorten, C., & Khoshgoftaar, T.M. (2019). A survey on image data 
augmentation for deep learning. *Journal of Big Data*, 6(1), 1-48. 

[13] Arjovsky, M., Chintala, S., & Bottou, L. (2017). Wasserstein generative 

adversarial networks. In *Proceedings of the International Conference on 
Machine Learning (ICML)*, pp. 214-223.  

[https://arxiv.org/abs/1701.07875](https://arxiv.org/abs/1701.07875). 

[14] Johnson, A.E.W., Pollard, T.J., Berkowitz, S., Greenbaum, N.R., Lungren, 

M.P., Deng, C.Y., ... & Mark, R.G. (2019). MIMIC-CXR: A large publicly 

available database of labeled chest radiographs. arXiv preprint 
arXiv:1901.07042.  https://arxiv.org/abs/1901.07042. 

[15] Kingma, D.P., & Welling, M. (2013). Auto-Encoding Variational Bayes. 

Proceedings of the 2nd International Conference on Learning 
Representations (ICLR).  https://arxiv.org/pdf/1312.6114. 

[16] Balahur, A., Beygelzimer, A., & Pedregosa, F. (2019). Fairness in machine 
learning or statistical decision making. arXiv preprint arXiv:1908.00807.  

https://arxiv.org/pdf/2208.08279. 

[17] Sandfort, V., Yan, K., Pickhardt, P.J., & Summers, R.M. (2019). Data 
augmentation using generative adversarial networks (CycleGAN) to 

improve generalizability in CT segmentation tasks. Scientific Reports, 9, 

16884.  
https://www.researchgate.net/publication/337282919_Data_augmentatio

n_using_generative_adversarial_networks_CycleGAN_to_improve_gen

eralizability_in_CT_segmentation_tasks. 

[18] Ali, H., Biswas, M.R., Mohsen, F., Shah, U., Alamgir, A., Mousa, O., & 

Shah, Z. (2022). The role of generative adversarial networks in brain MRI: 
A scoping review. Insights into Imaging, 13, 98.  

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC9167371/ 

[19] Ho, J., Jain, A., & Abbeel, P. (2020). Denoising diffusion probabilistic 

models. In Advances in Neural Information Processing Systems 

(NeurIPS), vol. 33, pp. 6840-6851. 

[20] Xiao, Z., Kreis, J.K., & Vahdat, A. (2021). Tackling the generative 

learning trilemma with denoising diffusion GANs. arXiv preprint 

arXiv:2112.07804.  https://arxiv.org/abs/2112.07804. 

[21] Park, T., Liu, M.Y., Wang, T.C., & Zhu, J.Y. (2019). Semantic image 

synthesis with spatially-adaptive normalization. In *Proceedings of the 
IEEE/CVF Conference on Computer Vision and Pattern Recognition*, 

Long Beach, CA, USA, 16–20 June 2019, pp. 2337-2346. 

[22] Yurt, M., Dar, S.U., Erdem, A., Erdem, E., Oguz, K.K., & Çukur, T. 
(2021). mustGAN: Multi-stream generative adversarial networks for MR 

image synthesis. *Medical Image Analysis*, 70, 101944. 

[23] Dar, S.U., Yurt, M., Karacan, L., Erdem, A., Erdem, E., & Cukur, T. 

(2019). Image synthesis in multi-contrast MRI with conditional 

generative adversarial networks. *IEEE Transactions on Medical 
Imaging*, 38, 2375-2388.  

[https://ieeexplore.ieee.org/document/8887206](https://ieeexplore.ieee.or

g/document/8887206). 

[24] Sun, Y., Yuan, P., & Sun, Y. (2020). MM-GAN: 3D MRI data 

augmentation for medical image segmentation via generative adversarial 

networks. In *Proceedings of the 2020 IEEE International Conference on 
Knowledge Graph (ICKG)*, Nanjing, China, 9–1 August 2020, pp. 227-

234. 

[25] Han, C., Rundo, L., Araki, R., Nagano, Y., Furukawa, Y., Mauri, G., 

Nakayama, H., & Hayashi, H. (2019). Combining noise-to-image and 

image-to-image GANs: Brain MR image augmentation for tumor 
detection. *IEEE Access*, 7, 156966-156977. [CrossRef]  

[https://ieeexplore.ieee.org/document/8939220](https://ieeexplore.ieee.or

g/document/8939220). 

[26] Pang, T., Wong, J.H.D., Ng, W.L., & Chan, C.S. (2021). Semi-supervised 

GAN-based radiomics model for data augmentation in breast ultrasound 
mass classification. *Computer Methods and Programs in Biomedicine*, 

203, 106018. 

[27] Yang, H., Lu, X., Wang, S.H., Lu, Z., Yao, J., Jiang, Y., & Qian, P. (2021). 
Synthesizing multi-contrast MR images via novel 3D conditional 

variational auto-encoding GAN. Mobile Networks and Applications, 26, 

415–424. [CrossRef] 

[28] Madan, Y., Veetil, I.K., EA, G., KP, S., et al. (2022). Synthetic data 

augmentation of MRI using generative variational autoencoder for 
Parkinson’s disease detection. In *Evolution in Computational 

Intelligence*; Springer: Berlin, Germany; pp. 171–178. 

[29] Chadebec, C., Thibeau-Sutre, E., Burgos, N., & Allassonnière, S. (2022). 
Data augmentation in high-dimensional low-sample size setting using a 

geometry-based variational autoencoder. IEEE Transactions on Pattern 

Analysis and Machine Intelligence, 45, 2879–2896. [CrossRef]  
https://ieeexplore.ieee.org/document/9885828. 

[30] Gulrajani, I., Ahmed, F., Arjovsky, M., Dumoulin, V., & Courville, A.C. 
(2017). Improved training of Wasserstein GANs. Advances in Neural 

Information Processing Systems, 30.  https://arxiv.org/abs/1704.00028. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

800 | P a g e  

www.ijacsa.thesai.org 

Enhancing Mobility – An Intelligent Robot for the 

Visually Impaired 

Ahmad M. Bisher1, Rufaida M. Shamroukh2, Abed M. Shamroukh3 

R&D Department, Pioneers of Industry Co., Amman, Jordan1 

Electrical Engineering Department-Faculty of Engineering Technology, Al-Balqa Applied University, Amman, Jordan2 

Electrical Engineering, EB Golden Base, Amman, Jordan3 

 

 
Abstract—Efficient robot navigation in operational 

environments requires precise tracking of the path from the 

starting point to the destination, typically generated using pre-

stored map data. However, obstacles in the environment can 

complicate this process, making reliable obstacle avoidance 

critical for successful navigation. This paper introduces innovative 

techniques for robotic navigation and obstacle avoidance, 

specifically designed to assist visually impaired individuals. To 

mitigate the limitations and inaccuracies inherent in sensor data, 

we employ sensor fusion algorithms that integrate inputs from 

infrared, ultrasonic, vision, and tactile sensors. Additionally, 

visual landmarks are incorporated as reference points to improve 

internal odometry correction and enhance mapping accuracy. We 

believe that our approach not only increases the reliability of 

navigation but also enhances the robot's ability to operate 

effectively in diverse and challenging conditions. 

Keywords—Robot; obstacle; avoidance; visually impaired; 

sensors 

I. INTRODUCTION 

Certain types of robots, such as tracking and follower robots, 
can operate effectively without relying on maps. However, map-
based mobile robots, which utilize pre-existing environmental 
data, are often employed for more complex tasks. The primary 
purpose of mapping is to store and generate path-related data, 
which can then be used with various planning techniques to 
facilitate navigation between specific locations. This integration 
is essential for mobile robot localization and path-learning 
algorithms [1]. 

Mobile robots typically use two types of maps: topological 
and geometric. Topological maps require minimal memory and 
computational complexity, relying more on map data than 
sensor data for path generation. These maps are computationally 
efficient and support the use of search algorithms. This paper 
uses a topological map to evaluate the role of mapping in robot 
navigation. However, map-based paths can be affected by 
environmental obstacles, making it necessary to establish a 
fundamental path between two nodes rather than relying solely 
on an exact route. Detecting and avoiding obstacles during 
navigation is essential, and the avoidance path is sensor-based. 
As a result, a well-designed robot navigation system combines 
both map-based and sensor-based approaches [1] [2] [3]. 

Various sensors are used in mobile robot navigation to 
measure specific environmental variables such as range, object 
dimensions, and landmarks. This paper discusses the operation, 
features, errors, and limitations of commonly used navigation 

sensors while introducing modern techniques for accurately 
measuring navigation variables to improve system performance. 
Additionally, the interface between blind users and the guidance 
system is a crucial consideration, as traditional communication 
methods, such as displays and buttons, are not feasible for 
visually impaired individuals. Voice interaction is proposed as 
the most effective communication protocol. To facilitate this, a 
phonetic integrated circuit approach is implemented for the 
human-robot interface [3]. 

II. RELATED WORK 

Efficient robot navigation, especially for assisting visually 
impaired individuals, has been a focal point of research in recent 
years. A significant aspect of this research involves sensor 
fusion, which improves the accuracy and reliability of robot 
navigation by combining data from various sensor types. 

Sensor fusion algorithms have been widely used to improve 
robot localization and obstacle avoidance by integrating data 
from multiple sensors such as ultrasonic, infrared, vision, and 
tactile sensors. Doherty and McGinnity [4] present various 
sensor fusion techniques that enhance mobile robot navigation 
and control, demonstrating that combining data from different 
sources can improve system performance, particularly in 
dynamic environments. Bansal and Thakur [5] discuss robust 
sensor fusion algorithms that improve localization accuracy in 
mobile robots, focusing on dynamic sensor data handling in real-
time situations. These techniques are highly relevant to 
overcoming the limitations of individual sensors in 
environments with unpredictable obstacles. 

Effective obstacle avoidance is crucial for autonomous 
navigation in complex environments. Cai and Liu [6] explore 
various obstacle avoidance strategies, emphasizing real-time 
decision-making to dynamically adjust the robot’s path. Zhang 
and Wang [7] present a dynamic obstacle avoidance system for 
autonomous robots using sensor fusion, where obstacles are 
detected, and the robot adjusts its trajectory accordingly. These 
studies provide insights into how obstacle detection and 
avoidance can be integrated with a robot’s navigational 
strategies to ensure safe and efficient movement, especially in 
environments with moving or unexpected obstacles. 

Robotic assistance for visually impaired individuals has 
gained increasing attention in recent years, focusing on the 
development of navigation systems that offer greater autonomy 
and independence. Chien and Lin [8] provide an overview of 
assistive robotics technologies designed for the blind, detailing 
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the challenges and solutions associated with robot navigation in 
dynamic and unfamiliar environments. Vig and Zupan [9] 
review mobile robotic systems for the visually impaired, 
examining various navigation aids such as ultrasonic sensors 
and voice feedback systems, highlighting their potential to 
significantly improve the mobility of individuals with visual 
disabilities. These studies emphasize the importance of 
developing reliable and user-friendly assistive systems that can 
help visually impaired individuals navigate their surroundings 
more independently. 

In systems designed to aid the visually impaired, voice 
interaction becomes a critical interface for communication 
between the user and the robot. Meyer and Sharma [10] explore 
the development of speech-based interfaces for mobile robots, 
which provide intuitive and hands-free communication. They 
highlight the challenges of designing robust voice recognition 
systems that can operate in various acoustic environments. 
Singh and Gupta [11] further expand on speech recognition for 
assistive robotics, focusing on the development and challenges 
of integrating speech recognition systems to create effective 
real-time communication between users and robots. This work 
underscores the necessity of voice-based interfaces for creating 
an intuitive and inclusive user experience for blind individuals. 

Effective mapping strategies, particularly the use of 
topological and geometric maps, are central to the navigation 
and localization of mobile robots. Renaud and Dufour [12] 
compare topological and geometric maps, discussing their 
respective advantages and limitations in robot navigation. 
Topological maps, which are often simpler and more memory-
efficient, are well-suited for mobile robot navigation, especially 
in dynamic environments. Ali and Shah [13] review path 
planning algorithms and mapping techniques for autonomous 
robots, with a focus on their application in real-world navigation 
tasks. The combination of map-based and sensor-based 
navigation methods, as proposed in this paper, reflects the 
growing interest in integrating both mapping strategies to ensure 
reliable and efficient movement in complex environments. 

III. MOBILE ROBOT NAVIGATION 

A. Path Search 

Path search procedures utilize map data to execute specific 
algorithms aimed at identifying the optimal path between nodes, 
with the map stored in the robot's memory. A sophisticated 
search algorithm, based on artificial intelligence techniques, was 
implemented to generate a path that combines a sequence of 
nodes and their interconnections. As shown in Fig. 1, node A 
represents the source, node D serves as the goal, and r1, r2, and 
r3 denote the topological relationships among the intermediate 
nodes [14]. 

To improve path efficiency, an optimal search algorithm can 
be applied. The choice of algorithm depends on the desired path 
characteristics and the capabilities of the implemented method. 
Accordingly, this robot integrates both sensor-based paths and 
direct map-based paths. The applied search algorithm focuses 
solely on determining the path between two nodes, with 
additional optimization performed to estimate the most efficient 
route. Furthermore, the selected path is refined using a 
microcontroller by implementing the "First Depth Search" 

algorithm. The topology underscores that the path consists of 
nodes and their interconnections, as illustrated in Fig. 1. 

 
Fig. 1. Sample path between nodes in topological mapping. 

B. Navigation Sensors 

The robot integrates a variety of sensors to detect and 
measure environmental variables critical for navigation. 
Navigation sensors generally fall into two main categories: 
obstacle measurement sensors and landmark detection sensors. 
Theoretically, the same sensor can perform both functions 
depending on the variable being analyzed and the processing 
applied. 

The most commonly used and effective sensors in mobile 
robots include infrared range sensors, laser range finders and 
scanners, ultrasonic sensors, vision sensors, GPS, and tactile 
sensors, among others [1]. 

In the robotic system proposed in this paper, tactile sensors 
are combined with infrared and ultrasonic sensors for obstacle 
detection, avoidance, and localization. Ultrasonic sensors, in 
particular, measure the distance between the robot and objects 
using two configurations. The first configuration employs 
triangulation, where distance is determined geometrically. In 
this method, the sensor emits ultrasonic waves and detects their 
reflections from the object at a specific angle (see Fig. 2). The 
distance is then calculated using reflection equations. 

 

Fig. 2. Measuring distance via triangulation. 

Θ: is the reflected angle. 

The other implemented method is the measurement of time-
of-flight. The echo of emitted ultrasound waves is detected to 
calculate the time between emitting the wave, Tx and receiving 
its echo, Rx, and then the range between the sensor and the 
object is calculated using Eq. (1), where: d is the measured 
distance, t is the time of flight, and T is the surrounding 
temperature. 

   𝑑 =  (1 + 𝑥)𝑛 =
𝑡

2
[0.6𝑇 + 331.6]       (1) 

A vision system is employed to identify various objects in 
the surrounding environment. By applying different image 
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processing techniques, the extracted features assist in robot 
navigation. The processor's capability and the interface's 
efficiency in processing image data with acceptable speed and 
accuracy are critical criteria [3] [15]. 

In this paper, an image-based assessment of robot 
positioning is utilized to avoid obstacles, while localization 
errors are corrected through internal odometry error correction 
using pattern recognition. Pattern recognition is applied to 
images containing specific landmarks, where a landmark is a 
label or an image featuring a number or text that represents a 
specific node on the map. 

The vision system consists of a simple webcam, along with 
an image processing unit (IPU) based on a specific 
microprocessor, which is programmed in MATLAB using the 
Image Processing Toolbox and Real-Time Embedded Target 
Coder for the microprocessor. The IPU has two outputs: the 
object detection output, which is sent to the sensor fusion unit, 
and the landmark detection output, which is sent directly to the 
CPU. 

IV. THE ARCHITECTURE OF THE BLIND GUIDANCE ROBOT 

The primary objective of our proposed robotic system is to 
significantly improve the guidance process for individuals with 
visual disabilities, providing them with a safer and more 
independent means of navigation. As shown in Fig. 3, the robot 
features a modular design, allowing for easy customization and 
maintenance. The CPU module serves as the core management 
and synchronization unit, built with advanced microcontrollers 
that enable real-time processing and decision-making. 

 

Fig. 3. System architecture of the blind guidance robot. 

Detailed specifications of the topology and odometry unit 
are presented in Fig. 4, highlighting the system's ability to 
effectively map its environment and track its position. This 
robotic system is designed with an intelligent methodology, 
equipping it with learning capabilities that allow it to adapt to its 
surroundings. It employs various sensors to collect data, 
enabling a comprehensive understanding of the environment 
and ensuring safe navigation. 

The robot's main function is to learn a map of its 
surroundings and navigate from one specific point to another 
with precision. By integrating obstacle detection and avoidance 
mechanisms, the robot can effectively navigate around 

obstacles, ensuring a smooth and reliable experience for users. 
Ultimately, this system aims to empower individuals with visual 
disabilities, fostering independence and confidence in their 
ability to navigate complex environments. 

 
Fig. 4. Design of mapping and localization unit. 

V. DESIGN IMPLEMENTATION 

A. Navigation Sensors 

Generally, navigation sensors face a variety of drawbacks 
due to measurement errors and inherent limitations, which can 
significantly affect their performance in real-world applications. 
The resulting imprecision is both predictable and measurable, 
depending on the operational characteristics and design of each 
sensor. For example, ultrasonic range finders, as shown in Fig. 
5, are known for their poor angular resolution. This limitation 
makes them ineffective at detecting oblique or smooth surfaces, 
posing considerable challenges in environments where such 
surfaces are common. Consequently, obstacles that do not 
reflect sound waves directly may go undetected, leading to 
potential navigation errors [16]. 

 
Fig. 5. Sound waves reflection on oblique surface. 

In contrast, infrared range sensors have their own set of 
limitations. They are particularly susceptible to interference 
from bright light, which can lead to inaccurate readings. 
Furthermore, these sensors struggle with measuring distances to 
reflective surfaces, such as liquids and glass, resulting in 
additional complications during navigation. Their angular 
resolution is also suboptimal, meaning they may misjudge the 
proximity of objects, thus impairing the robot's ability to 
navigate effectively in complex environments [16]. 

Vision sensors, while capable of providing rich data about 
the surroundings, also face significant challenges. They 
typically offer lower precision in distance measurements 
compared to other sensor types and require substantial 
processing power to analyze visual input effectively. This high 
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computational demand can limit their real-time application in 
mobile robotics, as the robot may need to prioritize speed and 
responsiveness over detailed analysis. 

These limitations highlight the need for careful sensor 
selection and the implementation of advanced algorithms to 
mitigate measurement errors and improve overall navigation 
reliability. In many cases, combining multiple sensor types can 
leverage their complementary strengths, leading to more 
accurate environmental perception. Additionally, ongoing 
research and development in sensor technology aim to address 
these challenges, enhancing the precision and adaptability of 
navigation systems across various applications. 

All of these limitations are effectively addressed through the 
implementation of sensor fusion techniques, which involve 
using multiple sensors to measure the same environmental 
variable. For example, combining ultrasonic range finders with 
infrared sensors helps mitigate challenges related to detecting 
oblique surfaces and glass, which are often problematic for 
individual sensor types. By integrating the strengths of different 
sensors, the robot gains a more comprehensive understanding of 
its surroundings, thereby enhancing navigational accuracy and 
safety. 

Traditionally, sensor data fusion is carried out using 
conventional computational methods. However, these 
approaches generally require high processing precision and can 
become computationally intensive, making them less suitable 
for real-time applications in mobile robotics. This challenge is 
particularly critical when rapid decision-making is essential for 
safe navigation in dynamic environments [2]. 

In this paper, we employ fuzzy logic computing techniques 
to facilitate rule-based data fusion, eliminating the need for a 
detailed analytical model of the sensors used. The input sensors' 
membership functions, as shown in Fig. 6, illustrate how various 
sensor readings are integrated and interpreted within the fuzzy 
logic framework. By using fuzzy logic, we can better manage 
the inherent uncertainties and imprecisions in sensor data, 
enabling more nuanced decision-making processes. 

 

Fig. 6. Structural design of rangers control and conditioning unit. 

The fuzzy computing sensor fusion unit is designed using a 
microprocessor, a powerful yet compact solution for processing 
sensor data. This unit continuously reads the outputs from all 
navigation sensors, processes the data in real time, and generates 

decisions regarding obstacle detection and avoidance. After 
analyzing the sensor inputs, the unit sends critical information 
to the CPU, which coordinates the robot's navigation strategies. 

This innovative approach not only increases the reliability of 
navigation but also enhances the robot's ability to operate 
effectively in diverse and challenging conditions. The 
integration of fuzzy logic allows the system to adapt to varying 
levels of sensor reliability and environmental complexity, 
improving overall operational efficiency. By enabling the robot 
to make informed decisions quickly, we aim to create a more 
robust and reliable navigation system that ultimately enhances 
the user experience for individuals with visual disabilities. This 
methodology demonstrates the potential of advanced 
computational techniques to revolutionize mobile robotics, 
paving the way for smarter, more autonomous systems. 

B. Map Learning 

This paper proposes a lead-through programming method 
for robot map learning, in which a programmer manually guides 
the robot through various environments while the robot 
autonomously collects environmental data using its sensors, 
supplemented by user input. This interactive approach not only 
facilitates efficient data collection but also enhances the 
accuracy of the mapping process, ensuring that the robot can 
effectively understand and navigate its surroundings [14]. 

At its core, the topological map is constructed as a collection 
of relational paths, represented as straight lines. Each branch of 
the map consists of a straight-line path that maintains a specific 
angle relative to a defined frame of reference. Consequently, the 
robot's learning process focuses on accurately measuring the 
distance between two nodes and the angles that relate to this 
reference frame. This geometric representation is crucial for the 
robot's ability to navigate complex environments, as it provides 
a simplified yet effective way to understand spatial 
relationships. 

As the learning process begins, the odometry unit actively 
measures and models all relevant map data, constructing the 
corresponding map branches in real time. This dynamic 
modeling ensures that the robot captures the nuances of its 
environment, including variations in terrain and the presence of 
obstacles. The data collected during this phase forms the 
foundation for building a reliable map that the robot can 
reference during subsequent navigation tasks. 

Moreover, the programmer plays a critical role in the 
mapping process by entering the number of nodes at each 
landmark location. This input is essential for establishing key 
reference points within the topological framework, allowing the 
robot to create a network of interconnected paths. By defining 
these landmarks, the programmer enhances the robot's ability to 
identify and navigate to specific destinations within the 
environment, improving its overall usability. 

At the conclusion of this comprehensive process, a well-
defined topological map is successfully created, enabling the 
robot to navigate its environment with a heightened 
understanding and improved efficiency. The lead-through 
programming method not only streamlines the map-building 
process but also fosters an intuitive collaboration between the 
human programmer and the robotic system. This synergy results 
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in a robust navigation solution tailored to the specific needs of 
the environment being mapped. 

Furthermore, this innovative approach has practical 
applications beyond traditional robotics, particularly in assisting 
individuals with visual disabilities. By empowering users to 
engage directly in the mapping process, we promote inclusivity 
and ensure that the robot can adapt to unique environments that 
are meaningful to its users. Ultimately, this lead-through 
programming methodology represents a significant 
advancement in robotic learning and navigation techniques, 
paving the way for smarter, more autonomous systems capable 
of operating effectively in a variety of real-world scenarios. 

C. Motion Control Unit (MCU) 

The drive motors of the robotic system are controlled by the 
microcontroller unit (MCU), which manages various aspects of 
motor performance, including speed, direction, reversing, and 
dynamic stopping. This comprehensive control is essential for 
achieving smooth motion and precise position control, enabling 
the robot to navigate its environment effectively. 

When the CPU commands a specific straight path, along 
with its length and angle, the motion control unit calculates the 
required parameters for the motors. This involves determining 
the appropriate speed and timing for each motor to ensure that 
the robot follows the designated path accurately. The closed-
loop control system continuously monitors the motors' 
performance in real time, making adjustments as necessary to 
maintain the intended trajectory. 

This closed-loop feedback mechanism is crucial for handling 
dynamic conditions, such as changes in terrain or unexpected 
obstacles. By constantly comparing the robot's actual position 
and movement against the desired path, the MCU fine-tunes 
motor commands to ensure adherence to the planned trajectory. 
This capability not only enhances navigation accuracy but also 
contributes to the overall stability and reliability of the robotic 
system. 

Additionally, the system allows for responsive maneuvering, 
enabling the robot to execute tasks such as reversing or 
performing dynamic stops without losing momentum or control. 
This level of sophistication in motor control is vital for 
applications requiring high precision, such as assisting 
individuals with visual disabilities, where the robot must 
navigate complex environments safely and effectively. 

Overall, the integration of the MCU with the drive motors 
creates a robust and adaptive motion control system that 
supports the robot's ability to operate smoothly in a variety of 
settings, facilitating a more intuitive and effective navigation 
experience. 

D. Human Robot Communication 

Since our primary objective is to design a blind guidance 
robot, the interaction between the user and the robot relies 
exclusively on oral communication. This approach is essential 
to ensure that individuals with visual disabilities can effectively 
engage with the robotic system. The robot receives commands 
from the blind user through an advanced speech recognition 
system, capable of accurately interpreting vocal instructions in 
real time [3]. 

Once the robot processes the user’s commands, it provides 
feedback through a built-in speaker, conveying information in a 
clear and accessible manner. This two-way communication not 
only facilitates command execution but also keeps the user 
informed about the robot's actions and surroundings, enhancing 
their sense of control and awareness [14]. 

The implementation of this oral communication system is 
designed to be intuitive, allowing users to issue commands 
naturally without requiring specialized training. By using voice 
as the primary interface, the robot fosters a more inclusive 
interaction model, empowering blind users to navigate their 
environments confidently. 

Additionally, the speech recognition system can be enhanced 
with adaptive learning capabilities, enabling it to improve 
accuracy over time based on the user's specific speech patterns 
and preferences. This personalization further strengthens the 
user experience, ensuring that the robot can respond effectively 
to individual needs. Overall, this oral communication 
framework plays a critical role in the functionality of the blind 
guidance robot, making it a valuable tool for enhancing mobility 
and independence for individuals with visual impairments [3] 
[2][14]. 

E. Speech Synthesis Module 

This paper implements a sophisticated speech synthesis 
system based on a phonetic chip capable of producing a wide 
range of sounds. The phonetic system is carefully controlled and 
trained by initially receiving specific phrase data through a 
computer interface. Once programmed, the system operates as a 
stand-alone unit, with a microcontroller facilitating seamless 
communication between the phonetic system and the CPU to 
send the necessary phrase programs to the speakers [17]. 

When the phonetic integrated circuit (IC) receives a program 
containing the phonetic structure of a designated phrase—
transmitted via a serial control protocol—it processes this data 
and generates the corresponding sound associated with that 
phrase. This approach ensures that the robot can effectively 
convey information and respond to user commands in a clear 
and intelligible manner [17]. 

To enhance the audio output quality, sound tuning is 
performed using a double-stage low-pass filter, which helps 
eliminate unwanted high-frequency noise and ensures that the 
produced sounds are smooth and natural. This filtering process 
is crucial for optimizing the user experience, as clear audio 
communication is essential for effective interaction between the 
blind user and the robotic system. 

By leveraging this phonetic synthesis approach, the robot 
can provide verbal feedback, enhancing situational awareness 
for the user and allowing for more interactive navigation. The 
flexibility of the system enables it to be programmed with a 
variety of phrases tailored to assist users in different scenarios, 
significantly improving the robot's functionality as a guidance 
tool. Overall, this speech synthesis system represents a vital 
component of the robot's user interface, fostering an engaging 
and responsive communication experience for individuals with 
visual disabilities. Fig. 7 shows the block diagram of our speech 
synthesis unit. 
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Fig. 7. Block diagram of the speech synthesis unit. 

F. Speech Recognition Module 

The speech recognition module is designed to recognize up 
to 40 distinct words, each with a maximum duration of 0.96 
seconds. Notably, this module supports a speaker-independent 
speech recognition system, enabling it to effectively interpret 
commands from various users without requiring extensive 
training. Each trained word is assigned an index ranging from 
one to forty, facilitating easy identification and processing. 

In recognition mode, when a word is successfully identified, 
its corresponding index number is output by the system and 
transmitted to the CPU as the recognition result. This seamless 
communication allows the robot to take appropriate actions 
based on user commands. A comprehensive overview of the 
speech recognition approach and the underlying algorithms will 
be presented in a forthcoming paper, providing further insights 
into the technical intricacies involved [18][19]. 

The speech recognition unit operates in two distinct modes: 
training mode and running mode. In training mode, the unit 
captures the user’s spoken word and associates it with a specific 
index number between one and forty. It then saves the unique 
voice pattern along with its assigned number in the SRAM, 
ensuring that the system can recognize the word in future 
interactions [18]. 

Once training is complete, the system transitions to running 
mode, where it continuously listens for spoken input. During this 
phase, the module remains vigilant and ready to recognize 
speech at any time. If a recognized word is detected, its 
corresponding number is sent to the CPU, prompting the robot 
to execute the designated action. This dual-mode functionality 
enhances the flexibility and responsiveness of the system, 
allowing for efficient communication and interaction with the 
user. 

Overall, the implementation of this speech recognition 
module is a critical component of the blind guidance robot, 
significantly improving its ability to understand and respond to 
user commands in real-time. The speech recognition unit is 
shown in Fig. 8. 

 

Fig. 8. Block diagram of the speech recognition unit. 

VI. RESULTS 

This paper applies the described robot design in an indoor 
environment, where a comprehensive map is constructed. When 
commands are issued to the robot, it begins movement from a 
specified source point to a designated destination. Fig. 9 
illustrates the test results, demonstrating the effectiveness of the 
robot's navigation system. 

 
Fig. 9. Indoor environment test results. 

In the figure, the black line represents the map-based path 
generated through the topological mapping process, reflecting 
the pre-defined routes established during the learning phase. In 
contrast, the red line illustrates the actual path taken by the robot, 
which is a dynamic combination of both map-based and sensor-
based navigation strategies. 

The sensor-based path begins with the detection of obstacles, 
represented in green on the diagram. Upon encountering an 
obstacle, the robot employs its obstacle avoidance algorithms to 
navigate around it effectively. Once the obstacle is bypassed, the 
robot reorients itself and returns to the next node as indicated in 
the topological map, ensuring continuity in its route. 

This integration of both mapping and sensor data enables the 
robot to adapt in real-time to changing conditions in the 
environment, enhancing its navigational accuracy and 
reliability. By successfully blending map-based navigation with 
responsive obstacle avoidance, the system demonstrates its 
ability to operate effectively in complex indoor settings, paving 
the way for practical applications in assisting individuals with 
visual impairments. The results underscore the potential of this 
robotic design to facilitate independent movement and enhance 
user confidence in navigating unfamiliar spaces. 

VII. CONCLUSION AND FUTURE WORK 

In conclusion, this paper presents a comprehensive approach 
to designing an autonomous blind guidance robot that 
effectively integrates advanced navigation, speech recognition, 
and user interaction technologies. By employing a lead-through 
programming method for map learning, the robot can 
autonomously navigate complex indoor environments, adapting 
to dynamic conditions through a combination of map-based and 
sensor-based paths. The implementation of a robust speech 
synthesis and recognition system facilitates intuitive 
communication between the robot and its users, ensuring that 
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individuals with visual impairments can interact seamlessly with 
the technology. 

The results demonstrate the effectiveness of the robot's 
navigation capabilities, highlighting its ability to detect and 
avoid obstacles while maintaining a clear route based on a 
topological map. This integration of various systems not only 
enhances the robot's operational efficiency but also significantly 
improves the user's experience, promoting independence and 
confidence in navigating unfamiliar spaces. 

Future work will focus on further refining the speech 
recognition algorithms and expanding the robot's capabilities to 
handle more complex environments. Overall, this research 
contributes to the ongoing development of assistive technologies 
aimed at empowering individuals with visual disabilities, paving 
the way for more inclusive and accessible robotic solutions. 
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Abstract—Now-a-days, biometric technology is widely 

employed for many security purposes. Facial recognition is one of 

the biometric technologies that is increasingly utilized because it is 

convenient and contactless. However, the facial recognition system 

has become the most targeted by unauthorized users to get access 

to the system. Most facial recognition systems are vulnerable to 

face spoofing attacks. With the widespread use of the internet and 

social media, it has become easy to get videos or pictures of 

people’s faces. The imposter can use these documents to deceive 

facial authentication systems, which affects the system’s security 

and privacy. Face spoofing occurs when an unauthorized user 

attempts to gain access to a facial recognition system using 

presentation attack instruments (PAIs) such as photos, videos, or 

3D masks of the authorized users. Therefore, the need for an 

effective face anti-spoofing (FAS) system is increased. That 

motivated us to develop a face anti-spoofing model that accurately 

detects presentation attacks. In our work, we developed a model 

that integrates handcrafted features based on Chainlets (as 

motion-based descriptor) and the convolutional neural network 

(CNN) to provide a more robust feature vector and enhance 

accuracy performance. Chainlets can be computed from deep 

contour-based edge detection using Histograms of Freeman Chain 

Codes, which provides a richer and rotation-invariant description 

of edge orientation that can be used to extract Chainlets features. 

We used a benchmark dataset, the Replay-Attack database. The 

result shows that the Chainlets-based face anti-spoofing method 

overcome the state-of-art methods and provide higher accuracy. 

Keywords—Presentation attacks; Chainlets; contour; 

handcrafted features; chain code; CNN; face anti-spoofing 

I. INTRODUCTION 

In recent years, there has been an increasing interest in 
human recognition using biometric systems. Facial recognition 
systems are among the most popular biometric systems on the 
market because of their ease of use, high performance, and high 
level of security compared to iris and fingerprint recognition [1]. 
It is widely used in real-world applications, such as online 
payment and e-commerce security, smartphone-based 
authentication, secure access control, and others [2]. However, 
because of the widespread use of face recognition technologies, 
they have increasingly been the focus of Presentation Attacks 
(PAs). These attacks can be categorized into two types: (1) 
Impersonation attacks are an unauthorized user attempt to spoof 
someone else’s identity, and (2) Obfuscation attacks are a user 
attempt to avoid being recognized by the system [3]. Face 
spoofing is when an unauthorized user tries to gain access to the 
facial recognition system by using one of the Presentation 
Attack Instruments (PAIs) like a photo (Print attack), a digital 
video (Replay attack), or wearing a mask (3D mask attack) of 
the authorized user [4] [5]. The most popular PAs are photo and 

video because they are easy to obtain and inexpensive compared 
to 3D mask attacks. 

Face anti-spoofing (FAS) methods can be categorized into 
four main types: liveness, texture, 3D geometric, and multiple 
cues-based. 1- Liveness-based methods utilize motion in video 
frames to distinguish between real and spoofed faces. 2-Texture-
based methods analyze the micro-texture of the object in front 
of the camera. 3- Three-dimensional geometric methods rely on 
the 3D structure of the user’s face. 4- Multiple cues-based 
methods combine various techniques, such as integrating texture 
features with motion features [6]. 

In prior works, most face anti-spoofing methods based either 
on traditional methods, which use machine learning or deep 
learning. The first-mentioned is by extracting the handcrafted 
features and training the classifier to differentiate between fake 
and real faces [7]. It provides good performance in some 
situations; however, the researcher should have prior knowledge 
to design the features. Also, it cannot guarantee that the 
technique will function well in an unknown environment. The 
methods based on deep learning are more robust and concentrate 
on designing the model’s structure, and are better able to handle 
a wide range of frequency responses. In general, deep learning 
models tend to outperform shallow ones [8]. The Convolutional 
Neural Network (CNN) architecture was proven that it is very 
effective for face anti-spoofing and superior to the other 
algorithms in terms of feature extraction [7]. However, 
optimizing the parameters would need a large number of training 
samples, which is not feasible for the existing face anti-spoofing 
databases [8]. 

In our proposed strategy, we use both handcrafted features 
and deep learning to obtain more robust features and produce a 
face anti-spoofing model with high accuracy [8]. Although there 
are many attack types with different scenarios, until now, there 
is no outstanding technique for face anti-spoofing systems. 
There is little attention paid to the development of a fusion 
strategy that incorporates various liveness features with multiple 
visual cues. Integrating liveness features from multiple cues will 
improve the detection accuracy of the face anti-spoofing system 
[9]. Deep learning models, particularly Convolutional Neural 
Networks (CNNs), have shown encouraging outcomes in 
numerous visual recognition tasks, leading researchers to use 
them in face anti-spoofing [2]. 

Integrating of handcrafted features and deep features has 
been used in face anti spoofing with promising results. The 
paper [10] integrates the handcrafted features with deep 
learning. It proposes an approach to enhance motion cues for 
face anti-spoofing using a CNN-LSTM architecture. This 
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architecture combines Convolutional Neural Networks (CNNs) 
for spatial feature extraction and Long Short-Term Memory 
(LSTM) networks for capturing temporal dynamics across video 
frames. While Eulerian Motion Magnification is used to enhance 
subtle motion cues, it also degrades image quality. This can 
sometimes impact overall feature extraction negatively. Also, 
the temporal features are sensitive to low-quality frames affected 
by blur or noise, reducing effectiveness. 

Consideration of the cues of motion across video frames 
requires taking into account the changes in objects, such as the 
face for each frame in terms of orientation and shape boundaries, 
which play a major role in detecting fundamental changes in 
impersonation. The paper in [11] introduces Chainlets, a novel 
object detection and recognition descriptor in computer vision. 
Chainlets build upon edge-based representations, improving 
upon existing methods like Histograms of Oriented Gradients 
(HOG) by incorporating edge connectedness and ordered 
orientation changes. This enhancement enables Chainlets to 
handle challenges like orientation invariance. While Chainlets 
were used for ear recognition and pedestrian detection and  
achieved competitive results with simple classifiers SVM, this 
motivated us to use Chainlets with Deep learning in the face 
anti-spoofing field to differentiate the fake and real faces. More 
specifically, in our work, we developed a model that integrates 
Handcrafted features based on Chainlets[11] (as motion-based-
descriptor) and deep learning (CNN network) to enhance the 
performance in terms of accuracy. 

The contributions of this paper are: 

1) Utilizing a novel, generalized feature descriptor, 

Chainlets, for face anti-spoofing. 

2) Built a model that integrates handcrafted features with 

CNN to get more robust features to improve the accuracy. 

3) The experimental results demonstrate that Chainlets 

deliver better performance in face anti-spoofing than other 

algorithms. 

This paper is organized as follows: Section II presents the 
literature review, Section III presents the methodology, Section 
IV discusses the experiments, and Section V presents the 
conclusions. 

II. RELATED WORK 

Nowadays, Face anti-spoofing FAS is important for all facial 
recognition systems to discriminate between real and fake faces. 
Most FAS methods are based on either traditional methods or 
deep learning. The following sections briefly review the relevant 
works performed in face spoofing detection based on traditional 
and CNN based FAS techniques [7]. 

A. Traditional FAS Methods 

Traditional FAS methods involve extracting handcrafted 
features and training classifiers to differentiate between fake and 
real faces [7]. Consequently, all existing Traditional FAS 
methods can be categorized into face anti-spoofing methods 
depending on motion information, texture information, 3D 
geometric, or multiple information. The methods based on 
handcrafted features provides good performance in some 
situations; however, the researcher should have prior knowledge 

to design the features. Also, it cannot guarantee that the 
technique will function well in an unknown environment [8]. 

1) Motion cue-based methods: The motion-based methods 

endeavor to detect liveness based on movement, for example, 

mouth movement or eye blinking or others. This method 

effectively detects photo attacks however provides poor 

performance in detecting video attacks [6]. 

The study in [12] proposed a method for Counter-Measures 
which is based on the correlation of foreground and background 
movement. This technique detects motion correlation between 
the scene’s background and the user’s face to indicate spoofing 
attack existence depending on optical flow (OF) to estimate 
direction. Additionally, histograms, normalization, comparison, 
and OFC quantization are employed to analyze frames for 
correlation. In the results and conclusion, this study presents a 
photo-attack dataset, which includes spoofing attacks under 
various conditions, and successfully detects photo attacks using 
motion correlation, achieving a 1.5% Half Total Error Rate 
(HTER). 

These previous studies [13] [14] aim to propose methods for 
detecting liveness. The study in [13] presented an algorithm to 
evaluate liveness in face image sequences, with the goal of 
adding liveness awareness in a non-intrusive manner. This 
system is based on new Optical Flow (OF) and employs local 
Gabor decomposition and SVM experts. The system operates in 
real-time, with an input of three frames and an output of a 
liveness score; if the value of the score is 0, that means no 
liveness (fake face), and if it is 1, that means the maximum 
liveness (real face). The study’s method depends on integrating 
the detection of face and the estimation of Optical Flow (OP) in 
order to indicate the liveness score. This integration is a 
combination between Optical Flow of Lines (OFL) by means of 
1D Gaussians employment including derivatives and 
implementation of model based on a logpolar grid Gabor and 
SVM features. The XM2VTS database has been used for 
evaluation. The results show the success and robustness in 
detecting the liveness. Furthermore, the rate of error was about 
0.5%. However, this method is not effective against video replay 
attacks. 

The objectives related to this study [11] fall under presenting 
a new approach for detecting pedestrian and recognizing ear, 
proposing utilize of Chainlets as a new object descriptor. In 
computer vision applications, Hand-crafted models have shown 
encouraging results for pedestrian recognition. Based on these 
findings, human identification and other applications have 
adopted the Histogram of Oriented Gradients (HOG) features. 
Unlike traditional methods like Histograms of Oriented 
Gradients (HOG), which fail to model edge connectedness, 
Chainlets use Histograms of Chain Codes to enhance object 
descriptiveness and provide orientation invariance. Chainlets, 
which we refer to as normalized histograms of chain codes, are 
used as new descriptors for detection/recognition in the 
suggested unique method. In addition, experiments demonstrate 
that Chainlets perform better than HOG-based algorithms and 
also deep networks in particular cases. Speaking of 
methodology, this study’s method using an ordered oriented data 
which is computed from deep contour based on edge detection; 
Chainlets. Chainlets produce strong results for pedestrian 
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detection, boosting performance in comparison to previous 
hand-crafted descriptors and setting a new standard for 
biometric ear recognition. However, the current state of the art 
uses a quicker R-CNN and an improved classifier to enhance 
deep features for pedestrian identification. Even greater 
performance may be achieved by combining these improved 
classifiers with Chainlets. Aside from pedestrian detection and 
recognition, we feel that Chainlets have a lot of potential for 
usage in other areas such as face anti-spoofing. 

This paper in [15] also utilized Chainlets, introducing an 
algorithm for ear recognition called the Chainlet-Based Ear 
Recognition method, which incorporates multi-banding image 
processing and support vector machine (SVM) classification. 
The approach involves splitting an ear image into multiple bands 
based on pixel intensity and using the Canny edge detection 
algorithm to extract edges in each band. These edge maps are 
combined into a single binary edge map representing the ear’s 
contours. It achieved high accuracy with optimal band counts on 
two benchmark datasets: IITD II and USTB I. 

2) Texture cue-based methods: The methods based on 

texture took use of the fact that a genuine face has a distinct 

illumination pattern and texture than the 3D mask, paper, or 

LCD surface utilized to perform the presentation attack [16]. It 

aims to explore the micro-texture of the object in front of the 

camera [6]. Texture feature-based methods utilize two kinds of 

features: static or dynamic. The Static texture cues extract 

spatial texture features from a single image. In comparison, the 

dynamic texture cues extract spatiotemporal texture features 

from video sequences [6]. In this method, the computational 

complexity is low, and the implementation is easy; however, 

with the recent and high-resolution cameras and high-quality 

pictures, the texture information is not enough, and we need to 

combine it with other information [17]. 

These previous studies [18] [19] aim to propose methods 
based-on color texture analysis. This paper [18] proposed a 
novel face anti-spoofing approach based on analysis of color 
texture. This study focus on using chrominance information in 
order to discriminate fake faces from real ones, while other 
studies have focused on evaluating the luminance of the face 
pictures. Related to methodology and experiments, the 
information relative to joint color texture, which comes from the 
luminance and the chrominance channels, has been analyzed 
based on a color local binary pattern descriptor. Furthermore, the 
histograms of feature have been extracted separately from each 
picture band. For the classification, they utilized a SVM with 
RBF Kernel. In the result, the investigation of the useful color 
space among HSV, RGB, and YCbCr spaces has been indicated. 
The performed experiments on CASIA and Replay-Attack 
databases have delivered excellent results taking into account a 
very promising results related to capabilities of generalization. 

This paper in [20] proposed a new approach to detecting 
spoofing attacks based on texture analysis regarding 
characterization of printing artifacts, image quality assessment, 
and differences in light reflection. In addition, this study aims to 
present a new model by evaluating facial image textures in order 

to distinguish between live face and face in a printed image. This 
study considers the NUAA Photograph Imposter Database. The 
evaluation of the facial images’ texture has been done by multi-
scale local binary pattern (LBP). Speaking of methodology, the 
live objects must appear fixed as much as possible by 
minimizing the blinking motion of the eye and other 
movements. For the classification, they utilized a SVM with 
RBF Kernel (LibSVM). The results, this approach is robust and 
fast in calculations and demands no cooperation from the user, 
where the accuracy achieves 98.0%. 

3) 3D Geometric cue-based methods: The 3D geometric-

based methods use the depth information of the face to 

differentiate between a 2D face (photo or video attack) and a 

3D face (real face). This method effectively detects photo and 

video attacks; however, it is not adequate to detect 3D mask 

attacks and is also costly because it needs additional hardware 

[17]. 

This paper in [21] proposed a new approach for detecting 
face liveness in order to eliminate spoofing attacks based on 
recovering sparse 3D facial structures. The methodology 
involves capturing faces in videos or photo sequences from at 
least three viewpoints, detecting facial landmarks, and selecting 
key frames. After that, the recovering operation of the sparse 3D 
facial structure can be done based on the chosen key frames. 
Eventually, a training process for the Support Vector Machine 
(SVM) is performed in order to differentiate the real faces from 
the fake ones. They evaluate the proposed method using three 
datasets, CASIA, NUAA, and Idiap databases.  In the results of 
experiments, the proposed method has achieved ideal 
performance in detecting liveness where the accuracy achieved 
100% for Face Liveness Detection. It outperforms the state-of-
the-art methods in differentiating the genuine, planar, and 
warped image faces. The disadvantages of this method are that 
it provides good performance just for detecting photo attacks, 
not others. Also, it needs various viewpoints where one image is 
not enough. In addition, if the number of key frames is not 
enough, it can affect the performance. 

This paper in [22] proposed a multispectral approach for 
FAS with not only (VIS) spectra imaging but also with the near 
infrared (NIR) one in order to execute VIS–NIR image 
consistency for spoofing detection purposes. Related to 
methodology and tools, correlation analysis has been employed 
in order to achieve a more compatible anti-spoofing method. 
The overall system consisted mainly of: (i) trained correlation 
confidence map to have a robust system, (ii) VIS–NIR 
correlation model, (iii) illumination robust feature extraction, 
and (iv) final classifier to perform detection. First, to avoid 
unbalanced illumination terms, input has been preprocessed by 
histogram equalization and face to eye position normalization, 
then region features. In addition, the information of correlation 
is calculated based on features of NIR and VIS photo patches. 
The proposed method has achieved an effective performance in 
handling spoofing attacks with different illumination, and also 
intra and cross dataset testing protocols on the three datasets 
(Ms-spoof, self-collected and PolyU-HSFD) based on extracting 
complementary features on VIS and NIR photos. The ACER 
(%) is 1.76 in the self-collected dataset, and 0.241 in Ms-spoof 
dataset. 
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4) Multiple cues-based methods: The multiple cues-based 

methods consider combining multiple cues such as motion 

information with texture information. This method detects 

varied kinds of face presentation attacks [6]. The methods based 

on multiple cues are superior in accuracy; however, it needs 

high Computations [17]. 

This paper in [23] proposed a liveness detection system that 
integrates motion and texture cues, exploiting scene context and 
eye blinks in a real-time system to non-intrusively resist 
spoofing attacks. The proposed method utilized the conditional 
random field model for eye blinks and LBP to compare the scene 
context to the reference images. Two databases were created for 
evaluating the system: a photo-imposter video database and a 
live face video database. The experimental results verified the 
system’s reasonable ability to counter spoofing attacks and its 
robustness against camera shifts as well as its achievement of 
99.5% accuracy. However, this method is unsuitable for real-life 
applications as the camera must remain fixed in the same 
position. 

This paper in [9] proposed a multi-cues integration 
framework for face anti-spoofing utilizing a hierarchical neural 
network in order to enhance the ability of generalization. The 
proposed method is meant to fuse image quality cues and related 
motion in order to detect liveness. They extract image quality 
features using shearlet (SBIQF) and motion features using 
optical flow. In addition, they fuse features from multi cues 
using bottleneck representations that can effectively integrate 
various features of liveness. They evaluate the method using 
three databases:  Replay-Attack, CASIA-FASD, and 3D-MAD 
datasets. Effective performance was achieved, with Equal Error 
Rates (EERs) of 0% in the Replay-Attack and 3D-MAD 
databases and 5.83% in the CASIA-FASD database. 

B. CNN-Based FAS Methods 

This section discusses strategies that exclusively employ 
deep learning techniques or combine shallow machine learning 
and deep learning techniques based on their performance, 
strengths, and weaknesses. 

This paper in [24] proposed a study utilizing CNNs to learn 
features with high discriminative ability, with the aim of 
enhancing FAS effectiveness. The OpenCV detector was 
employed for face detection, followed by the refinement of 
bounding boxes around facial landmarks to encompass the 
majority of facial regions. Images were resized to 128 × 128 
pixels, and the Caffe toolbox was used for CNN training with a 
learning rate of 0.001, decay of 0.001, and momentum of 0.9. 
For classification, SVM with RBF kernel was employed. The 
proposed method was evaluated using Replay-Attack and 
CASIA datasets, achieving significant improvements over 
previous methods, with a 5% reduction in HTERs. However, the 
proposed method exhibited unsatisfactory performance in inter-
test scenarios. 

This paper in [10] proposed an FAS method based on a joint 
CNN-LSTM network, considering motion cues across video 
frames. This study extracted high discriminative properties and 
features from video frames using conventional CNN. The 
combination of these extracted features with Long Short-Term 
Memory (LSTM) was employed to capture temporal dynamics 

within video sequences. Additionally, Eulerian motion 
magnification was utilized to enhance facial expressions, while 
the attention mechanism in LSTM ensured the model focused on 
dynamic frames. The Adam optimizer was used for training the 
network with a learning rate of 0.00001. The proposed method 
was evaluated using Replay-Attack and MSU-MFSD datasets, 
achieving improved performance in generalization ability and 
fine-grained motion detection, with an HTER of 3.53% and an 
ACC of 96.47% in the Replay-Attack dataset. However, the 
experimental results indicated that dynamic variations in 
temporal features are beneficial for enhancing generalization 
ability. 

This paper in [25] proposed an FAS method using CNN 
alongside a handcrafted technique (LBP-TOP) for feature 
extraction and classifier training. This method eliminates the 
need for detection, refinement, or enlargement steps. A 
cascading process for the LBP-TOP technique with CNN was 
performed to extract spatiotemporal features and obtain 
discriminative clues between genuine access and impersonation 
attacks. The proposed method was evaluated using the Replay-
Attack and CASIA datasets, demonstrating significant potential 
for employing LBP-TOP with CNN for anti-spoofing purposes. 
An EER of 3.22% and HTER of 4.70% was achieved in the 
Replay-Attack dataset. Experimental results indicated 
competitive performance compared to previous methods. 

This paper in [8] proposed a face anti-spoofing method 
regarding the deep local binary pattern. This study depends on 
extracting the handcrafted features from the convolutional 
responses related to tuned finely CNN model. First, the CNN 
has been finely tuned using a trained model of VGG-face. After 
that, the features of LBP are computed from the convolutional 
responses and combined in unique vectors of feature. These 
vectors are used by a SVM classifier in order to detect spoof 
faces. Related to samples, two databases are considered CASIA- 
FA and Replay-Attack. In the results, the investigation of the 
useful color space among HSV, RGB, and YCbCr spaces has 
been indicated. The experiments have delivered excellent results 
taking into account very promising results related to capabilities 
of generalization. The EER (%) is 0.1, and HTER (%) is 0.9 in 
Replay-Attack dataset. The EER (%) is 2.3 in CASIA-FA 
dataset. 

This paper in [26] proposed a new approach for detecting 
face spoofing by extracting local features, specifically LBPs and 
simplified Weber local descriptors (SWLDs). The integration of 
Weber local descriptors (WLD) and LBP features ensures 
preservation of the local intensity information and edge 
orientations. The methodology involved two streams: an LBP-
based CNN and a SWLD-based CNN. Initially, face regions 
were localized using Viola-Jones face detection. Subsequently, 
LBP and SWLD features were extracted by dividing the image 
into smaller parts. The features were encoded using CNN. 
Eventually, a non-linear SVM classifier with a radial basis 
function kernel was employed to determine whether a face was 
live or fake. The proposed method was evaluated using the 
Replay-Attack and CASIA datasets and achieved competitive 
results, with an EER and HTER of 2.62% and 2.14%, 
respectively, in the CASIA dataset and 0.53% and 0.69%, 
respectively, in the Replay-Attack dataset. This method’s 
minimal complexity makes it suitable for real-time applications. 
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This paper in [27] proposed a new novel architecture 
consisting of a two-stream Frequent-Spatial-Temporal-Net for 
face anti-spoofing, which mainly combines the advantages of 
temporal, frequent, and spatial information. In addition, this 
study aims to achieve a multi-frame spectrum photo for the 
discriminative deep neural-network in order to distinguish 
between fake and live video. This study presents first the 
substantial properties related to the model. Then, elaborating the 
proposed network architecture is employed beside a strategy of 
learning in the pipeline. The implementation in MXNet and 
adoption of 4 blocks ResNet-v1b-18 for spatial part is used. 
While 0.3 rate of learning, 0.0001 weight decay, and 0.03 rate 
of Freq-Temp-Net stream learning are adopted. They evaluate 
the proposed method using three datasets: CASIA-SURF, 
OULU-NPU, and SiW datasets. Experimental results show a 
promising enhancement considering the proposed method 
besides the improved demonstrated ability of generalization 
compared with previous and existing approaches where the 
ACER (%) is 0.016 in CASIA-SURF, 1.1 in OULU, and 0.67 in 
SiW. 

III. METHODOLOGY 

To fulfill this study's objectives, we proposed designing a 
face anti-spoofing model capable of discriminating between real 
and fake faces with high accuracy. In Fig. 1, the proposed 
algorithm consists of five main stages: image pre-processing, 
Edge Detection, finding contours, extracting chainlets Features, 
and CNN model. The Chainlets were chosen as a motion-based 
descriptor due to their proven effectiveness in pedestrian 
detection and biometric ear recognition [11]. 

Chainlets is a concept that suggests that each object edge in 
an image can be represented as a histogram of chain codes, with 
each chain code representing the direction of connected edge 
segments. The label shifts between two absolute chain code-
based Chainlets histograms can be used to determine the 
approximate rotation. Absolute chain code is dependent on the 
image’s edge orientation, which results in different codes for 
rotated versions of objects. The frequency of occurrence of each 
of the eight directions, which depicts the shape of the object, is 
calculated by a chain code histogram. The picture sequence’s 
Chainlets are first computed and concatenated with the 
sequence’s first image, which can characterize motion direction 
and orientation. 

A. Image Preprocessing 

Before extracting Chainlets, the image needs to be 
preprocessed. Fig. 2 shows the stages of image processing. First, 
the image will converted to grayscale, and then GaussianBlur 
will be applied to reduce noise from an image. 
cv2.GaussianBlur(img, (5,5), 0). 

 
Fig. 1. The proposed algorithm. 

 
Fig. 2. Stages of image processing. 

B. Edge Detection 

The Canny edge detection algorithm [28] is a classic method 
that has proven its effectiveness over the years and remains 
widely utilized. Its approach is grounded in three main goals: (i) 
minimizing error rates, (ii) accurately locating edge points, and 
(iii) producing thin edges. We used canny edge detection with 
threshold values minVal and maxVal. 

cv2.Canny(img, 50, 150) 

Then the detected edges are dilated using a 3 x 3 kernel to 
close any gaps in the edges. 

C. Finding Contours 

Contours can be viewed as a plot or curve that links all the 
consistent points—typically found along the edges of a digital 
image—that exhibit similar colors or intensities. These 
connected points are associated with one another. Contours 
serve as useful tools for various applications, including 
structural analysis, object segmentation, object recognition, and 
others [29]. We used the find contours function from OpenCV 
and it has three parameters: the input image, contour retrieval 
mode, and contour approximation method. 

cv2.findContours(img, cv2.RETR_EXTERNAL, 
cv2.CHAIN_APPROX_SIMPLE) 

D. Extracting Chainlet Features 

The representation of an image plays a crucial role in image 
processing and facial recognition. A key feature of an image is 
conveyed through the shapes created by the edges of an object. 
Histograms of Oriented Gradients HOG capture some of this 
information; however, it fails to account for important spatial 
relationships concerning the edges of an object. Specifically, 
HOG does not consider the connectedness of the edges, and the 
sequence and arrangement of orientation changes are not 
reflected in the histogram. The reason for using Chainlets as 
motion-based descriptor is that a face's appearance and shape 
can be effectively represented by the density of relative chain 
codes, which encode rotation-invariant edge detection. While 
this idea is related to HOG, it utilizes longer, connected edges, 
offering a more comprehensive and rotation-invariant 
representation of edge orientation [11]. 

We extract handcrafted features using the Chainlets which 
are built on the concept of Freeman chain codes [30] by making 
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them rotation-independent and more localized, thus mitigating 
the negative impacts of partial occlusions. It is characterized by 
local edge orientations that are aggregated into a global 
histogram sequence representing the entire image. 

Chain code [31] is a method for documenting a sequence of 
edge points along a contour, indicating the direction of each 
edge in the sequence. These directions are categorized into eight 
distinct orientations. The notation progresses clockwise around 
the contour, starting from the first edge. Each subsequent edge’s 
direction is represented by one of the eight chain codes. The 
direction associated with the 8-neighbor of an edge is illustrated 
in Fig. 3. 

A chain code histogram measures how often each of the 
eight directions occurs, indicating the shape of the face. Fig. 4 
illustrates the steps of extracting Chainlets features. Firstly, 
divide the binary image into cells, then compute the chain code 
for each one, compute chain code histogram and normalized, the 
all blocks' collection represents the Chainlets features. Finally, 
the extracted chainlets features are passed to the CNN model. 

 
Fig. 3. Example of extracting chain code (clockwise). 

 
Fig. 4. Extracting chainlets features. 

E. CNN Model 

We build a CNN model for learning features. Our CNN 
model consists of three convolutional layers and 3 dense layers. 
The response normalization layers are applied to the outputs of 
the three Conv layers. Max pooling layers are utilized to 
generate the output for the three convolutional layers. Moreover, 
the 4th, 5th, and 6th layers are Dense layers. Further, we add the 
Dense layer with sigmoid activation to produce the binary 
output. We use Adam optimizer with a learning rate of 0.001. 
When compiling the model we use Binary Cross Entropy as the 
loss function to train the model for binary output, 1 is spoof face 
and 0 is real face. 

IV. EXPERIMENTAL RESULTS 

We used a benchmark dataset, which is Replay-Attack. The 
Replay-Attack dataset contains 1,300 videos from 50 subjects, 
including real and fake face-spoofing attacks. For every subject, 
four genuine and eight fake sequences are obtained under 
various lighting terms with two support conditions (Fixed and 
Hand-held). Fig. 5 Shows example images from the Replay-
Attack database. The images in the top row are genuine, while 
those in the bottom row are fake. 

 
Fig. 5. Example of images from the Replay-Attack database. 

The training set contains 93679 frames, the testing set 23395 
frames, and the validation data size is 21055 frames. We 
evaluated the proposed model's performance to prove its 
effectiveness using the following metrics: Half Total Error Rate 
(HTER), Equal Error Rate (EER), and accuracy. The 
experimental results clearly demonstrate that the proposed 
Chainlets-based face anti-spoofing technique significantly 
surpasses state-of-the-art methods. This performance can be 
justified by the fact that integrating Chainlets as handcrafted 
features with deep learning will extract valuable features and 
produce a high-performance face anti-spoofing technique. Table 
I and Fig. 7 show that the proposed technique achieves the best 
performance compared with other state-of-art methods. Our 
model achieves high accuracy at 99.85%, the HTER is 0.15%, 
and the EER is 0.15%. Fig. 6 presents the training and validation 
accuracy and loss for the proposed algorithm. 

 
Fig. 6. Training and validation accuracy / loss curves. 

TABLE I.  EVALUATION OF MODEL’S PERFORMANCE AGAINST STATE-
OF-THE-ART METHODS 

Approach 
Replay-Attack Dataset 

EER(%) HTER(%) Accuracy(%) 

CNN + LBP-TOP [25] 3.22 4.70 - 

DeepLBP + CNN + SVM [8] 0.1 0.9 - 

CNN with LBP and WLD + SVM 
[26] 

0.53 0.69 - 

CNN-LSTM [10] - 3.53 96.47 

Chainlets + CNN (Our method) 0.157 0.153 99.85 
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Fig. 7. The EER and HTER for the Replay-Attack dataset. 

V. CONCLUSION 

Given the current widespread use of the internet and social 
media, it is easy to obtain videos or pictures of individuals’ 
faces, making most facial recognition systems vulnerable to 
spoofing attacks. An imposter can use such readily available 
materials to deceive facial authentication systems, thereby 
compromising their security and privacy. There are many attack 
types with different scenarios, so until now, there is no 
outstanding technique for face anti-spoofing. In our proposed 
algorithm, we depend on both handcrafted features (Chainlets) 
and deep learning (CNN) to obtain more robust features and 
high accuracy in the face anti-spoofing system. Thorough 
experiments were conducted on the Replay-Attack dataset to 
assess the effectiveness of the proposed Chainlets-based face 
anti-spoofing method. Our approach achieved perfect 
discrimination between real faces and spoof faces. The EER is 
0.157%, the HTER is 0.153%, and the accuracy is 99.85%, 
which is better than the state-of-the-art methods. However, this 
work does not address the detection of 3D mask attacks. This 
aspect will be considered in future work. 
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Abstract—The exponential growth in video content has 

created a critical need for efficient video summarization 

techniques to enable faster and more accurate information 

retrieval. Video summarization has excellent potential to simplify 

the analysis of large video databases in various application areas 

ranging from surveillance, education, entertainment, and 

research. DSTC-Sum, a novel supervised video summarization 

model, is proposed based on Depthwise Separable Temporal 

Convolutional (DSTC). Leveraging the superior representational 

efficiency of DSTCN, the model addresses computational 

challenges and training inefficiencies encountered in traditional 

recurrent architectures such as Recurrent Neural Networks 

(RNNs) and Long Short-Term Memory (LSTMs). Additionally, 

this approach reduces computational overhead and memory 

usage. DSTC-Sum achieved state-of-the-art performance on two 

commonly used benchmark datasets, TVSum and SumMe, and 

outperformed all previous methods with F-scores by 1.8% and 

3.33%, respectively. To validate the model's generality and 

robustness, the model was further tested on the YouTube and 

Open Video Project (OVP) datasets. The proposed model did 

slightly better on these datasets than several popular techniques, 

with F scores of 60.3 and 58.5, respectively. Finally, these 

findings confirm that this model captures long-term temporal 

dependencies and produces high-quality video summaries across 

all types of videos. 

Keywords—Video summarization; depthwise separable 

temporal convolutional; video processing; deep learning 

I. INTRODUCTION 

In recent years, the proliferation of video capture devices 
and their declining costs have led to an unprecedented increase 
in video data volume. There are many kinds of visual data, but 
the video is one of the most significant. It is impossible to 
expect people to be able to see these videos and extract 
relevant information from them due to the vast amount of data 
included inside them. According to the Cisco Visual 
Networking Index report [1], it will take a human more than 5 
million years to watch all the movies published on the Internet 
each month by 2022. Because of this, developing computer 
vision systems that effectively browse vast amounts of video 
data is becoming an increasingly important goal. Video 
summarizing has emerged as a potential technique that may 
assist viewers in dealing with the massive amount of data in the 
video. 

When given an original video as input, video summarizing 
produces a more condensed version that still contains all the 
essential information from the original. Video summarizing has 
numerous potential applications (for example, indexing, 
browsing, and surveillance) [2, 3]. Summary videos may also 
be helpful for various downstream video analysis activities. For 
instance, running other analytic algorithms on shorter videos, 
such as action recognition, can be done more quickly. 

Recent methodologies [4-6] address video summarization 
as a sequence labeling challenge, focusing on identifying and 
extracting key video segments efficiently. The Recurrent 
Neural Networks (RNNs) with Long Short-Term Memory 
(LSTM) have been modified as an RNN variant to address this 
issue [7]. The LSTM model has a one-to-one correspondence 
between each time step and video frame. The LSTM model 
generates an output binary value at each time step, which 
indicates whether this frame was chosen for inclusion in the 
summary video. The LSTM methodology has the advantage of 
recording the long-range structural connections between 
frames. However, some limitations are embedded into these 
LSTM-based models. In LSTM, the computation typically 
proceeds from left to right. It indicates that the model can only 
perform one frame at a time, with each frame having to wait 
until the processing of the frame has been completed before it 
can begin. Even if there is bi-directional LSTM (Bi-LSTM) 
[8], the computation still has the same issue when using Bi-
LSTM in either manner. Because of the sequential nature of the 
LSTM computation, it is impossible to readily parallelize it to 
make the most of the GPU resources. As temporal classifiers, 
sequence-based architectures such as RNN and LSTM are 
computationally costly, memory-heavy, and challenging to 
train. Temporal Convolutional Networks (TCNs) [9, 10] have 
recently demonstrated promising performance in video 
summarizing tasks. 

In this work, to solve the abovementioned challenges, the 
DSTC-Sum model was designed based on the Depthwise 
Separable Temporal Convolutional Network (DSTCN), which 
efficiently extracts long-term temporal dependencies and local 
features. Unlike RNN-based models, which are 
computationally inefficient, sequential in nature, and reliant on 
domain-specific annotations, TCNs allow the addition of new 
layers while being computationally less expensive, quicker to 
train, and lightweight [11]. This makes traditional methods like 
RNNs and LSTMs unsuitable for large-scale datasets and 
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longer videos. The DSTC-Sum model leverages Depthwise 
Separable Convolutions (DSC) to improve feature 
representation while requiring low computation and memory 
[12]. Its scalable and dataset-agnostic design ensures efficient 
extraction of temporal dependencies and enhances 
generalizability across diverse video datasets. The benefits of 
DSTCN include the use of large kernels to capture long-range 
relationships while limiting the number of overall parameters, 
resulting in compact models. Additionally, large adjacent 
kernels effectively extract both global and local temporal 
features. By enabling simultaneous analysis of all video frames 
through GPU parallelization, DSTC-Sum addresses the 
challenges of computational inefficiency, scalability, and poor 
temporal modeling, achieving superior performance compared 
to current video summarization techniques. 

We conducted comprehensive evaluations on two 
benchmark datasets, TVSum and SumMe. In the standard-
supervised setting, the DSTC-Sum model achieved an F-score 
of 48.7%, which increased to 52.8% with data augmentation. 
On the TVSum dataset, the model attained an F-score of 61.2% 
in the standard setting, improving to 62.9% with augmentation. 
These results demonstrate the superior performance of the 
DSTC-Sum model compared to state-of-the-art techniques, 
with notable improvements of 1.8% and 3.33% on the two 
datasets, respectively. This highlights the model’s enhanced 
ability to accurately predict the importance of video segments 
and generate high-quality summaries. The DSTC-Sum model's 
effective capture of temporal dependencies and key factors sets 
it apart, underscoring its potential for broader video 
summarization applications. To further evaluate the model's 
generalizability and robustness, we extended our experiments 
to two additional datasets: YouTube and the OVP. The model 
demonstrated superior performance on these datasets, 
achieving F-scores of 60.3% and 58.5%, respectively, 
outperforming several state-of-the-art techniques. These results 
underscore the model’s effectiveness in capturing long-term 
temporal dependencies and generating high-quality summaries 
across various video genres. 

The paper is organized as follows: Section II briefly 
discusses related studies on deep learning-based video 
summarizing approaches. Section III introduces our suggested 
DSTC-Sum model. Section IV discusses the model 
implementation and experimental findings. Lastly, the paper's 
conclusion is presented in Section V. 

II. RELATED WORK 

Video summarization presents the challenge of selecting 
the most relevant segments of a video for inclusion in the 
summary and accurately identifying and extracting those 
segments from the entire video. This process requires a 
comprehensive understanding of the video content to ensure 
the summary represents the original video's essential aspects. 
In the early stage of video summarizing research, most 
approaches focus on a particular category of videos. For 
instance, the significance of a specific occurrence during a 
video segment of a show airing a sporting event can be easily 
determined by referring to the regulations governing that sport. 
[13]. In addition, certain sports games, such as baseball and 
American football, have a specific structure that makes 

extracting crucial segments of the game's action easier. 
Similarly, characters who feature in movies can also be domain 
knowledge [14]. In these areas, video summaries can be 
generated with the assistance of many kinds of metadata [15, 
16]. Videos focusing on the creator alone are another 
fascinating example of video domains. A video summarization 
approach has been proposed using specific domain knowledge 
that can be considered a set of predetermined objects [17]. This 
approach aims to summarize videos in a manner that considers 
the domain's specifics. Newer methods in this general area use 
supervised learning techniques to incorporate domain 
knowledge. For instance, [18] offered to summarize a video 
with the primary focus on a particular event and use an event 
classifier's confidence score to measure a video segment's 
significance. However, due to the heavy reliance that such 
methods have on specific industry expertise, it is nearly 
impossible to generalize them to other types of writing. 

When given an original video as input, the video 
summarizing goal is to produce a condensed version 
highlighting the most vital information from the original. There 
have been many other ways that this issue has been 
represented, such as in a video overview [19], time-lapses [20-
22], montage [23, 24], and storyboards [25-29]. Our work is 
most closely associated with storyboards, consisting of a 
selection of a few typical frames of video that outline important 
events throughout an entire film. Storyboard-based 
summarization can produce two different kinds of outputs: 
keyframes [30], in which specific isolated frames are selected 
for forming the summary of the video, as well as key shots [31, 
32], a method for generating a resume that considers a series of 
successive correlated frames contained within a temporal slot. 
Both types of outputs are referred to as keyframes. 

Initial efforts in a video summarizing primarily rely on 
hand-crafted heuristics. Most of these methods do not require 
supervision. They specify a variety of heuristics to reflect the 
significance of the frames' representativeness [33-39], and they 
utilize the significance scores to select representative frames to 
form the video summary. Recent research has investigated 
supervised learning methodologies for video summaries [40-
42]. These methods use video training data and the ground-
truth summaries humans create for those videos. These 
supervised learning algorithms perform better than the early 
work on unsupervised methods because they can acquire 
sophisticated semantic knowledge that humans implicitly use 
to construct summaries. 

Deep learning approaches have recently been popular for 
vision tasks, especially video summarization [43-45]. The 
foundation of LSTM is the theory that it can effectively capture 
long-range dependencies between video frames, which are 
necessary for creating insightful summaries. Zhang et al. [32] 
model the variable range dependency with two LSTMs and 
consider the video summarizing assignment of a problem of 
structured prediction based on data that can be sequential. Two 
Long Short-Term Memory (LSTM) networks are employed to 
analyze video sequences comprehensively. One LSTM is 
dedicated to processing the sequences in the forward direction, 
capturing the temporal dynamics as they unfold 
chronologically. Meanwhile, the other LSTM handles 
sequences in the reverse direction, allowing for a holistic 
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understanding of the video content from both temporal 
perspectives. They incorporate a determinantal point process 
model to improve further the subset selection's diversity [9, 
46]. Mahasseni and colleagues present an unsupervised 
generative adversarial system consisting of the discriminator 
and summarizer [6]. The summarizer, an LSTM variational 
autoencoder, selects frames from the video and decodes the 
output to reconstruct the video. The discriminator is another 
LSTM network that gains the ability to distinguish between 
candidates by differentiating between the input video and its 
reconstruction. It accomplishes this by examining the 
variations between the two. They also incorporate a keyframe 
regularization into their algorithm, expanding it to supervise 
learning. 

Despite significant advancements in video summarization, 
several gaps still need to be discovered in existing studies that 
necessitate further investigation. Prior approaches, such as 
those based on Recurrent Neural Networks (RNNs) and their 
variants like Long Short-Term Memory (LSTM) networks and 
Gated Recurrent Units (GRUs), have proven effective in 
capturing temporal dependencies but are hindered by high 
computational costs, memory intensiveness, and sequential 
processing limitations, making them less scalable for larger 
datasets or longer video sequences. Additionally, evaluations in 
previous research are often confined to limited datasets, such as 
TVSum and SumMe, which do not adequately represent the 
diversity of real-world video content. The reliance on domain-
specific annotations and handcrafted features further restricts 
the generalizability of these methods. While Temporal 
Convolutional Networks (TCNs) offer an alternative by 
addressing some of these limitations, there remains a need for 
lightweight, scalable architectures that combine computational 
efficiency with robust temporal modeling capabilities. This 
study addresses these gaps by proposing DSTC-Sum, a novel 
video summarization model based on Depthwise Separable 
Temporal Convolutions, which enhances efficiency and 
scalability, demonstrates generalizability across diverse 
datasets, and outperforms state-of-the-art methods in terms of 
F-scores and computational performance, thereby contributing 
to the advancement of efficient and robust video 
summarization techniques. 

III. THE PROPOSED APPROACH 

This section introduces the DSTC-Sum model to 
summarize the input videos. Fig. 1 depicts the structured steps 
of the DSTC-Sum. First, the feature descriptors are generated 
from the input video frames using VGG16 [47]. Then, these 
feature vectors are fed into a series of Depthwise Separable 
Temporal Convolutional Blocks (DSTCB) that predict a score 
for each frame. Suppose that X represents a feature vector as 
𝑋 1:𝑛 = {𝑓1, 𝑓2, 𝑓3, . . . ,  𝑓𝑛}.  The model goal is to assign a 
corresponding score for each frame 𝑌 1:𝑛 =
{𝑦1, 𝑦2, 𝑦3, . . . ,  𝑦𝑛}, where n is the frame number, which varies 
depending on the video. 

In the following subsections, we will describe the baseline 
model VGG16 and then explain the DSTCB, which is built 
using residual depthwise dilated blocks. 

 
Fig. 1. The detailed structure of the DSTC-Sum. 

A. Feature Extraction using VGG16 

We start by feeding an input video into a feature extractor. 
The feature extractor module comprises the pre-trained first ten 
convolution layers of the VGG16 [47]. Because of its high 
generalization capabilities, the VGG16 is commonly employed 
as a feature extractor for many deep-learning models. We 
applied VGG16 to extract the basic features for the suggested 
model. 

B. Depthwise Separable Temporal Convolutional Blocks 

(DSTCB) 

Temporal convolutional network (TCN) is a CNN variant 
utilized in sequencing-based tasks and has recently 
outperformed alternative recurrent models like LSTM and 
gated recurrent units (GRUs) [48]. TCN enables temporal solid 
information extraction from sequential data [49]. TCNs aim to 
encapsulate temporal relationships with a broader receptive 
field. To capture large receptive fields, either a) dilations on 
consecutive TCN layers or b) big standard neighboring kernels 
are used. Dilated convolutions on consecutive layers help 
capture a broad temporal representation while reducing the 
number of training parameters. However, when additional 
layers are added, the kernels become increasingly sparse, 
resulting in the gridding artifacts issue. 
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When the dilation parameter increases at higher levels, the 
input data sample becomes increasingly sparse (Gridding 
Artifacts issue). As a result, local dependencies between 
neighboring pixels are lost, and the output layer is not 
temporally associated with their input sample. DS-TCN [10] 
proposes techniques for methodical aggregation of convolution 
layers in the following layers with constant or configurable 
dilation rates to address the issue of gridding artifacts. 
Therefore, each DSTCB consists of stacked 'N' depthwise 
dilated 1d temporal convolution layers. 

Fig. 2 depicts the detailed construction of the DSTCB. All 
output levels receive a combined input from the preceding 
layer with various dilation rates. Each output layer is combined 
along a channel dimension to produce the NxC dimension. The 
cross-channel correlation is then estimated using a pointwise 
convolution procedure that decreases the dimensions of the 
channel from N×C to C from the concatenated data. This 
output is normalized using layer normalization [50]. To 
maintain adequate gradient flow, we also employ residual 
connections. Finally, we employ ReLU. 

The DSTCB has various advantages: 

1) Because depthwise convolutions are computationally 

efficient, we may employ huge-size kernels. As a result, we 

may employ lower dilations in conjunction with lengthy 

kernels to capture lengthy temporal features. 

2) Scale information is recorded in each layer with varied 

dilation rates. Multi-scale information is contained in 

concatenated pointwise convolution. As a result, the model 

can tolerate different temporal durations for each event. 

3) Stacking the outputs of all layers aids in data smoothing 

and eliminates the artifact effect caused by gridding. This 

method enables the model to acquire more detailed local 

features. 

4) The receptive field can temporally extend without 

boosting the parameters by adjusting the block's dilation rates. 

 
Fig. 2. The detailed construction of the DSTCB. 

A temporal max-pooling was added after each DSTCB. 
Next, we take the output of DSTCB5, perform a 1x1 
convolution layer and batch normalization, and then combine it 
with the production of deconv1 by element-wise addition. This 
merger is equivalent to the skip-connection in study [9]. Skip 
connections mix coarse and fine feature maps in semantic 
segmentation to acquire richer visual characteristics. This skip 
connector will also be valuable in video summarization, as it 
will aid in the recapture of temporal information needed for 
summary. Then, we do another temporal deconvolution to 
obtain the final representation of length N. The generated 
representation is fed into the temporal regressor network as 
input. Finally, the Regressor generates a collection of frame-
level scores that represent the importance of the frames. 

IV. EXPERIMENTS 

This section provides an overview of the datasets, 
implementation details, and evaluation metrics used to assess 
the DSTC-Sum model. It outlines the training setup, key 
parameters, and performance criteria. The section concludes 
with a presentation and discussion of the DSTC-Sum results, 
highlighting its strengths, limitations, and potential areas for 
improvement. 

A. Evaluation Datasets 

The benchmark datasets for testing and evaluating our 
DSTC-Sum model are SumMe [51] and TVSum [52]. Table I 
shows several features of the target datasets. The SumMe 
benchmark dataset consists of 25 videos in a video benchmark 
dataset that has numerous topics and occurrences (like 
holidays, Sports, etc.). The videos on SumMe can vary 
between 1.5 to 6.5 minutes. The TVSum dataset consists of 50 
videos from the TRECVid Multimedia Event Detection (MED) 
challenge [53]. The videos are divided into different categories, 
e.g., 'saucing up a sandwich,' 'showing dog,' and so on. This 
dataset houses videos that range from one minute to five 
minutes. 

Previous research in [32] suggests that more videos should 
be added to the datasets to minimize the difficulty of training a 
deep neural network with a few manually annotated examples. 
Therefore, we bolster the existing training data by 
incorporating 39 videos from the YouTube dataset [54] in 
addition to 50 videos from the OVP dataset [54, 55]. The 
YouTube dataset includes some videos, including cartoons, 
sports, news, etc. OVP has videos in many different genres, 
such as documentaries. Because the multiple datasets provide 
ground-truth annotations in various formats, we adapt a 
training process that uses summaries based on keyframes to 
construct a unified set of ground truths for each video included 
in the datasets, as in study [32, 56]. 

TABLE I. OVERVIEW OF THE TARGET DATASETS 

Datasets Videos Annotations Duration (Min) 

TVSum 50 20 2-10 

SumMe 25 15-18 1-6 

YouTube 39 5 1-10 

OVP 50 5 1-4 
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B. Implementation and Training Details 

The model is implemented using PyTorch, with the number 
of DSTCB blocks set to ten. Each DSTCB block consists of 
four depthwise one-dimensional temporal convolution layers, 
where the dilation parameter is doubled in each layer. We 
adopt the hyperparameters used in MS-TCN [12] to ensure a 
fair comparison with other methods. The Adam optimizer is 
employed with a learning rate of 0.0005. The parameters for 
the smoothing loss function are set as follows: smoothing 
λ=0.15 and threshold τ=4. 

We downsample the videos uniformly to 2 frames per 
second for feature extraction, as done in [2]. We select 
representative frames from each video to reduce the final 
feature dimension to 320. Training frames are scaled to 
maintain consistent spatial dimensions across all videos. The 
DSTC-Sum model can handle longer videos and videos of 
varying lengths. We use the output from the maxpool5 layer of 
a pre-trained VGG16 model [47] as the feature descriptor for 
each frame, with a feature dimension of 512. Notably, our 
model is flexible and can work with any feature representation. 

During training, we set the batch size to 5, the learning rate 
to 10-3, and the momentum to 0.9. The Stochastic Gradient 
Descent (SGD) optimizer was used to train the DSTC-Sum 
model. 

C. Evaluation Metrics 

We evaluate the DSTC-Sum use of a keyshot-based metric, 
as in [6, 32]. Suppose that 𝑆𝐺  is the ground-truth summary and 
𝑆𝐸  is the extracted summary for video V. We define the 
precision (P) and recall (R) by utilizing the temporal overlap 
between them as in Eq. (1) and (2): 

𝑃 =  
|𝑆𝐸 ∩ 𝑆𝐺|

|𝑆𝐸|
   

𝑅 =  
|𝑆𝐸 ∩ 𝑆𝐺|

|𝑆𝐺|
                                         (2) 

As a final step, the evaluation is carried out utilizing the F-
score, which is calculated in Eq. (3):  

𝐹 =  
2𝑃 × 𝑅

𝑃 + 𝑅
×  100                                    (3) 

D. Performance Analysis and Discussion 

The performance of various summarization techniques on 
the SumMe dataset is outlined in Table II and visualized in Fig. 
3. The proposed DSTC-Sum method significantly outperforms 
other state-of-the-art techniques across almost all parameters. 
Specifically, in the standard-supervised setting, DSTC-Sum 
achieves an F-score of 48.7, higher than the following best 
technique, SUM-FCN, which scores 47.5. DSTC-Sum shows 
an even more substantial improvement in the augmented 
setting, achieving an F-score of 52.8 compared to SUM-FCN's 
51.1. This consistent outperformance highlights the 
effectiveness of DSTC-Sum in summarizing videos within the 
SumMe dataset. 

Similarly, the results on the TVSum dataset, presented in 
Table III and Fig. 4, demonstrate the superior performance of 
the DSTC-Sum approach. DSTC-Sum achieves an F-score of 
61.2 in the standard-supervised setting, edging out with close 
competitors like M-AVS and DHAVS, which scored 61.0 and 

60.8, respectively. The augmented setting further showcases 
the dominance of DSTC-Sum, with an F-score of 62.9, 
significantly higher than M-AVS's 61.8 and SUM-GAN𝑠𝑢𝑝's 
61.2. These results underline the robustness and efficiency of 
DSTC-Sum in producing high-quality video summaries on the 
TVSum dataset. 

TABLE II. SUMMARIZATION PERFORMANCE (F-SCORE) COMPARISON ON 

THE SUMME BENCHMARK DATASET BETWEEN DSTC-SUM AND OTHER 

TECHNIQUES USING DIFFERENT PARAMETERS 

Technique Standard-Supervised Augmented 

DPP-LSTM [5] 38.6 42.9 

SUM-GAN𝑠𝑢𝑝 [6] 41.7 43.6 

Li et al. [57] 43.1 – 

M-AVS [58] 44.4 46.1 

DHAVS [59] 45.6 46.5 

SUM-FCN [9] 47.5 51.1 

DSTC-Sum 48.7 52.8 

 
Fig. 3. Summarization performance (F-score) comparison on the SumMe 

dataset. 

TABLE III. SUMMARIZATION PERFORMANCE (F-SCORE) COMPARISON ON 

THE TVSUM DATASET BETWEEN DEPTHTEMPORAL-SUM AND OTHER 

TECHNIQUES USING DIFFERENT PARAMETERS 

Technique Standard-Supervised Augmented 

DPP-LSTM [5] 54.7 59.6 

SUM-GAN𝑠𝑢𝑝 [6] 56.3 61.2 

Li et al. [57] 52.7 – 

SUM-FCN [9] 56.8 59.2 

M-AVS [58] 61.0 61.8 

DHAVS [59] 60.8 61.2 

DSTCN-Sum 61.2 62.9 
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Fig. 4. Summarization performance (F-score) comparison on the SumMe 

dataset. 

The DSTC-Sum methodology consistently demonstrates 
superior performance in video summarization tasks compared 
to existing state-of-the-art techniques. Its notable effectiveness, 
especially in augmented settings, indicates its high efficiency 
in improving summarization quality, as evidenced by the F-
score metrics. The robust applicability of DSTC-Sum across 
different datasets further suggests its potential for wide 
adoption in video summarization applications. The 
implications of these findings are significant for the field of 
video summarization. By providing a method that consistently 
outperforms existing techniques, DSTC-Sum can enhance 
various applications, from creating more engaging video 
highlights for entertainment to improving the efficiency of 
video data management in professional and educational 
contexts. Moreover, the scalability and adaptability of DSTC-
Sum means it could be integrated into various platforms and 
devices, including mobile applications and cloud-based 
services, thereby broadening its impact. 

E. Extended Experiments 

To further evaluate the effectiveness and generalizability of 
the DSTC-Sum model, we extended our experiments to include 
two additional benchmark datasets: YouTube and OVP (Open 
Video Project). These datasets were chosen due to their diverse 
content types, which pose unique challenges to video 
summarization models. By expanding our experimental scope, 
we aim to demonstrate the robustness of the proposed model 
across a broader range of video genres and characteristics. The 
DSTC-Sum model was fine-tuned on both datasets using the 
same configuration as in prior experiments. Specifically, the 
model architecture consisted of 10 Depthwise Separable 
Temporal Convolutional Blocks (DSTCB), with 4 depthwise 
convolutional layers per block. The Adam optimizer with a 
learning rate of 0.0005 was utilized, and the number of training 
epochs was adjusted based on the dataset size to prevent 
overfitting. 

We applied data augmentation techniques such as random 
cropping and video flipping during training to improve 
generalization. Like the TVSum and SumMe datasets, the 
extracted frame-level features were fed into the model for 
training and evaluation. We benchmarked the model against 
several state-of-the-art video summarization models, including 
SUM-GAN, MS-TCN, and DPP-LSTM. 

Table IV summarizes the YouTube dataset results. The 
proposed DSTC-Sum model achieved an F-score of 60.3%, 
outperforming the following best method, MS-TCN, which 
achieved an F-score of 58.6%. This improvement can be 
attributed to the model's ability to capture both long-term and 
short-term temporal dependencies, which is essential for 
summarizing the diverse content found in YouTube videos. 

TABLE IV. PERFORMANCE COMPARISON OF VIDEO SUMMARIZATION 

METHODS ON THE YOUTUBE DATASET, MEASURED USING F-SCORE, 
PRECISION, AND RECALL 

Technique F-score (%) Precision Recall 

DPP-LSTM [5] 55.2 54.8 55.7 

SUM-GAN𝑠𝑢𝑝 [6] 56.3 55.9 56.8 

SUM-FCN [9] 58.6 57.9 59.2 

DSTC-Sum 60.3 60.1 60.6 

TABLE V. PERFORMANCE COMPARISON OF VIDEO SUMMARIZATION 

METHODS ON THE OVP DATASET, MEASURED USING F-SCORE, PRECISION, 
AND RECALL 

Technique F-score (%) Precision Recall 

DPP-LSTM [5] 52.7 51.9 53.5 

SUM-GAN𝑠𝑢𝑝 [6] 56.3 55.4 57.0 

SUM-FCN [9] 56.1 55.4 56.8 

DSTC-Sum 58.5 58.0 59.0 

Table V presents the results of the OVP dataset. Here, 
DSTC-Sum achieved an F-score of 58.5%, again 
outperforming the compared methods. With its more structured 
content, the OVP dataset benefited from the model's ability to 
capture long-range dependencies without losing important 
local features, a challenge that other models, such as SUM-
GANsup, struggled with. 

As shown in Fig. 5, the experimental results demonstrate 
the effectiveness of the DSTC-Sum model across both 
YouTube and OVP datasets. The model's ability to summarize 
videos of varying lengths and content types significantly 
influenced its performance in the YouTube dataset. The 
diversity in YouTube videos requires a model capable of 
understanding both global and local temporal structures, which 
is one of the key strengths of the DSTC-Sum model. On the 
OVP dataset, the model's performance highlights its ability to 
handle shorter, more structured videos. Compared to the 
baseline models, the improved F-score on this dataset shows 
that DSTC-Sum is particularly effective at summarizing videos 
with well-defined narrative structures, such as documentaries 
and educational videos. 
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Fig. 5. DSTC-Sum model across both YouTube and OVP datasets. 

The results on both YouTube and OVP datasets reinforce 
the generalizability and effectiveness of the DSTC-Sum model 
in video summarization tasks. The model consistently 
outperforms existing methods, demonstrating its ability to 
capture both long-term and short-term temporal dependencies. 
This makes it suitable for videos with diverse content 
(YouTube) and structured narratives (OVP). 

The comparison across all datasets (TVSum, SumMe, 
YouTube, and OVP) indicates that the DSTC-Sum model is 
robust and versatile in different summarization tasks, whether 
the videos are user-generated content (YouTube), educational 
(OVP) or professionally curated datasets (TVSum, SumMe). 
The scalability and low computational cost of DSTCB 
architecture further emphasize its potential for practical 
applications, including real-time video summarization. 

F. Qualitative Results 

In addition to the quantitative evaluations presented in 
previous sections, assessing the DSTC-Sum model's 
performance from a qualitative perspective is essential. This 
section provides a deeper insight into how effectively the 
model captures important segments and generates accurate 
video summaries. We aim to demonstrate the model's ability to 
identify critical video moments by visualizing the extracted 
importance and ground truth scores.  As seen in Fig. 6, we plot 
the extracted importance scores and the ground truth scores for 
two videos from the TVSum dataset to understand better how 
well our DSTC-Sum has learned. The important ratings derived 
from ground truth and the extracted scores generated by the 
suggested DSTC-Sum roughly match. Moreover, the proposed 
technique produces high-quality video summaries as users 
incorporate several factors that our DSTC-Sum considers 
relevant. 

To further understand how effective our DSTC-Sum is, we 
showcase some video summaries that demonstrate its temporal 
modeling capabilities compared to SUM-GAN𝑠𝑢𝑝 and 
DHAVS [57]. Fig. 7 illustrates that colorful bars indicate 
projected video summaries and sky-blue bars indicate ground 
truth scores. The segments selected as summaries by SUM-
GAN𝑠𝑢𝑝, DHAVS, and DSTC-Sum are shown by the yellow, 
green, and red bars, respectively. 

The DSTC-Sum technique produces high-quality video 
summaries by capturing temporal dependencies, allowing it to 
identify the most crucial video segments effectively. 
Comparisons of the summaries generated by DSTC-Sum with 
those produced by SUM-GANsup and DHAVS reveal that 
while other approaches often fail to select the most relevant 
sub-shots, DSTC-Sum consistently identifies key segments 
with higher ground-truth relevance scores. This ability to create 
accurate and relevant video summaries underscores DSTC-
Sum's superiority in video summarization tasks. 

GT-Score 

 

GT-Score 

 

Extracted Score 

 
(a) Video# 4 in TVSum 

Extracted Score 

 
(b) Video# 20 in TVSum 

Fig. 6. Video scores extracted by the proposed DSTC-Sum (bottom) and Ground truth scores (top) for video 4 and video 20 in the TVSum dataset. 
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Fig. 7. Comparison of the extracted summary extraction for video 4 and video 20 in the TVSum dataset. 

V. CONCLUSION 

This study introduces DSTC-Sum, a video summarization 
model leveraging Depthwise Separable Temporal 
Convolutions (DSTC) to capture long-term temporal 
relationships and local features effectively. TCNs, unlike 
RNN-based models, allow for adding more layers while being 
computationally less expensive, faster to train, and lightweight. 
Furthermore, DSTC improves representational efficiency while 
being low-cost in computing and memory. Extensive 
experiments are carried out on two benchmark datasets, 
TVSum and SumMe. The outcomes demonstrate the efficacy 
of our DSTC-Sum model for supervised video summarization. 
Furthermore, the qualitative findings show that our model can 
produce fine-grained summary predictions and better scoring 
for each frame. To further assess the model's generalizability 
and robustness, we extended our experiments to two additional 
datasets: YouTube and the OVP (Open Video Project). On 
both datasets, the proposed model demonstrated superior 
performance, achieving F-scores of 60.3% and 58.5%, 
respectively, surpassing several state-of-the-art techniques. 
These results highlight the model's effectiveness in capturing 

long-term temporal dependencies and generating high-quality 
video summaries across various genres. 

In the future, we plan to enhance the DSTC-Sum 
framework by integrating attention mechanisms to gain richer 
contextual information and improve summarization accuracy. 
Additionally, we will explore its potential in real-time video 
processing and personalized content creation, aiming to extend 
its application scope and solidify its position as a leading 
methodology in video summarization. 
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Abstract—Since the past decades, the data replication trend 

has not subsided; it is progressing rapidly from multiple 

perspectives to enhance cloud replication performance. 

Researchers are eagerly focusing on improving the strategies in 

various perceptions; unfortunately, the vulnerability in every 

strategy is inevitable. A non-comprehensive replica strategy would 

have vulnerability and drawbacks. The drawbacks that usually 

reside in the developed strategies are not limited to high network 

usage, high process time, high response time, high storage 

consumption, and more, depending on the research areas. Many 

researchers are out of ideas to identify state-of-the-art issues. This 

exhaustive taxonomic study focused on analyzing the diversified 

contributions and limitations terrain of the cloud replication 

environment, focusing on data placement strategies.  It seeks to 

delve deeply into its fundamental strategy, practical 

implementations, and the intricate challenges it poses. Concerning 

the imminent cloud-driven future, this structured review paper is 

a vital resource for researchers, policymakers, and industry 

professionals grappling with the complexities of this emerging 

paradigm. By illuminating the intricacies of data replication 

strategies, this study fosters a deeper appreciation for the 

transformative potential and the multifaceted challenges ahead of 

cloud data replications. 

Keywords—Cloud environment; data replication; placement 

strategies; replication taxonomy; performance metrics 

I. INTRODUCTION 

An enormous amount of data is used extensively in the 
current era globally [1]–[3]. According to the International Data 
Corporation (IDC), global data will increase by 61% to 175 
zettabytes by 2025, with most of that data being stored in cloud 
computing environments rather than data centers. This 
phenomenon is derived from the most interconnected Internet of 
Things (IoT) devices, leading to 100 billion terminals connected 
in 2025 [4], [5]. 

A. Cloud Computing 

Cloud computing is well known as a data management 
platform that addresses the high volume of data demanded to be 
accessible by users anytime from anywhere [6], [7]. Cloud 
computing offers users a dynamic pricing model since it enables 
multiple services such as Software as a Service (SaaS), which 
provides real-time application services, Platform as a Service 
(PaaS), which delivers various operating systems, Consistency 
as a Service (CaaS), which promises data consistency in storage 
nodes, and Infrastructure as a Service (IaaS), which provides 

many hardware solutions to users as an on-demand basis [8]–
[12]. 

Cloud computing offers users a “pay-as-you-go” basis since 
it enables multiple services, as shown in Fig. 1. The hardware 
resides as the fundamental facility in cloud computing 
architecture. The IaaS is the bottom layer in cloud services, 
which offers various large-scale infrastructure services with 
multi-specification of servers, CPU, memory, storage, and more. 
In the middle layer is PaaS, which enables numerous platforms 
like operating systems and software frameworks that can be 
tailored based on clients’ required environments. The top layer 
is SaaS, which is directly accessible to users with multiple 
applications such as web services, user interface systems like 
enterprise systems, and many more [13]–[15]. In the IaaS layer, 
the foremost benefit received by cloud users is the agility of the 
services. Cloud providers serve their clients by off-loading the 
hustle of managing the data center. Therefore, clients can freely 
focus on evolving their business [16]. 

Consequently, it improves the ability to meet user demands 
and reduce costs as the user can provision the resource amount 
accordingly [17]. Cost-saving is the most significant benefit a 
cloud tenant gains, as the pay-as-you-go paradigm reduces 
expenses on the overall data center maintenance cost. This 
foreseen cost can be a transition to operational expenses, vividly 
beneficial for business goals. Additionally, the SaaS layer 
delivers rapid deployment of client applications around the 
globe with only a few clicks  [11]. PaaS enables the deployment 
of the necessary software applications, while SaaS, as the top 
layer, provides users with ready-to-use applications [13], [18]. 
These benefits have been the core reasons that drive users to 
choose the cloud as their data management platform. 

B. Data Management 

Data management is one of the prominent services enabled 
in cloud platforms. As a mass platform to serve high-volume 
data, the cloud is a multi-device technology that enables data 
management in a few deployment models: private cloud, public 
cloud, community cloud, and hybrid cloud. However, cloud 
tenants must choose an appropriate cloud model because every 
cloud model is distinguished depending on data criticality and 
resources [19]–[22]. Cloud providers need technical and 
business knowledge to propose the best model for organizations 
to ensure cloud tenants obtain efficient data management 
services. Comprehensive data management solutions are 
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delivered to cloud tenants in the respective models, including 
data processing, security, storage, and recovery services. 

 
Fig. 1. Basic cloud computing architecture. 

C. Data Recovery 

Data Recovery must be adopted in any platform, including 
cloud environments [23]. The researcher in study [24] focused 
on data recovery in their study, whereby the researcher 
accentuated that the importance of data recovery is intolerable 
because the ambiguities of data absence are extremely 
anticipated in cloud platforms. Additionally, the researcher 
emphasizes that data recovery or failover costs are crucial before 
implementing cloud models. Therefore, the cloud as a data 
management platform has prepared data recovery mechanisms 
such as data backup, replication, and checkpointing [25]. The 
available approaches are playing different roles based on 
different circumstances. 

D. Data Replication 

Data replication is recognized as a promising cloud 
environment service that offers strategies to keep data in secure 
environments [25] safely. Data replication is defined as a 
heuristic multi-dimensional technique that saves one or more 
copies of data in multiple storage nodes in clouds [26]–[28]. 
According to study [29], data replication preserves the master 
data from catastrophic events (floods, earthquakes, etc.) and 
human errors, such as accidentally deleting information in the 
master files or deleting entire master files by users. The 
middleware manages replica copies in different environments 
known as disaster recovery centers. Therefore, copies of data are 
managed and kept safe in different nodes at different places. 
Thus, any unfortunate incidents that happen to the replicas 

would not affect the other replica copies. This would prevent 
data loss in any environment. Data replication is identified as a 
strategy that creates multiple copies in cloud storage in a big data 
environment, accelerating cloud system performance [29]–[31]. 

Replication strategies are commonly divided into two (2) 
mechanisms: static and dynamic data replications [32]–[34]. 
Static replication is a predetermined environment for dedicated 
cloud replication systems [14], [27]. The number of nodes, 
number of replicas, and many other architectures are fixed based 
on certain cloud system necessities before the replication 
strategy is implemented [35], [36]. The second mechanism is 
dynamic replication, or flexible replication strategies, where the 
algorithm can automatically create and delete replicas 
depending on the system users' access patterns [37]. However, 
the static replication mechanism is relatively simple and not 
preferable to be adapted in many cloud replication 
environments. The architecture is mainly foreordained, 
sometimes unsuitable for complex cloud replication systems 
[38], [39]. 

According to literature perceptions, a comprehensive cloud 
replication strategy always has a few significant phases; the first 
phase is usually the File Selection Strategy, which is to identify 
crucial data to be selected as replication candidates. The next 
phase is the Data Placement Technique, where the required 
number of replicas is identified, and the location to send the 
replicas is determined. Finally, the Data Center Selection 
Method is the stage to accomplish the replication process by 
identifying the best factors to select appropriate nodes to store 
the replicas in the cloud replication environment. Every stage 
complements different requirements. Researchers have the right 
to consolidate every phase in one research work as a complete 
replication process or develop every phase separately as 
fulfilments in respective research works. This research focuses 
on data placement strategies and factors in placing replicas in 
cloud environments. 

A typical replication management architecture for a cloud 
environment is illustrated in Fig. 2. 

Fig. 2 demonstrates a basic replication architecture in a cloud 
environment. Users in the architecture are also recognized as 
clients or tenants for cloud providers. The replication process is 
triggered when a user requests a data file from the cloud. A 
Global Replica Manager (GRM), typically the broker, manages 
and schedules replication tasks in the whole infrastructure. 
Conversely, the Local Replica Manager (LRM) manages local 
or inbound replication jobs for data centers. Usually, data 
centers are grouped in clusters, depending on the configuration 
of the cloud replication. The GRM and LRM must continually 
adhere to the rules and protocols in the algorithm specified in the 
replication system. The data file verification will occur when the 
manager receives user data requests. File information such as 
file names and locations are available as a comprehensive 
metadata table in the GRM and LRM. Then, the managers 
process the requested data according to the algorithm rules and 
identify candidate files for replication. The requested data file 
will be sent off to users, and new replica copies will be placed, 
conferring to the pre-determined placement technique in data 
centers. 
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Fig. 2. Basic data replication architecture. 

 

Fig. 3. Cloud replication taxonomy. 

According to study [40] the taxonomy study can make the 
knowledge found in documents and texts clear and usable by 
other researchers also practitioners. Fig. 3 illustrates the data 
replication taxonomy in a cloud environment, which can be 
discovered in this study. This entire study is structured and 
organized as this taxonomy. The shaded boxes are the main 
focus of this study. 

This taxonomy-based study thoroughly discusses similar 
studies related to this research area. The topic was explained and 

drilled down from top to bottom of the taxonomy, deriving the 
dedicated research area. 

A taxonomy study on cloud computing is described, 
followed by the definition and overview of data management 
until the data replication body of knowledge. 

A thorough discussion on existing research works in data 
replications and placements strategies with insights on 
contributions and achievements in numerous performance 
metrics enhancement. 
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Analysis tables and relevant analytics graphs are presented 
to share the essential details of related research works according 
to the research questions, highlighting research trends, 
contributions, and limitations. 

II. RELATED WORKS 

The advent of cloud computing has revolutionized how data 
is stored and managed. A critical aspect of cloud computing is 
data replication which involves creating and maintaining 
multiple copies of data across different locations to ensure high 
availability and reliability [41], [42]. 

Cloud computing empowers users with various resilient 
services that stand vibrantly as preferable technology for almost 
everyone to ensure data are efficiently managed and business 
continuity is guaranteed too [43]–[46]. However, cloud 
computing as a reliable multiple-service provider is not 
exceptional in facing issues in providing high data availability 
to users while preserving data sensitivity. Fear of losing data 
during node failures is one of the core issues too [2], [11], [39], 
[47]. 

Hence, to mitigate the concerns that arise in a cloud 
platform, data replication is recognised as a promising cloud 
environment strategy [4], [7], [48]–[50]. Data replication is an 
empirical technique to accelerate system performance by 
generating identical data copies across multiple storage [51], 
[52]. Precisely, in a cloud environment, data replication is 
defined as creating several physical copies for every logical data 
item and locating the replica copies in different sites or storage 
nodes [36], [53], [54]. Depending on the cloud replication 
objectives, there are several ways to apply the data replication 
function. 

There are two (2) prominent traditional techniques in cloud 
replication. First is static replication, where data copies are pre-
determined and evenly distributed across nodes to ensure fault 
tolerance and load balancing. However, static replication may 
not adapt well to dynamic workloads and changing data access 
patterns. Dynamic replication dynamically adapts the replication 
scheme based on data access patterns and system conditions. 
These approaches aim to improve data availability and reduce 
access latency by dynamically creating or removing replicas as 
required. Dynamic replication techniques often utilize 
monitoring and feedback mechanisms to make informed 
decisions about replica placement  [55], [56]. 

A taxonomy study is the structured names and definitions 
used to organize information and knowledge. Researcher in 
study [57] proposed a broad taxonomy of storage efficiency, 
with the performance metrics focused on cost optimization. The 
other research work by [58] introduces a taxonomy that 
organizes existing solutions for maintenance operations in 
cloud, edge, and IoT environments. This research work does not 
discuss any performance metrics yet; it merely reviews existing 
research work according to the taxonomy structure and presents 
the challenges within the research field. Similarly, [59] 
examines the migration field's characteristics and proposes a 
management-centric taxonomy in cloud computing. Researchers 
[60] and [61] embarked on cloud replication strategies and 
presented relevant taxonomy related to this research area. 
However, their studies proposed a very high-level taxonomy for 

this body of knowledge, which is not comprehensive enough to 
overview the entire structure of data replication processes in a 
cloud environment. 

As enormous technologies are emerging extensively around 
the globe, many new approaches, such as artificial intelligence 
(AI), have been discovered as compatible techniques for 
replication strategies in cloud environments. Hence, researchers 
are continuously attempting novel replication strategies to place 
replica copies in cloud storage that provides multiple key 
services with resilient infrastructures for every cloud consumer 
[61], [62]. The cloud computing architectures, standards, and 
tools provide prospects for advancement in services, which offer 
various benefits to cloud clients [22], [63]–[65]. 

Thus, recent research works incorporated AI-based 
approaches in replication strategies to breed performance 
enhancements [66].  As such, similar studies like  [67]  and many 
state-of-the-art studies must not be overlooked and must be 
visible for future researchers' knowledge. In this context, there 
is still a lack of studies that present comprehensive surveys to 
produce a widespread taxonomy related to replication strategy 
in cloud environments. These limitations of the existing research 
motivated this study to produce a comprehensive taxonomy for 
data placement strategies in cloud replication environments. The 
taxonomy offers collections of replication strategies that allow 
cloud providers to scrutinize and implement them in real-cloud 
replication settings. Further, cloud providers would serve 
accelerated performance to users with better data availability, 
faster response time, low fault tolerance, reduced storage usage, 
and efficient network usage [28], [37], [68]–[70]. 

III. METHOD AND MATERIALS 

This taxonomy study mainly explores the existing literature 
to investigate the coverage of multiple related topics, the 
research trends, and the critical review of relevant studies that 
have been published. The methodology implied in obtaining the 
source papers in this study mainly follows the guidelines 
suggested by [71]. According to study [40] the taxonomy study 
can make the knowledge found in documents and texts clear and 
usable by other researchers also practitioners. The guidelines for 
this study follow the essential steps of defining the research 
questions, searching for relevant papers, screening the papers, 
keywording the abstracts, extracting the data, and mapping. 
Each process step has an outcome, and the outcome of the 
complete process is the taxonomy mapping. 

A. Research Questions (RQ) 

1) Definition of research questions (Research Scope): The 

primary goal of a taxonomy study is to provide an overview of 

a research area and identify relevant research also results 

available within this field. 

2) The Primary RQ of this study: ‘What are the Data 

Placement Strategies in a Cloud Replication Environment?’ 

This primary question was divided into four RQs. Table I lists 

the formulated RQs. 

B. Data Sources 

1) Search for primary studies (all papers): Primary 

research was found using keyword search terms on scientific 
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databases or by personally looking through pertinent journal 

articles or conference proceedings. 

2) The primary data Sources: Scopus online databases were 

primary data sources for potentially related studies. Other data 

sources were not considered to impede the overlapping of 

source results. 

C. Search Terms 

1) Keywording of abstracts (classification scheme): 

Keywording is a way to reduce the time needed to develop the 

classification scheme and ensure that the method considers the 

existing studies. 

2) Search the related research effectively: It is imperative 

to identify the pertinent search phrases. Kitchenham et al. [72] 

suggested population, intervention, comparison, and outcome 

(PICO) approach is fitting in this regard. Many review papers 

have broadly adopted these viewpoints. Here, the relevant 

PICO terms are listed: 

 Population: Primary studies in Data Replication. 

 Intervention: Placement strategies. 

 Comparison: Strategies, Advantages, limitations. 

 Performance metric, and future direction. 

 Outcome: Placement Strategies, Advantages, and 
constraints in cloud replication environments. 

D. Inclusion and Exclusion Criteria 

1) Screening of papers for inclusion and exclusion 

(relevant papers): Studies that were irrelevant to addressing the 

study issues were eliminated using inclusion and exclusion 

criteria. 

2) Inclusion and exclusion criteria: applied to determine 

and discard relevant studies from the data sources to answer the 

RQs in this taxonomy study. 

3) Data extraction and taxonomy mapping of studies: Once 

the classification scheme was in place, the relevant articles were 

discussed according to the structure. 

E. Research Questions (RQ) 

1) Definition of research questions (research scope): The 

primary goal of a taxonomy study is to provide an overview of 

a research area and identify relevant research also results 

available within this field. 

2) The Primary RQ of this study: ‘What are the Data 

Placement Strategies in a Cloud Replication Environment?’ 

This primary question was divided into four RQs. Table I lists 

the formulated RQs. 

As shown in Fig. 4, a literature search was done using the 
keywords “(replication OR placement AND strategies AND in 
AND cloud), (replication AND strategies AND in AND cloud), 
(Data AND Replication OR placement AND strategies AND in 
AND cloud) identified 1,057 initial articles. A three-step 
screening process ensured high-quality and relevant studies. 
First, 399 articles were excluded for lacking peer-review or 
being in a language other than English. The second screening 
focused on article completeness, removing 399 articles lacking 
full text (available only as abstracts or presentations) or not 
directly relevant to cloud replication strategies. This left 258 
articles for further evaluation. Finally, a rigorous selection 
process focusing on data placement strategies within cloud 
replication resulted in a final set of 25 anchor references for in-
depth analysis. These principles were employed in all the studies 
retrieved during the different phases of the study selection 
procedure (see Table II) 

TABLE I.  RESEARCH QUESTIONS 

RQ Research Question Motivation 

RQ1

. 

What are the publication trends for research topics related to cloud data 

replication environments? 
To investigate publication trends in this research field throughout recent years 

RQ2

. 

What are data placement strategies and factors employed in existing 

research works? 
To explore cloud replication strategies in state-of-the-art 

RQ3

. 

What are the performance metrics that contribute to the enhancement of 

replica placement strategies in cloud replication environments? 
To discover performance enhancements addressed in individual research 

RQ4

. 

What are the common limitations across existing research on data 

placement strategies in cloud replication environments? 

To gain the gaps in existing research that can guide future research 

explorations and improvements 

TABLE II.  INCLUSION AND EXCLUSION CRITERIA 

Inclusion criteria 

IC1 Articles that are peer-reviewed 

IC2 Articles providing research in Cloud Replication Strategies 

IC3 Articles published from 2017 to 2024 

Exclusion criteria 

EC1 Articles that do not meet the inclusion criteria 

EC2 Articles without full text (only abstract or presentation) 

EC3 Studies in languages other than English 

EC4 Articles with unclear results or findings 
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Fig. 4. Search strategy flow diagram. 

IV. FINDINGS AND DISCUSSIONS 

A. RQ1: What are the Publication Trends for Cloud Data 

Replication Environments Research Topics? 

Fig. 5 presents the publication trends in data placement 
strategies in cloud replication environments across six 
prominent journals and conferences from 2017 to May 2024. 
The data indicate significant growth in this research area, 
reflecting its increasing importance in cloud computing. The 
publication venues examined include Lecture Notes in 
Computer Science (LNCS), IEEE Access, Cluster Computing, 
Journal of Supercomputing, Future Generation Computer 
Systems (FGCS), and IEEE Transactions on Cloud Computing 
(TCC). 

The total number of publications on data placement 
strategies in the Scopus online database from 2017 to May 2024 
across all publication outlets is 658. The distribution of these 
publications among the six venues reveals distinct trends. 

 Lecture Notes in Computer Science (LNCS) publications 
have increased from six papers in 2017 to 32 papers by 
May 2024. This represents a total of 175 publications, 
accounting for approximately 26.60% of the total 
publications. 

 IEEE Access shows a significant rise from two papers in 
2017 to 29 papers by May 2024, resulting in a total of 
136 publications, which is about 20.67% of the total. 

 Cluster Computing publications in Cluster Computing 
grew from 0 in 2017 to 26 by May 2024, with a total of 
93 publications, making up around 14.14% of the total. 

 Journal of Supercomputing starting from no publications 
in 2017 to 24 by May 2024, the Journal of 
Supercomputing accumulated a total of 110 publications, 
about 16.72% of the total. 

 Future Generation Computer Systems (FGCS) 
publications increased from 3 in 2017 to 19 by May 
2024, totaling 79 publications, approximately 12.01% of 
the total. 

 IEEE Transactions on Cloud Computing (TCC) grew 
from no publications in 2017 to 19 by May 2024, 
amounting to a total of 65 publications, which is about 
9.88% of the total. 

The analysis of publication trends from 2017 to May 2024 
illustrates a significant and growing interest in data placement 
strategies within cloud replication environments. This proves 
the evolving landscape in data placement strategies research, 
providing a foundation for future studies and developments in 
this pivotal area. 

 

Fig. 5. Publication trends. 

B. RQ2: What Data Placement Strategies and Factors are 

Employed in Existing Research Works? 

1) Data placement strategies: Abundant studies cohesively 

developed numerous strategies to place replicas in the 

replication storage. At this point, scholars usually innovate a 

novel strategy to decide how to replicate the desired data, how 

many replicas are needed, and where to place the replicas [73]. 

the data placement method usually emphasizes the goal of 

accomplishing a cost-effective method with minimal storage 
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consumption, high data availability, optimal replica copies, 

faster replication time, etc. 

a) Low response time: A heuristic data replication and 

placements introduced by the authors [74] evaluated big data 

analytics queries in a distributed cloud. The researchers placed 

the source data of queries at multiple geo-distributed data 

centers. This technique ensured that the respective queries were 

locked with certain trial counts until they reached the specified 

threshold. The query will be passed to the next replica for a 

response. Another focus of this study is to place a sample of 

source data at appropriate data centers to meet users’ rigorous 

query response time. The aim here is to minimise the evaluation 

cost while the response time is accelerated. 

b) Low response time, low cost and low resource: 

Another group of researchers [75] developed a data replication 

strategy that mainly fulfils cloud tenants without neglecting 

cloud provider profits; the strategy was named Achieving 

Query Performance in the Cloud via a Cost-effective Data 

Replication (APER). The study proposed a cost-effective 

replica placement strategy that improves database queries with 

specific estimations to attain better response time. To achieve 

the desired response time, this study pre-determined that a 

particular replication time must be less than one particular 

service level objective (SLO) response time threshold. Later, 

replicas were placed using heuristic techniques that reduced 

both resource usage and monetary cost. The APER places new 

replicas by discarding previous copies from the cloud only if 

the threshold of access history is reached. As claimed by the 

researcher, the response time was successfully reduced in this 

study. 

c) Low response time and low storage: The redundancy 

rate is another issue that can be rectified with comprehensive 

data replication. A group of researchers was dedicated and 

solved this problem by proposing a Time Series-based 

Deduplication and Optimal Data Placement Strategy (TDOPS) 

in their study [76]. Deduplication techniques were deployed, 

and data placement was determined based on capacity 

constraints, cloud data center load balance, and data 

transportation costs. The researchers in this study achieve 

improvements in space reduction, efficient retrieval, data 

transportation costs, and data transmission time. 

d) High data availability: The Controlled Replication 

Under Scalable Hashing (CRUSH) algorithm has been 

improvised by the researcher [77] to resolve the bottleneck 

issues of the previous CRUSH. In the last CRUSH algorithm, 

replicas were inconsistently segregated in available storage 

nodes. The older version of CRUSH persistently sent generated 

replicas to the same active servers, consequently degrading the 

performance in the replication system due to a long queue to 

retrieve replicas, thus concurrently contributing to network 

congestion. The enhanced CRUSH algorithm [77] is recognised 

as a data placement technique capable of dynamically obtaining 

data at the next available replica place when the first requested 

replica is pending in response. In CRUSH, the proposed 

replication architecture to place data is the RING topology, 

where the direction to entertain user requests on data is more 

structured and bidirectional. As claimed in this research, the 

improved CRUSH method outstrips the previous studies in 

better data availability. 

e) High data availability and low cost: Improving 

Clustering Based Critical Parent (CbCP) with a Replication 

(ICR) algorithm was proposed to address performance 

enhancement on replica placement scheduling [78]. The ICR 

consists of three sub-algorithms: scheduling algorithm, starting 

replication tasks, and task replication algorithm is used to 

identify any available resource until replica placement. The key 

aim of this study is to identify the possible and earliest time to 

start every replication task using the available resources without 

adding extra cost. Data reliability increased in this research, and 

execution costs were reduced significantly. 

f) High data availability and low latency: A study by 

[79] offers an Artificial Bee Colony technique for data 

replication optimization in cloud environments. Another 

researcher suggests a multi-objective optimization data 

placement model based on numerous data replicas in a hybrid 

fog-cloud environment [80]. The articles suggest that AI can 

help minimize latency and improve data location. 

g) Low cost and low latency: The researcher [81] 

proposed cost-effective, dynamic data placement, consisting of 

greedy and dynamic algorithms used to find the most 

reasonable cloud data placement solution. The greedy approach 

can find the optimum number of appropriate data centers to 

replicate the user's most accessed data. This study aims to 

deliver dynamic and optimised data placement with tolerable 

latency while incurring minimal service costs in social 

networks like Facebook. The proposed data placement strategy 

will determine the necessity of replica creation and choose the 

best data centers to place new replicas in the nearest data center 

for every user with minimal latency. The researcher aimed to 

reduce storage and latency, while the monetary problem was 

also addressed. 

h) Low cost and low storage: Researcher in study [82] 

focused on financial cost reduction with good data consistency 

is the research objective attained by the researcher.  The 

researcher proposed a Dynamic Replica Placement Strategy to 

satisfy the user experience while reducing the storage 

overheads, eventually contributing to cost reduction. The 

researcher implied a node renting concept to fulfill the capacity 

of the edge cloud to address the overload problem. Rented 

nodes are used whenever users in edge computing suffer low 

performance and release a rented node from the cloud during 

the users' stable performance. Therefore, this strategy 

evidenced that total financial costs were saved, and user 

experience was sustained during the replica placement phase. 

i) Low cost, low storage usage, and efficient network: A 

dynamic data replication management technique was combined 

with a novel data placement strategy in the research work of 

[83]. The main goal was to reduce the network usage and costs 

associated with data transfers between data centers. Similarly, 

researchers [86] proposed Initialization Scheme-Based GA 

(ISGA) with a primary focus on reducing storage and network 

utilization costs. The study adopted an interval pricing 

technique to choose the best location for data in a multi-cloud 

environment. 
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j) Low storage: A Dynamic Redundant replica strategy 

based on the Security Level (SL-DRM) was proposed [84]. It 

flexibly adjusts the number of replicas and places the replica 

via constructing the data cache strategy using the Location 

Correlation of Cache (LC-Cache) to improve data read speed. 

The most crucial video footage was re-duplicated and saved in 

the storage. Therefore, as better security is required, the 

proposed technique dynamically changed the influence factors 

and instructed the algorithm to place new copies of video 

footage for a particular area. Thus, the data cache strategy 

focuses on the cameras’ locations and time correlations of the 

video files by predicting the users’ playback behaviors.  This 

strategy achieved low storage consumption with a limited 

number of video copies. 

 
Fig. 6. Various goals achieved. 

Fig. 6 is the bar chart that summarizes the key features and 
goals achieved by the various data placement strategies as 
discussed in this subsection. Each bar represents the number of 
goals achieved by a specific strategy. The strategies are listed 
along the x-axis, and the number of goals achieved is 
represented on the y-axis. The different colors indicate which 
specific goals are achieved by each strategy. This visual 
representation helps to quickly understand the focus and 
effectiveness of each strategy in achieving key performance and 
efficiency metrics. 

2) Data placement strategies with data center selection 

factors: Data center selection is another significant method to 

place replicas in the cloud replication system process. This 

method is frequently integrated with the data placement process 

in almost every replication strategy. However, it is a 

considerable critical portion of accomplishing the replication 

process, whereby essential factors are determined to select the 

appropriate data center and storage to store replica copies. 

Therefore, researchers developed numerous methods to ensure 

a suitable location was identified. Usually, researchers 

determine a few factors to ensure the best data center has been 

determined to place the replica copies. The proposed factors or 

parameters directly affect various performance enhancements, 

in cloud replication environments [73]. Subsequent discussions 

will be categorized based on the number of factors employed in 

the respective research works. 

a) Six factors: The Fuzzy Self-Defence Algorithm 

(FSDA) was proposed by study [85], which focused on a novel 

data center selection method. The FSDA determines the 

optimal number of replicas without degrading performance by 

implying a prey-predator model based on a fuzzy system to 

reproduce communication between prey and predator 

populations. The input parameters included in the fuzzy 

inference are system availability, service time, load, energy 

consumption, latency, and centrality. The researcher introduced 

several formulations to obtain merit values evaluated to 

determine the best nodes to place replica copies. The study 

claimed to improve hit ratio, energy consumption, and 

availability. 

b) Five factors: A similar objective was achieved by [48] 

via producing a comprehensive algorithm named Cost Function 

based on an Analytic Hierarchy Process for data replication 

strategy (CF-AHP). CF-AHP is a multi-criteria optimization 

model that addresses cost-effective replica placement strategies 

that reduce energy consumption in data centers in cloud 

replication environments. The cost function is deployed to 

determine the best data center candidates to place newly 

generated replicas. The data center selection criterion consists 

of mean service time, access rate, latency, load variance, and 

storage usage. In the computation, weights are deployed to 

facilitate the user's task of determining system needs in 

respective parameters. The study achieved its goal of saving 

energy usage in its architecture. 

In the same year, the author discovered an enhanced idea by 
proposing two (2) different Multiple-Criteria Decision Analysis 
(MCDA) approaches to determine the best data center to store 
replicas [86]. The first approach is to choose the best candidate 
site, and a cost function is computed using the weightage 
relationship concept in multi-criteria optimization known as 
AHP (Analytic Hierarchy Process). The second approach is 
ELECTRE-I, which consists of three (3) crucial stages; 
introduction of weight of criteria and calculation of concordance 
indices, calculation of the discordance indices, and over-ranking 
correlations. The criteria are further calculated using a 
weightage sum to obtain the values used to distinguish among 
available data centers. This study's data center selection criterion 
induces cost function calculation using AHP to acquire data 
center merits. The criterion consists of mean service time, access 
rate, latency, load variance, and storage usage, as adapted from 
another study by [87]. The respective criteria are computed 
using dedicated mathematical formulations. Results in this study 
evidenced that the cost function is sufficient to identify a 
candidate data center to place the replicas. The data center with 
the lowest cost value function is chosen to store the replica 
copies. Furthermore, when the system has insufficient space in 
storage nodes, replacement strategies are anticipated in this 
research work. This data center selection criteria method has 
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attained efficient bandwidth usage and minimized data 
movement. 

Another researcher developed a novel intelligent approach 
for dynamic data replication in a cloud environment [88]. The 
proposed algorithm in this research is bio-based. The first is the 
Multi-Objective Particle Swarm Optimization (MO-PSO), 
which selects a replica depending on the most requested. Second 
is the Ant Colony Optimization (MO-ACO) to retrieve the best 
replica placement decision. A data center selection criterion was 
used in this study using MO-ACO through comparing individual 
data centers based on the shortest distance, data centers with 
high access, storage capacity, and output, and data centers with 
a high number of hosts and VMs. All factors were compared, 
and the best data center with the highest data availability was 
selected to store replica copies. The study achieved betterments 
in replication cost by accelerating the response time and 
replication time and succeeded in enhancing network usage 
efficiency. 

c) Four factors: In the same year, [67] proposed a CSO-

based approach for Secure Data Replication (SDR) that uses 

fuzzy inferences to select the best data center to place replica 

copies. The data center selection criterion trained in the fuzzy 

inference is fewer than FSDA and centrality, energy, storage 

usage, and load. The best data center is selected via a fuzzy 

approach, and the data is chucked into a few segments to place 

in a few different storage nodes based on data center capacity. 

The parallel downloads can reduce download time and security 

because data files segregated in a few chunks in diverse data 

centers will not be meaningful if attackers compromise either 

one of the servers or data centers in cloud replication. 

Another researcher focused on addressing optimization 
problems in a cloud replication environment [50]. The 
researcher enhanced the ant lion optimizer (ALO) algorithm and 
a fuzzy system by introducing a heuristic ALO (HH-ALO-
Tabu). The proposed algorithm works dynamically in selecting 
the primary population based on chaotic maps (CMs), 
opposition-based learning (OBL), and random walk strategies 
depending on the differential evolution (DE) algorithm. The 
placement of replicas is based on four key parameters: service 
time, system availability, load variance, and providers’ 
expenditures. With the key parameters, the selection of the best 
data center is determined, and replicas are placed accordingly. 
The study effectively guaranteed the cloud providers' economic 
revenue hands increased the users' satisfaction in upgrading the 
performance in cloud replication environments. 

d) Three factors: Dynamic Popularity-aware Replication 

Strategy (DPRS) [89] constitutes a data center selection method 

to determine the best data center. The data center selection 

method is the final contribution to the research work, and it was 

implemented in every cluster with consideration of several 

significant factors. The factors are the number of file requests, 

storage availability, and data center distance. Each factor is 

computed to obtain average values in this phase, called data 

center merit. In this study, the weightage concept was adapted 

in the data center merit computation, whereby system 

administrator intervention was required to identify the 

necessary weights according to the system goals. Once the best 

data centers are determined, the candidate file is chunked to 

certain data block sizes and sent to a predetermined number of 

distributed storage nodes. DPRS attained efficient network 

usage with a parallel download concept and reduced replication 

frequency with the proposed data center selection method. 

e) Two factors: Researchers proposed a replication 

placement and replacement technique with fuzzy-based 

deletion (HRS) for heterogeneous cloud data centers [90]. The 

study goal was to preserve storage space and enhance network 

efficiency. Thus, HRS ascertains the data center merit approach 

by considering a few significant parameters, such as the number 

of accesses and centrality with weightage for each parameter 

before the replica in storage nodes.  The researcher selected a 

data center based on the temporal locality concept. Therefore, 

the data center with the highest access is considered in this 

study as closeness centrality. Subsequently, this researcher 

introduced the factors and computation to identify the lowest 

total cost provider. Additionally, HRS introduced fuzzy 

inference in the replacement strategy, which has insufficient 

space to store new replicas during storage. Therefore, the 

developed fuzzy algorithm will clarify existing files in other 

nodes and the last access history of a specific replica and predict 

future access to the replica. The researcher proved this by 

conducting beneficial experiments to address storage 

imbalance, insufficient response time, and high network usage. 

Researchers [8] proposed Data Mining-based Data 
Replication (DMDR) in their research, which used data center 
selection criteria to select the best data center in the cloud 
replication environment. This study improvises storage 
utilization by introducing two (2) criteria; most central and the 
number of accesses. An accumulation using closeness 
formulation by [91] was adopted in DMDR. The weightage is 
used in the formulation, ensuring the system administrator has 
the authority to fulfill the system objective accordingly. Finally, 
if the data center does not have adequate storage space, the 
replacement strategy will be applied to delete unnecessary 
replicas based on predetermined factors. The researcher 
intended to minimise network usage during file retrieval by 
introducing this data center criterion. 

Reducing the financial burden associated with excessive 
duplication presented by [54] with an approach to distribute 
Online Social Network (OSN) data across different Cloud 
Service Providers (CSPs). Their study presented an algorithm 
that uses metrics like access and interaction rates to determine 
which data objects are the most popular and in what order. The 
algorithm then calculates the minimum number of replica copies 
needed and places them in the best storage class. The storage of 
data is classified as Reduced Redundancy Storage (RRS), 
Standard Storage (SS), or Infrequent Access Storage (IAS), and 
distinct data are mapped to be placed in the most appropriate 
storage. Furthermore, when data becomes less often accessed 
over time, the system automatically switches to the Reduced 
Redundancy Storage (RRS) class by modifying the storage class 
dynamically based on access patterns. The study obtained low 
storage consumption with a minimum number of replica copies. 

f) One factor: Research by [92] embarked on a dynamic 

replication approach that addresses massive data movement 

among data centers in the cloud. The author proposed an inter-
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data center data replication system with a Bandwidth Dynamic 

Separation algorithm called BDS+. The algorithm aims to 

speed up data transfer via adapting dynamic bandwidth 

separation, ensuring bandwidth is allocated for online traffic 

through estimating traffic demand and rescheduling bulk-data 

transfers for offline data services. It uses application-level 

multicast on the network with centralised architecture, which 

appoints the central controller to manage intermediate server 

data transmission. The researcher effectively improved 

bandwidth in this study. 

The researcher proposed a cost-effective Hybrid PSO TS 
(HPSOTS) algorithm [93], which places restricted data copies 
in predetermined storage nodes to reduce energy consumption 
as the primary goal. The researcher used PSO's ability and TS's 
sturdy local search capability to obtain results on the appropriate 
data center to place replicas. Metaheuristic approaches were 
deployed to address the energy optimization issue via 
integrating Particle Swarm Optimization (PSO) and Tabu 
Search (TS) algorithms in their study. HPSOTS can determine 
the number of replicas before replication activities are triggered 
in a cloud environment. The integration of TS and PSO 
collaboratively exchanges inputs and eventually places the 
particles among six (6) fixed cloud data centers in encoded 
orders. The researchers succeeded in decreasing energy 
consumption and cost. 

Conversely, [69] proposed the Replica Placement Based on 
Load Balance (RPBLB) technique to select the best data center 
to place replicas. The study aims to reduce remote users’ access 
time. As replicas must always have fast retrieval rates, replicas 
must be placed in the closest nodes to users. Therefore, RPBLB 
most frequently duplicates access data in new storage nodes 
based on user demand for particular files. Research goals were 
achieved with response time reduced during user file download 
because data are kept in the closest data center. 

An integrated algorithm between the Location-Aware 
Storage Technique (LAST) and the open-source Hadoop 
Distributed File System (HDFS) called LAST-HDFS was 
proposed by [94]. The study addressed the reliability of cloud 
providers and data integrity issues when users store their data in 
unknown storage locations. Unlike other research work, the 
LAST-HDFS did not use many parameters to determine the best 
data center to store data. On the other hand, the proposed 
algorithm allocated replicas to the data center by considering 
user-specified privacy policies. Users who store data in the same 
region place Every piece of data based on similar privacy 
preferences. The proposed algorithm proactively performs data 
placement balancing within the clusters and finally protects 
illegal data transfers through monitoring socket communications 
during migration or the replication process in the cloud 
environment. The study achieved high security by storing data 
according to privacy needs. 

Table III summarizes the different strategies and number of 
factors considered for data placement in cloud replication 
environments. Fig. 7 depicts the factors employed in the data 
placement formulation to store the replica copies. No obvious 
trends suggest the number of factors considered has changed 
over time. Instead, to address some challenges, researchers have 

used these factors selectively, depending on their own research 
goals. 

Holistically, every study shares similar research goals to 
improve performance in cloud replication environments, yet 
some ignored parallel drawbacks in their research.  Existing 
studies contributed novel placement strategies for placing the 
replica copies in appropriate storage nodes. Table IV. includes a 
summary of existing research on data placement strategies, 
which comprises the contributions of every work. 

TABLE III.  SUMMARY OF DATA PLACEMENT STRATEGIES IN CLOUD 

REPLICATION 

Strategy Researcher Id Number of Factors 

FSDA [85] 6 

CF-AHP [48] 5 

MCDA [86] 5 

MO-ACO [88] 5 

HH-ALO-Tabu [50] 4 

SDR [67] 4 

DPRS [89] 3 

DMDR [8] 2 

HRS [90] 2 

OSN [54] 2 

LAST-HDFS [94] 1 

BDS+ [92] 1 

HPSOTS [93] 1 

RPBLB [69] 1 

 

Fig. 7. Data placement factors. 

C. RQ3: What are the Performance Metrics that Contribute 

to the Enhancement of Replica Placement Strategies in 

Cloud Replication Environments? 

The existing research on data placement strategies in cloud 
replication environments has addressed various performance 
metrics advancement. As in Fig. 8, Efficient Network Usage 
(26%), Low Storage Usage (19%), and Low Response Time 
(18%) are the most significant advantages, collectively 
accounting for 63% of the total achievements. These metrics 
ensure efficient resource utilization, minimize storage costs, and 
provide timely data access in cloud replication environments. 
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TABLE IV.  CONTRIBUTION DATA PLACEMENT STRATEGIES IN CLOUD REPLICATION 

Ref. Contribution Algorithm 

[77] Controlled Replication Under Scalable Hashing (CRUSH) 

[74] Heuristic Data Placement 

[89] Dynamic Popularity aware Replication Strategy (DPRS) 

[84] Security Level (SL-DRM) 

[93] Hybrid PSO TS (HPSOTS) 

[90] Hybrid data Replication Strategy (HRS) 

[48] Cost Function based on Analytic Hierarchy Process (CF-AHP) 

[86] Multiple-Criteria Decision Analysis (MCDA) 

[69] Replica Placement Based on Load Balance (RPBLB) 

[8] Data Mining-based Data Replication (DMDR) 

[85] Fuzzy Self-Defence Algorithm (FSDA) 

[67] Secure Data Replication (SDR) 

[81] Cost-Effective Dynamic Data Placement 

[82] Dynamic Replica Placement Strategy 

[78] Improving Clustering Based Critical Parent (CbCP) 

[75] Achieving Query Performance in the Cloud via Cost-effective Data Replication (APER) 

[92] Bandwidth Dynamic Separation (BDS+) 

[94] Location-Aware Storage Technique (LAST) and Hadoop Distributed File System (HDFS) called LAST-HDFS 

[88] Multi-Objective Particle Swarm Optimization (MO-PSO) and Ant Colony Optimization (MO-ACO) 

[80] Multi-objective optimization data placement model 

[76] Time Series-based Deduplication and Optimal Data Placement Strategy (TDOPS) 

[50] ALO (HH-ALO-Tabu) 

[83] Dynamic data replication and placement strategy 

[95] Initialization Scheme-Based GA (ISGA) 

[54] Distribute Online Social Network (OSN) 
 

 
Fig. 8. Performance metrics. 

Low Energy Consumption (8%), Low Latency, and High 
Security (5%) are also notable achievements. Other advantages 
of various performance metrics, such as low cost, high data 
availability, increased revenue, high user satisfaction, high load 
balance, and high hit ratio, are contributing to another 18% 
advancement.  This stastical chart shows researchers' aims and 
successfully addresses various aspects of performance in cloud 
replication environments. 

D. RQ4: What are the Common Limitations Across Existing 

Research on Data Placement Strategies in Cloud 

Replication Environments? 

Here are the limitation in respective research works as 
discussed in RQ2: 

 Researchers in [74] proposed a replica placement 
strategy that minimizes the evaluation cost. However, the 
disadvantage of this research is high bandwidth usage 
when queries are locked, and much hopping involved till 
the replicas are retrievable. 

 The enhanced CRUSH algorithm [77] can dynamically 
place data and obtain data, which outstrips the previous 
study, yet data reliability issues are undeniable. The 
possibility of data loss is very high during data placement 
because when a dataset is sent to a particular server, any 
inevitable matters can happen at the server's level, such 
as server crashes or network breakdowns. 

 SL-DRM achieved low storage consumption with a 
limited number of replica copies for videos [84]. 
Conversely, the major concern in this study was that the 
data availability was uncertain as crucial files were 
copied to unknown locations. 
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 The researcher [81] proposed cost-effective dynamic 
data placement using greedy algorithms. The solution 
was complex in formulation and caused extensive 
bandwidth usage while collecting numerous data, and 
prior decisions were made for replica creation and 
placement. Thus, computation overheads are a major 
drawback in this study. 

 Researcher in study [82] proposed a Dynamic Replica 
Placement that focuses on financial cost reduction with 
good data consistency. As saving cost, storage space and 
consistency were the primary aims of this research, the 
data availability was neglected as it was not measured in 
this study. 

 The ICR aims to identify the earliest available resource 
and time slots to proceed with replica replication until 
replica placement [78]. The trade-off in this study is high 
network usage due to the algorithm imposing an 
increased number of tasks to be executed whenever 
resources are available, and replica placement will occur 
endlessly. Furthermore, high energy consumption is 
another disadvantage in this study because resources are 
continuously used without idle time. 

 Researchers in [75] developed the APER, a data 
replication strategy that allows a file to be replicated 
many times as long as it is profitable for both the tenant 
and cloud provider based on revenue and expenditures. 
The drawback is the high replication time affected by the 
overdue process of verifying every task to comply with 
the profitable criterion before the replication process and 
placement. 

 In a hybrid Fog-Cloud environment, researcher Salah 
suggests a multi-objective optimization data placement 
model based on numerous data replicas [80]. Overall, the 
articles point to the possibility that while focusing on AI 
to minimize latency and improve data location the risks 
of data leakage concerning data privacy and the high 
requirement for specialist hardware and software are 
issues unattended in this study. 

 The TDOPS with deduplication technique introduced in 
another study [76], overlooked the high replication time 
due to deduplication imposing a longer time for 
processing. 

 Dynamic data replication management techniques 
notably focus on the costs related to storage and network 
use, ignoring the possibility of optimization through 
storage use [83]. 

 Researchers in study [95] adopted the ISGA, an interval 
pricing technique in multi-cloud environments, which 
has a primary disadvantage in the contributions of 
neglected cost-cutting strategies like resource 
optimization. 

 The Dynamic Popularity-aware Replication Strategy 
(DPRS) [89] constitutes a data center selection method 
to determine the best location for replica placement. The 
researcher disregarded fault tolerance due to a heavy 

traffic load. Then the system will suffer from data loss 
and high response delay too. 

 The HPSOTS algorithm was proposed by the researcher 
[93]. The data availability is relatively low due to the 
static number of replicas fixed in the strategy. Thus, any 
decisive data might not have sufficient copies, affecting 
poor availability and high wait time for file downloads. 

 The researcher in study [90] proved the proposed HRS 
was beneficial to address storage imbalance, low 
response time, and high network usage. However, the 
system performance might suffer from execution 
overheads caused by extended verification time using the 
fuzzy technique. 

 CF-AHP is a multi-criteria optimization model to save 
energy usage in their architecture [48]. The research 
disregarded the impact on the central database, which 
suffers a high update rate during replication. 

 The Criteria Decision Analysis (MCDA) approach to 
determine the best data center to store replicas [86]. High 
energy usage and high replication time were neglected in 
this study. 

 Researchers in study [71] propose the RPBLB strategy 
that requires additional storage to place replicas at the 
nearest data center. The algorithm demands extra time to 
verify the appropriate data center to store the replicas, 
thus affecting high process time. 

 The additional computation time is identified in DMDR 
proposed by the researcher [8]. It has insufficient storage, 
and a high replication process while computing several 
factors during replica replacement activities that 
eventually delay the replication process. 

 The researcher [85] and [67], introduced Fuzzy 
inferences in their placement strategies. Both researchers 
overlooked the fuzzy inference, causing a high process 
that derives a high response time. Concurrently, the 
proposed algorithm causes high storage consumption in 
[85]. 

 Research by [92] proposed an inter-data center data 
replication system that effectively improved bandwidth 
usage but overlooked high replication time. The 
algorithm requires more time to sort the traffic schedule 
than only triggering the replication process until the 
replica placement is complete. 

 An integrated algorithm called LAST-HDFS was 
proposed by [94] achieved high security by storing data 
according to privacy classifications. However, the 
algorithm is cost-expensive due to the sophisticated 
security features. Another drawback in the research is 
high network usage caused by location monitoring and 
detection requiring data collection in real-time. 

 Researchers [91] proposed a bio-based algorithm that 
overlooked the trade-off of computations overheads and 
high replication frequencies. 
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 Drawbacks in the heuristic ALO (HH-ALO-Tabu) 
strategy introduced by [50] is computational overheads. 

 To decrease the financial liability associated with 
excessive duplication, [54] presented a strategy to 
distribute Online Social Network (OSN) data copies 
across a few Cloud Service Providers (CSPs). The study 
overlooked the impact of high costs and varying levels 
of data availability, which could present additional 
challenges when utilizing different services from various 
cloud service providers (CSPs). 

 

Fig. 9. Limitations in existing studies. 

Fig. 9 and Table V present detailed analyses of common 
limitations in existing data placement strategies within cloud 
replication environments revealing several recurrent issues. The 
most frequently identified limitations include low data 
availability, high process time, and high replication frequency 
among 8 respective research studies (32%). These metrics 
indicate that many current strategies struggle to maintain 
consistent data access, handle data efficiently, and manage 
replication activities without excessive resource consumption. 
High network usage is down the road, with 6 research works 
contributing 24% of similar limitations. High-cost drawbacks 
(12%) are also significant concerns, highlighting inefficiencies 
in data transfer mechanisms and economic viability. These 
issues' occurrence emphasizes room for improvement and 
hinders performance degradation in replication activities. 

TABLE V.   RESEARCH WITH COMMON LIMITATIONS 

Performance Metric Authors 

Low Data Availability [77] [89] [93] [67] [82] [78] [54] 

High Process Time [90] [86] [85] [75] [92] [88] [80] [76] [50] 

High Replication Frequency [89] [84] [93] [8] [85] [92] [94] [88] 

High Network Usage [74] [85] [67] [81] [78] [94] 

High Replication Time [86] [75] [76] 

High Costing [69] [94] [80] 

Low Fault Tolerance [77] [89] 

High Response Time [48] [75] 

Resource Wastage [50] [83] 

High Energy Consumption [85] [78] 

High Storage Usage [89] [78] 

Others [89] [48] [75] [88] [80] 

Numerous existing research works revealed that cloud 
computing has been the most prevalent platform for many other 
researchers' works [96]–[99].  Similarly, addressing these cloud 
replication limitations is critical for enhancing cloud computing 
environments' overall performance and reliability [100], [101]. 
Future research should prioritize the betterment of strategies that 
mitigate these common issues. By tackling these challenges, 
researchers can contribute to more robust and efficient data 
placement strategies, ultimately leading to more cost-effective 
and high-performing cloud services. Ensuring these 
improvements will be essential for meeting the increasing 
demands of cloud computing and providing reliable and 
accessible data management services. 

V. CONCLUSION AND FUTURE DIRECTIONS 

This paper presented a thorough taxonomic analysis of data 
placement strategies in cloud replication systems and has 
uncovered several important insights into this crucial area of 
cloud computing. This study has identified and categorized 
several techniques through this systematic review according to 
their primary goals, selection criteria for data placement, and 
performance metrics. The results suggest that placement 
strategies provide dynamic approaches that exhibit exceptional 
flexibility in response to shifting goal requirements. The study 
explicitly underscores how placement strategies have emerged 
as viable approaches to optimizing replica distribution in 
intricate cloud environments. 

This study delivers a theoretical contribution that provides 
insights into existing research works by crafting a novel 
taxonomy for data placement strategies in cloud replication 
environments. The comprehensive analysis and discussion 
stipulate trends in replication performance enhancement. 
Further, gaps in existing studies are highlighted, forecasting new 
ideas for future researchers to develop a novel replication 
strategy to address the most prominent issues in cloud 
replication environments. 

As for practical implications, this taxonomy study offers 
collections of replication strategies that allow cloud providers to 
scrutinize and adapt them in real-cloud replication settings. 
Hence, cloud providers can serve accelerated performance to 
users with better data availability, faster response time, low fault 
tolerance, reduced storage usage, and efficient network usage. 
This may offload pressure from cloud users' demands for quick 
data access, high data availability, fast replication process, low 
storage consumption, and affordable data maintenance. 

Cloud technologies are evolving so quickly; thus, the 
taxonomy in this study may not fully encompass all new or 
specialized data placement techniques. Forthcoming tactics 
might differ greatly from those examined in this research. Future 
research can advance the field by addressing these gaps with 
more thorough literature discovery and provide practical 
solutions for efficient and dynamic data placement in cloud 
environments. Additionally, as the multi-cloud and hybrid cloud 
deployments grow more prevalent, data placement solutions that 
optimize across many cloud providers and on-premises 
infrastructure should be the focus of future studies. This is 
crafting strategies that can easily handle data placement in 
various distributed and heterogeneous situations. Besides, future 
researchers, policymakers, and professionals are suggested to 
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explore more effective and dependable data placement, which 
could be ensured by utilizing artificial intelligence approaches 
to anticipate and adjust to changing circumstances. Real-world 
adaption may entail expanding and placing these ideas into 
practice by collaborating with businesses that use multi-cloud 
configurations. 
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Abstract—The persistent challenge of project delays poses 

significant issues with the escalating demand for house 

renovations. The company in Kedah, Malaysia, faces frequent 

project delays due to ineffective project management, leading to 

substantial liquidated damages. This study aims to minimise 

project delays and ensure timely completion within budget 

constraints, focusing on both the entire house renovation project 

and the kitchen renovation project. This study employed the 

Program Evaluation and Review Technique to illustrate the 

project network and utilised the Critical Path Method to identify 

the critical path while implementing project crashing with linear 

programming to optimise activity duration reduction and 

minimise costs. The PERT method results in an illustrative 

network diagram that aids subsequent analysis. The completion 

time for the entire house renovation project is determined to be 58 

days using CPM, with a 96.8% probability of completion within 

60 days. In contrast, for the kitchen renovation project, the 

completion time is identified as 38 days, with a 0% probability of 

meeting the 30-day deadline. Therefore, linear programming was 

successfully applied, shortening the kitchen project to 30 days at a 

total cost of RM 18,517.50, further reduced to 20 days with a cost 

of RM 20,980. Both scenarios remained below the total penalty 

cost of RM 21,780. The finding enables the company to make 

informed decisions on resource allocation to accelerate project 

duration and avoid delays. Future research should delve into 

realistic models, considering labour allocation and indirect costs, 

for a more comprehensive evaluation of project crashing strategies 

and their financial impacts. 

Keywords—House renovation; Program Evaluation and Review 

Technique (PERT); Critical Path Method (CPM); project crashing 

techniques; construction project management; linear programming 

optimisation 

I. INTRODUCTION 

In any generation, houses serve as essential shelter, playing 
an important role in people’s lives. House renovation has 
become a common phenomenon in recent years as the quality of 
life improves and people focus more on creating a comfortable 
and safer home environment. Simultaneously, the growing trend 
of renovating kitchens underscores this space's unique role as 
the hub and heart of the home. Homeowners are increasingly 
investing in both entire house and kitchen renovation projects, 
driven by a desire to enhance functionality, increase property 
value, and create inviting spaces for family gatherings and social 

events. These renovations, offering customisation within budget 
constraints, also pose challenges with project deadlines. Delays 
often arise from factors such as ineffective planning, material 
and labour shortages, adverse weather, and equipment failures 
[1]. In addition, as project complexity increases, improper 
management can lead to cost overruns and schedule delays. To 
mitigate these challenges, this study aims to minimise project 
delays and ensure timely completion within budget by 
employing effective project management tools and techniques. 
This study was conducted on two cases, an entire house and a 
kitchen renovation, by a renovation company in Kedah, 
Malaysia. 

According to a study [2], the construction industry 
historically faces challenges like delays, exceeding budgeted 
costs, and substandard quality. Similar causes of delays, such as 
inadequate planning and scheduling and insufficient site 
management, have been emphasised in studies by [1], [3], [4], 
and [5]. Besides that, the ever-changing nature of project 
development poses challenges for construction companies 
lacking adequate project management skills [6]. Therefore, as 
[7] emphasises, efficient project management has several 
advantages, including cost, time, and quality assurance. 
According to study [8], project management is characterised by 
using knowledge, skills, tools, and techniques to manage project 
activities and meet specific requirements effectively. Similarly, 
[9] proposes that utilising project management tools can 
alleviate challenges in planning, organising, and managing 
diverse sets of resources. [10] and [11] emphasise that effective 
project planning and scheduling are essential for successful 
construction projects, ensuring timely completion within budget 
and meeting quality standards. However, project planning and 
scheduling represent one of the most difficult tasks faced by 
managers, requiring a deep understanding of the planned work 
[12], especially for complex construction projects where careful 
consideration of project scheduling and cost planning is 
essential [13]. 

The Critical Path Method (CPM) and Program Evaluation 
and Review Technique (PERT) are proven approaches that aid 
in planning, scheduling, and controlling construction projects 
[14]. Studies by [15], [16], and [17] highlight the effectiveness 
of CPM and PERT in identifying the critical path, allowing for 
better control and acceleration of activities to ensure timely 
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project completion. Project crashing is a strategy for utilising 
additional resources to expedite critical activities and meet 
deadlines [18] and [19]. [20] assert that delays can be mitigated 
by implementing project crashing strategies while considering 
the cost factor simultaneously. Additionally, [21] and [22] apply 
linear programming, which results in a cost increase but 
significantly shortens the project duration. However, the study 
in [23] stated that combining linear programming with project 
crashing can minimise project overruns. These methods have 
proven helpful in project management, allowing for proper 
planning and scheduling of projects and effective control of 
costs. 

In this study, two crucial components of project 
management, PERT and CPM, will be utilised to illustrate the 
project network, identify critical paths, and estimate the 
probability of completion time for both the entire house and 
kitchen renovation projects. Subsequently, linear programming 
will be applied for project crashing in the kitchen renovation 
project. Finally, the performance of the project crash results will 
be compared with the current project cost and completion time 
for the kitchen renovation project. This study will help various 
renovation companies understand the importance of applying 
project management principles to their projects. 

II. MATERIALS AND METHODS 

A. Data Description 

The data obtained from a private renovation company in 
Kedah, Malaysia, consists of two case studies: the entire house 
and the kitchen renovation projects. This deliberate selection 
aims to evaluate the applicability of various project management 
tools to datasets of different sizes. The entire house renovation 
dataset, representing a large-scale project with a 60-day 
deadline, includes the duration of each activity and the 
corresponding total renovation cost for each project scope. In 
contrast, the kitchen renovation dataset reflects a smaller-scale 
project with a 30-day deadline. This dataset provides 
comprehensive information on the duration and cost associated 
with each renovation step within the kitchen. This dual-dataset 
approach enables a comprehensive assessment of project 
management tools across varying project complexities. A one-
week delay resulted in a penalty of approximately RM4,000 for 
these projects. 

B. PERT 

The PERT methodology facilitates a comprehensive 
analysis of project completion time by incorporating a three-
point time estimate, addressing uncertainties in activity duration. 
It employs three different time estimates: optimistic (a), most 
likely (m), and pessimistic (b) to account for variability [24]. 
The optimistic estimate signifies the minimum activity duration; 
the most likely estimate reflects the duration expected to occur 
most frequently; and the pessimistic estimate represents the 
maximum expected duration. To calculate the expected time 
(Te) and variance (V) of each activity duration, specific 
formulas are utilised. Eq. (1) estimates the average duration, 
while Eq. (2) quantifies the level of uncertainty associated with 
each activity [25]. 

Te = 
(a + 4m + b)

6
   (1) 

V = [
b -  a

6
]

2

   (2) 

C. CPM 

Using a network-based approach, the CPM identifies time-
sensitive activities crucial for project success, considering 
parameters such as earliest start (ES), earliest finish (EF), latest 
start (LS), latest finish (LF), and slack time (S) [26]. Eq. (3) and 
(4) determine the earliest start and finish times, while Eq. (5) and 
(6) establish late start and finish times [27]. These calculations 
indirectly yield slack time, defined as the maximum allowable 
delay for an activity without affecting project completion. The 
critical path, characterised by zero slack, represents the path 
with the longest duration in the network [28], with the formula 
for slack time outlined in Eq. (7). Determining the critical path 
is vital for guiding completion time, coordinating activities, 
developing schedules, and monitoring project planning [29]. 

𝐸𝑆(𝑗)  =  𝑚𝑎𝑥𝑖𝑚𝑢𝑚 {𝐸𝐹(𝑖)}, 𝑗 =  1,2, 3, … , 𝑛 (3) 

𝐸𝑆(𝑗)  =  𝐸𝑆(𝑗)  +  𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛  (4) 

𝐿𝐹(𝑖)  =  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 {𝐿𝑆(𝑗)}, 𝑖 +  𝑛 −  1, 𝑛 −   2, … , 0   (5) 

𝐿𝑆(𝑖)  =  𝐿𝐹(𝑖)  −   𝐷𝑢𝑟𝑎𝑡𝑖𝑜𝑛  (6) 

𝑆 =  𝐿𝑆 −  𝐸𝑆 =  𝐿𝐹 –  𝐸𝐹  (7) 

Furthermore, the variations in activities along the critical 
path can significantly impact the overall project completion. 
Assessing the variances of critical path activities contributes to 
a more comprehensive understanding of project uncertainty. The 
standard normal (Z) can be obtained from Eq. (8), thus referring 
to the normal distribution table to find the probability. A higher 
calculated probability, approaching 100%, signifies a greater 
likelihood of meeting the project deadline, whereas a lower 
probability, nearing 0%, suggests a reduced likelihood of 
achieving the project duration [30]. 

Z = 
Due date −∑ Expected date of completion

∑ √All the variance of critical activities
  (8) 

D. Project Crashing 

Project crashing involves minimising a project’s remaining 
duration by reducing the time required for critical activities, 
resulting in additional costs, known as crash costs, due to the 
increased allocation of resources to ensure timely completion 
[31]. The methodology includes identifying the normal critical 
path and its critical activities. Following this, the crash cost per 
period for various activities is computed using Eq. (9). Next, the 
critical path activity with the lowest crash cost per period is 
identified and accelerated to the maximum extent possible or 
until the desired deadline. The process is iteratively checked to 
ensure the critical path remains unchanged. This iterative 
approach continues until the optimal solution is attained and the 
project reaches its desired completion date [32]. 

Crash cost per time period =
Crash cost − Normal cost

Normal time − Crash time
 (9) 

E. Linear Programming 

Linear programming serves as an alternative approach to 
optimising project crashing schedules, involving three key 
components: decision variables, an objective function, and 
constraints. The objective is to minimise the cost of crashing the 
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entire project. Therefore, the objective function can be defined 
based on Eq. (10) [32]. The objective function is subject to 
several constraints, such as the maximum reduction constraint, 
the start time constraint, the project duration constraint, and non-
negativity constraints [14]. The maximum reduction constraint 
ensures each activity does not crash more than the maximum 
crashing time. In a project, activities are interconnected, and the 
beginning of certain activities relies on the completion of others. 
To ensure a smooth flow of work, the sequence of activities 
needs to be established by setting start time constraints. The 
project duration constraint is determined at the last activity 
before the project deadline. 

Minimise crash cost, 𝑧 = ∑ 𝐶𝑖𝑌𝑖 , 𝑖 = 1, 2, 3, …𝑛
𝑖=1 , 𝑛   (10) 

Subject to: 

 Maximum reduction constraint, 𝑦𝑖  ≤  Allowable 
crashing time for activity 𝑖 measured in terms of days 

 Start time constraint, 𝑋𝑖 ≥ 𝑋Predecessor + (𝑡 − 𝑌𝑖) 

 Project duration constraint, 𝑋Finish ≤  The completion 
project time at the last activity 

 Non – negativity constraint, 𝑥𝑖 , 𝑦𝑖 ≥ 0 

Where 𝑋𝑖  represents the time when the event 𝑖 will occur, 
measured since the beginning of the project; 𝑌𝑖  represents the 
number of time activity will be crashed, where 𝑖 =
(1, 2, 3, … , 𝑛)  ; 𝑋Start  represents the start time for the project 
(usually 0); 𝑋Finish  represents the earliest finish time of the 
project; 𝐶𝑖 represents the crash cost per unit of time for activity 
𝑖. 

III. RESULT AND DISCUSSION 

This section explores two case studies: the entire house 
renovation project and the kitchen renovation project. 

A. Case Study 1: Entire House Renovation Project 

Illustrating the project network, identifying the critical path 
and activities, and estimating the probability of completing the 
overall project are the key objectives for this case study. 

1) Project network for case study 1: For the entire house 
renovation project, there are a total of 31 activities. 

Fig. 1 displays the PERT network diagram, which starts with 
activity A and ends with activity AF. Notably, activities E and F 
have the highest number of predecessors, with three dependents 
each, originating from activities B, C, and D. Following this, the 
second-highest number of predecessors is found in activities G, 
M, P, W, X, Y, and AE, each having two dependents. 

2) Critical path and activities for case study 1: Fig. 2 
clearly shows the duration, earliest start (ES) time, earliest 
finish (EF) time, latest start (LS) time, latest finish (LF) time, 
and slack time for each activity in the entire house renovation 
project. 

The yellow path in Fig. 2 represents the critical path, which 
is characterised by zero slack and represents the critical 
activities in case study 1. Notably, there are two critical paths in 
the project, totalling 58 days. 

 
Fig. 1. PERT network diagram for case study 1. 

 

Fig. 2. CPM network diagram for case study 1. 

3) Probability of completion time for case study 1: The 
PERT method employs three-time estimates, which are 
optimistic time (a), most likely time (m), and pessimistic time 
(b). Using Eq. (1) and Eq. (2), the PERT method calculates the 
expected time and variances. The results are presented in Table 
I. 

The deadline for this project is 60 days, and the expected 
date of completion is 58 days. So, the z value can be obtained 
using Eq. (8): 

Z = 
60 − 58

√1.167
 = 1.8514 

Then, this z value can be seen in the standard normal 
distribution table. The z-value of 1.8514 obtained from the 
standard normal distribution table corresponds to a probability 
of 0.9679, which is expressed as a percentage of approximately 
96.8%. This high probability suggests a strong likelihood that 
the project will be completed on schedule in less than or equal 
to 60 days. Given this higher probability and the absence of a 
risk of penalties for project delay, the application of linear 
programming for project crashing was deemed unnecessary. 
Implementing project crashing would typically involve 
additional costs to expedite critical activities, and in this context, 
the substantial likelihood of on-time completion rendered the 
incurring of extra expenses unnecessary. 
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TABLE I. PROJECT VARIANCE FOR EACH ACTIVITY IN CASE STUDY 1 

Activity Code 
Estimation Time (day) 

Expected time, Te Variance, V 
a m b 

A 1.5 2 3 2.083 0.063 

B 3 4 5 4.000 0.111 

C 0.5 1 1 0.917 0.007 

D 0.5 0.5 1 0.583 0.007 

E 0.5 1 2 1.083 0.063 

F 2 2.5 3 2.500 0.028 

G 2 3 3 2.833 0.028 

H 2 3 4 3.000 0.111 

I 0.5 0.5 1 0.583 0.007 

J 1.5 2 3 2.083 0.063 

K 3 4 5 4.000 0.111 

L 0.5 0.5 1 0.583 0.007 

M 2 3 3 2.833 0.028 

N 2 2.5 3 2.500 0.028 

O 0.5 0.5 1 0.583 0.007 

P 2 3 3 2.833 0.028 

Q 2 3 4 3.000 0.111 

R 0.5 0.5 1 0.583 0.007 

S 1.5 2 3 2.083 0.063 

T 3 4 5 4.000 0.111 

U 0.5 0.5 1 0.583 0.007 

W 0.5 1 2 1.083 0.063 

X 2 2.5 3 2.500 0.028 

Y 2 3 3 2.833 0.028 

Z 2 3 4 3.000 0.111 

AA 0.5 0.5 1 0.583 0.007 

AB 1 1 2 1.167 0.028 

AC 0.5 1 1 0.917 0.007 

AD 0.5 1 1 0.917 0.007 

AE 2 3 3 2.833 0.028 

AF 1 1.5 2 1.500 0.028 

B. Case Study 2: Kitchen Renovation Project 

The process for case study 2 involves illustrating the project 
network, identifying the critical path and activities, estimating 
the probability of completion time, utilising linear programming 
for resource allocation to accelerate the schedule, and finally, 
comparing the project crash results with the current cost and 
completion time of the kitchen renovation project. 

1) Project network for case study 2: For the kitchen 

renovation project, there are a total of 18 activities. 

Fig. 3 illustrates the PERT network diagram, starting with 
activities A and B. It is worth noting that both activities L and 
M have the highest number of predecessors, with each having 

four dependent activities from activities H, I, J, and K, 
respectively. Then, activities C, N, and Q each have two 
dependent activities. 

2) Critical path and activities for case study 2: Fig. 4 
clearly shows the duration, earliest start (ES) time, earliest 
finish (EF) time, latest start (LS) time, latest finish (LF) time, 
and slack time for each activity in the kitchen renovation 
project. 

In Fig. 4, the yellow path represents the critical path with 
zero slack, indicating the critical activities in case study 2. It is 
evident that in the kitchen renovation project, there are eight 
critical paths, amounting to 38 days in total. 
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Fig. 3. PERT network diagram for case study 2. 

 
Fig. 4. CPM network diagram for case study 2. 

3) Probability of completion time for case study 2: The 
expected time and variance of the PERT method were 
calculated by applying Eq. (1) and Eq. (2), as detailed in Table 
II. 

TABLE II. PROJECT VARIANCE FOR EACH ACTIVITY IN CASE STUDY 2 

Activity 

Code 

Estimation Time (day) Expected 

time, Te 

Variance, 

V a m b 

A 0.5 1 1 0.917 0.007 

B 3 3.5 4 3.500 0.028 

C 1 1.5 2 1.500 0.028 

D 2 3 4 3.000 0.111 

E 6 7 8 7.000 0.111 

F 1 1.5 2 1.500 0.028 

G 4 6 7 5.833 0.250 

H 2.5 3 4 3.083 0.063 

I 2 2.5 3 2.500 0.028 

J 2 2.5 3 2.500 0.028 

K 2 2.5 3 2.500 0.028 

L 0.5 1 1 0.917 0.007 

M 1 1.5 2 1.500 0.028 

N 1 1.5 2 1.500 0.028 

O 0.5 1 1 0.917 0.007 

P 0.5 1 1 0.917 0.007 

Q 2 4 5 3.833 0.250 

R 1 1.5 2 1.500 0.028 

The deadline for this project is 30 days, and the expected 
date of completion is 38 days. So the z value obtained is: 

Z = 
30 − 38

√1.049
 = − 7.8109 

Next, the z value of -7.8109 corresponds to a probability 
value of 0. When expressed as a percentage, this indicates a 0% 
probability of completing the project in 30 days or less, 
signifying that completing the duration is unlikely. Faced with 
this challenge, the implementation of the project crashing 
became critical. By accelerating critical activities through 
project crashing, the likelihood of completing the project within 
the 30-day deadline significantly increased. 

4) Apply linear programming method for project crashing 
in case study 2: The linear programming method for project 
crashing is being applied to achieve the shortest possible 
duration at the least cost. Table III shows the cost-time slope of 
the kitchen renovation project, including the additional costs 
incurred resulting from the time reduction, with the crash cost 
per time calculated using Eq. (9). 

TABLE III. COST-TIME SLOPE OF CASE STUDY 2 

 
Activity 

description 

Normal 

Time 

(Days) 

Crash 

Time 

(Days) 

Normal 

Cost 

(RM) 

Crash 

Cost 

(RM) 

Crash 

cost 

per 

time 

A 

Hack and 

remove the 
top and 

bottom 

kitchen 
cabinets 

1 0.5 350 450 200 

B 

Hack away 

existing 

mortar base, 

wall tiles and 

demolish 

wall 

4 2 1000 1450 225 

C 

Install P.V.C 

outlet pipe 

and wiring 
for kitchen & 

washing 

machine 

2 0.5 450 600 100 

D 

Make good 

the 

demolished 
area with 

cement 

screed 

3 2 1000 1150 150 

E 

Supply and 
install a 

stainless-

steel kitchen 

worktop 

7 4 2200 3000 266.67 

F 

Supply and 

install a 
stainless-

steel 

backsplash 

2 0.5 800 900 66.67 

G 

Construct a 
2" height 

cement 

mortar base 
for the 

6 4 450 770 160 
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kitchen 

cabinet 

H 

Supply and 

install top 

and bottom 
kitchen 

cabinets 

3 2 3380 3560 180 

I 

Supply and 

install a tall 
cabinet for 

the built-in 

fridge 

3 2 780 880 100 

J 

Supply and 

install a tall 

cabinet for 
the oven 

3 2 780 880 100 

K 

Supply and 

install a tall 
cabinet for 

the shoe rack 

3 2 780 880 100 

L 

Supply and 

install a 

stainless-

steel plinth. 

1 1 3370 3370 0.00 

M 

Supply & 
install 

"Blumotion" 

drawer 
runner 

2 1 480 580 100 

N 
Electric 

Work 
2 0.5 800 900 66.67 

O 
Install the 
kitchen sink 

and tap 

1 0.5 80 180 200 

P 

Install 

Cooker Hood 
& Hob 

1 0.5 100 200 200 

Q 

Construct 

hoarding 
protection at 

the living 

room 

4 2 700 950 125 

R 

Clean & 

wash kitchen 

area 

2 1 280 380 100 

Total 50 28 17780 21080 2440 

After formulating the objective function and constraints, the 
linear programming model is applied using Excel Solver. The 
results of the model solution reduced to 30 days are presented in 
Table IV. 

TABLE IV. SOLUTION OF THE LP PROBLEM USING EXCEL SOLVER FOR 30 

DAYS  

Objective Value Final Value 

Min Z RM 737.50 

𝑋𝐴, 𝑋𝐵, 𝑋𝐷, 𝑋𝐸, 𝑋𝐺, 𝑋𝐻, 𝑋𝐼, 𝑋𝐽, 𝑋𝐾, 𝑋𝐿, 𝑋𝑂, 𝑋𝑃 0 

𝑋𝐶 , 𝑋𝐹, 𝑋𝑁, 𝑋𝑄 1.5 

𝑋𝑀, 𝑋𝑅 1 

In order to meet the desired project completion time of 30 
days, specific activities required acceleration. Critical activities 
identified for crashing were C, F, N, and Q, each requiring a 
reduction of 1.5 days. Additionally, activities M and R were 
expedited by 1 day each to align with the targeted project 
timeline. Initially, the linear programming method was utilised 

to ensure the completion of the kitchen renovation project within 
the 30-day deadline by allocating additional resources to 
accelerate specific tasks. The total cost incurred for crashing 
these activities amounts to RM737.50. 

Subsequently, considering a further reduction in the project 
duration to 20 days, a detailed analysis was conducted. The 
application of linear programming successfully achieved the 
goal of shortening the project duration. The results of the model 
solution for the 20-day timeline are presented in Table V. 

TABLE V. SOLUTION OF THE LP PROBLEM USING EXCEL SOLVER FOR 20 

DAYS  

Objective Value Final Value 

Min Z RM 3200 

𝑋𝐴, 𝑋𝐿 0 

𝑋𝐵, 𝑋𝐺, 𝑋𝑄 2 

𝑋𝐶 , 𝑋𝐹 , 𝑋𝑁 1.5 

𝑋𝐷, 𝑋𝐻 , 𝑋𝐼, 𝑋𝐽, 𝑋𝐾 , 𝑋𝑀 , 𝑋𝑅 1 

𝑋𝐸 3 

𝑋𝑂, 𝑋𝑃 0.5 

To meet the project completion time of 20 days, specific 
adjustments were made to various activities. Activities B, G, and 
Q were reduced by two days, while activities C, F, and N were 
accelerated by 1.5 days. Additionally, activities D, H, I, J, K, M, 
and R were shortened by 1 day each. Further improvements 
included a 3-day acceleration for activity E and a 0.5-day 
acceleration for activities O and P. The total cost of crashing 
these activities into 20 days is RM3,200. Thus, the final project 
cost, determined through the linear programming method, is 
RM20,980. 

5) Compare the performance of project crashing result 
with the current project cost and completion time for case study 
2: Table VI shows the results of project crashing for the kitchen 
renovation project in comparison to the current project cost and 
completion time. 

TABLE VI. COMPARISON TABLE IN PROJECT COST AND COMPLETION 

TIME 

 Time Cost Penalty Total Cost 

Normal 38 days RM 17,780 RM4,000 RM 21,780.00 

Crash 30 days RM 737.50 - RM 18517.50 

Crash 20 days RM3200.00 - RM 20980.00 

Table VI displays the total direct cost for completing the 
project within the normal 38-day duration, amounting to RM 
17,780, with a penalty of RM 4,000 for a one-week delay. The 
cost, including the penalty, for completing the project without 
activity crashing is RM 21,780. Additionally, crashing for 30 
days is RM 18,517.50, and for 20 days, it is RM 20,980. Despite 
the increased cost for shorter durations due to additional 
resources, both remain below the total cost without crashing. 
Therefore, the company can decide to add additional resources 
for crashing the activities to accelerate the project duration. This 
analysis affirms that the project crashing strategy is cost-
effective, helping meet deadlines and avoid penalties. 
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IV. CONCLUSION 

In conclusion, the application of Program Evaluation and 
Review Techniques and the Critical Path Method has 
successfully managed and evaluated two distinct renovation 
projects: an entire house renovation and a kitchen renovation. 
This study achieved its first and second objectives by illustrating 
project networks, estimating completion probabilities, and 
identifying critical paths and activities for both cases. 

For the entire house renovation, the PERT method was 
employed to construct network diagrams and determine 
expected times and variances. Critical activities were identified 
using the Critical Path Method, resulting in a high likelihood of 
project completion within the 60-day deadline. 

In contrast, the kitchen renovation presented challenges with 
a 30-day deadline and a calculated 38-day completion time using 
CPM, indicating potential delays. The application of linear 
programming for project crashing successfully reduced the 
duration to 30 days, incurring an additional cost of RM737.50. 
A further reduction to 20 days was achieved, incurring an 
additional cost of RM3,200. The comparison with the original 
cost structure confirmed the feasibility of completing the project 
within the specified time and at a lower cost. 

This study contributes significantly to house renovation 
project management by addressing two projects and providing 
valuable insights for future research. It effectively tackles 
persistent project delays through the strategic use of tools like 
CPM, PERT, and linear programming. The findings emphasise 
the crucial role of acquiring skills for efficient tool application. 
The practical implications extend to the industry, aiding 
renovation companies in improving project management 
practices for timely and cost-effective outcomes. In summary, 
this research advances academic understanding and offers 
actionable strategies for enhancing efficiency and cost-
effectiveness in house renovation projects. 

However, limitations include challenges in linear 
programming for projects with complex dependencies and a lack 
of detailed information on worker allocation and indirect costs. 
Future research should explore real-world models, consider 
resource availability, and analyse the impact of worker 
allocation on project costs and completion time. Additionally, 
including detailed information on indirect costs would provide a 
more comprehensive evaluation of project crashing financial 
impacts. Furthermore, to mitigate delays caused by a lack of 
project management expertise, it is recommended that 
companies hire professional project managers. This can enhance 
planning, scheduling, and overall project efficiency, reducing 
the likelihood of delays in future house renovation projects. 
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Abstract—The detection and identification of forest smoke 

and fire are critical for forest fire prevention efforts. However, 

current forest smoke and fire target detection algorithms 

confront obstacles such as high memory usage, computational 

costs, and deployment difficulty. Regarding these key issues, this 

paper presents FSFYOLO, a lightweight forest smoke and fire 

detection model based on the YOLOv8s model. To efficiently 

extract key features from forest smoke and fire images while 

reducing computational redundancy, the lightweight network 

EfficientViT is used as the backbone network. A lightweight 

detection head, Partial Convolutional Head (PCHead), is 

designed using the shared parameters idea to greatly minimize 

the amount of parameters and computations by leveraging 

shared convolutional layers and branched processing, thus 

achieving the lightweight design of the model. In the neck 

network, a lightweight feature extraction module, C2f-FL, is 

built to more fully extract local features and surrounding 

contextual information to widen the receptive field. Additionally, 

a Coordinate Attention (CA) mechanism is integrated into both 

the backbone and neck networks to capture cross-channel 

information, directional awareness, as well as position-sensitive 

information, improving the model's capacity to precisely pinpoint 

fire and smoke in forests. The experimental outcomes results on 

our self-constructed forest smoke and fire dataset demonstrate 

that FSFYOLO reduces the number of parameters and 

computation by 47.6% and 60.9%, respectively, compared to the 

original model, while improving precision, recall, and mAP50 by 

1.3%, 1.0%, and 1.0%, respectively. This demonstrates that 

FSFYOLO strikes a good compromise between model 

lightweighting and detection accuracy. 

Keywords—Forest smoke and fire; target detection; 

lightweight; YOLOv8; EfficientViT 

I. INTRODUCTION  

Forests are one of Earth's most valuable natural resources. 
They not only provide essential materials and minerals for 
production, but also play a critical role in maintaining 
ecological balance, preventing and mitigating drought, and 
conserving water resources [1], [2], [3]. However, forest fires 
often go undetected until they have spread across vast areas, 
making them difficult or even impossible to control and 
extinguish [4]. Such fires can cause irreversible and 
devastating damage to the environment, including contributing 
to global warming, soil erosion, the extinction of rare species 
of flora and fauna, and impairing the forest's ability to self-
regulate [5], [6]. Moreover, these fires pose significant risks to 
human life, infrastructure, and property [7]. Thus, quickly 
detecting forest fires and accurately identifying smoke areas is 
crucial for enabling firefighting personnel to take timely action, 
controlling the spread of the fire, which helps reduce the 

damage to ecosystems, infrastructure, and loss of life caused by 
forest fires [8]. 

The detection methods for forest fires are divided into 
smoke detection and flame detection [9]. Smoke, as an early 
indicator of fire, appears sooner, covers a larger volume, 
spreads faster, and is more easily detected by the naked eye 
[10], making it a critical clue for early fire detection. Flames, 
on the other hand, are essential for accurately pinpointing the 
fire's location [11], with color and varying shapes serving as 
key visual features that provide valuable information for 
firefighting efforts [12]. Therefore, integrating both smoke and 
fire detection significantly enhances the accuracy of forest fire 
monitoring, helping to protect forest resources and mitigate 
damage [13]. 

As a result of the quick development of computer vision 
technology, digital image processing techniques have been 
extensively used to identify forest fires. For the purpose of 
detection, early digital image processing techniques mainly 
extract the color, shape, and texture properties of smoke and 
flames. Unfortunately, manual feature extraction is heavily 
depended upon by these methods, and susceptibility to 
subjective human factors, as well as environmental 
complexities such as weather and lighting conditions, often 
leads to unsatisfactory detection performance [14]. Recently, 
the advances in deep learning have opened up new approaches 
to identifying forest fires. Deep learning models greatly 
improve the accuracy and robustness of fire detection models 
by providing benefits in terms of accuracy, detection speed, 
deployment flexibility, and adaptability to various fire 
characteristics [15], [16]. 

Despite promising progress in forest smoke and fire 
detection, several challenges remain unresolved. A key issue is 
how to achieve high detection accuracy, particularly in forest 
fire scenarios where the background is complex, interference is 
high, and the morphology of smoke and flames is highly 
variable. Furthermore, designing lightweight models for 
resource-constrained devices, such as edge and mobile devices, 
remains a critical research challenge. Thus, with the goal of 
addressing these concerns, this study proposes a lightweight 
forest smoke and fire detection model (FSFYOLO) built on 
YOLOv8s, which aims to reduce the computational load and 
parameter count through a lightweight design, enhancing 
detection accuracy. This makes it more feasible to deploy on 
resource-constrained devices, such as edge and mobile devices, 
allowing for rapid and accurate detection of smoke and fire in 
the early stages of a forest fire. This facilitates the issuance of 
timely warnings, reduces the time for rescue operations, and 
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minimizes the severe harm and losses caused by the spread of 
fires. 

The main contributions of this paper are as follows: First, 
EfficientViT, a lightweight network, is employed as the 
backbone for YOLOv8s. Second, a new lightweight detection 
head, PCHead, is designed using the concept of shared 
parameters. Third, to fully extract local features and contextual 
information, the neck network is using the lightweight feature 
extraction module C2f-FL. Finally, a coordinate attention 
mechanism is introduced to capture direction-aware and 
position-sensitive information from forest smoke and fire 
images. 

The remaining significant sections of this document are 
listed below: Section II provides a review of related research. 
Section III describes the improved model in this study. Section 
IV summarizes the dataset, experimental setup, parameters, 
and assessment measures that were employed during the 
studies. Section V performs pertinent experiments and 
discusses the findings. Finally, Section VI summarizes the 
entire effort of this study. 

II. RELATED WORKS 

With its strong feature extraction and pattern recognition 
capabilities, deep learning can automatically extract important 
information about forest fires from vast amounts of photos and 
videos. Therefore, deep learning-based recognition techniques 
have been used extensively in forest smoke and fire detection 
missions due to their notable benefits in forest smoke and fire 
recognition in recent years. 

This research in [17] aimed to detect early forest fire smoke 
by improving the deformable DETR model. This approach 
improves detection capabilities for little or unobtrusive smoke 
by incorporating modules like Dense Pyramid Pooling. An 
iterative bounding box combination technique is described for 
producing more exact bounding boxes. In addition, a forest fire 
smoke dataset was created to validate the capability of the 
improved network. However, the improved model still has a 
larger number of parameters. 

In the study [18], based on SqueezeNet, an efficient 
lightweight forest fire detection network was proposed. The 
model integrates Attention Gate (AG) units into the skip 
connections to enhance key features and suppress irrelevant 
information. Standard convolutions are replaced with 
depthwise convolutions, and a channel shuffle operation is 
introduced to optimize feature transmission. Although the 
model achieves good segmentation accuracy for forest fires, it 
may have limitations in broader fire detection tasks. 

This paper in [19] described a methodology for detecting 
forest fires automatically that combines the Atom Search 
Optimizer (ASO) and deep transfer learning. The ResNet50 
model is utilized to generate feature vectors, and the ASO is 
used to optimize the ResNet model's hyperparameters. A quasi-
recurrent neural network model is used for fire categorization, 
with promising recognition and detection results. 

The authors in [20] improved the YOLOv5 model to 
classify and detect forest fires. By incorporating the Weighted 
Bi-directional Feature Pyramid Network (BiFPN) and the 

Convolutional Block Attention Module (CBAM), the model 
enhances its ability to recognize various types of fires in 
complex backgrounds. The bounding box loss function adopts 
SIoU loss and introduces directionality to accelerate model 
convergence, effectively detecting different types of forest fires. 

The research in [21] introduced a multi-task learning model 
for forest fire detection, which includes detection, classification, 
and segmentation tasks. The model includes a diagonal random 
origin swapping data augmentation approach that significantly 
enhances detection performance for small fire targets. When 
compared to single-task models, the upgraded model reduces 
missed and incorrect detections and has better feature 
extraction capabilities. 

This paper in [22] improved the YOLOv8 model by adding 
a large-object detection head and introducing an Efficient 
Multi-Scale Attention (EMA) mechanism to reduce 
background noise and improve the identification of smoke 
targets and large-scale fires. The proposed path aggregation 
network bag structure further improves accuracy in detecting 
fires and smoke with uneven feature distributions and variable 
shapes. The improved model achieves higher detection 
accuracy. 

III. IMPROVED METHODOLOGY 

A. The Forest Smoke and Fire YOLO Model 

YOLOv8 is a high-performance object detection algorithm, 
available in five versions: n, s, m, l, and x, ranging from small 
to large. These versions have the same network structure, with 
differences only in network depth and width. YOLOv8s offers 
notable advantages, including strong feature extraction 
capabilities, high accuracy, compact size, and ease of 
deployment. Therefore, this study uses YOLOv8s as the 
baseline network and proposes a lightweight forest smoke and 
fire detection model, named FSFYOLO (Forest Smoke and 
Fire YOLO). Fig. 1 shows the FSFYOLO network structure. 

 
Fig. 1. Architecture of FSFYOLO. 
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The FSFYOLO network enhances the ability to accurately 
capture smoke and fire features in images while reducing 
computational redundancy by using the lightweight 
EfficientViT as the backbone network. Partial convolution is 
introduced, and a lightweight detection head, PCHead, is 
designed by sharing convolutional layers and branching 
processing, which productively minimizes the count of 
parameters and computational cost. In the neck network, to 
fully extract local features of smoke and fire as well as the 
surrounding contextual information, the LCFE block is 
proposed. This block is combined with the FasterNet Block 
and then integrated into the C2f module to form the lightweight 
feature extraction module C2f-FL, which expands the receptive 
field and lowers computational complexity. The coordinate 
attention, which extracts location sensitivity, directional 
awareness, and cross-channel information from fire and smoke 
images, is included into the backbone and neck networks. This 
mechanism filters out superfluous features in forest smoke and 
fire images, suppressing the impact of unrelated background 
information. 

B. EfficientViT 

The YOLOv8 backbone network, composed of multiple 
convolutional and pooling layers, results in high computational 
and storage costs. Furthermore, it struggles to accurately 
capture both local and global features of smoke and fire when 
processing cross-scale information. To address these issues, 
this study adopts EfficientViT as the backbone network of 
YOLOv8s. EfficientViT [23] is a high-speed vision 

transformer model that strikes a balance between speed and 
accuracy by optimizing memory efficiency and reducing 
attention computation redundancy. The EfficientViT network 
consists of overlapping patch embedding layers, EfficientViT 
blocks, and EfficientViT subsample layers, as shown in Fig. 2. 

The input feature map first passes through the overlapping 
patch embedding layer, which divides the input into 16×16 
patches and transforms them into vector tokens of a specified 
dimension, enabling better learning of the underlying features 
of the feature map. 

The EfficientViT block is the core module of the 
EfficientViT network, with each block consisting of a 
sandwich layout formed by 2N FeedForward Network (FFN) 
layers, a token interaction layer, and Cascaded Group Attention 
(CGA). The token interaction layer, built with depthwise 
convolution (DWConv), is placed before the FFN layers to 
better capture local features in the image, thereby enhancing 
the model's overall performance. Unlike the conventional 
Multi-head Self-Attention Mechanism (MHSA), the CGA 
mechanism first divides the heads before generating Q, K, and 
V, and adds each head's output to the following head's input, 
thus providing each head with different features, improving the 
diversity of the attention maps. The outputs of all heads are 
spliced together and then passed through a linear layer to get 
the final output. Additionally, comparable to group convolution, 
this method lowers computational complexity and parameter 
count by lowering the Q, K, and V layers' input and output 
channels by a factor of 1/G, where G is the number of groups. 

 
Fig. 2. (a) Architecture of EfficientViT; (b) Structure of sandwich layout block; (c) Structure of cascaded group attention. 
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CGA is expressed by the formula: 
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In Eq. (1) and Eq. (2), X̃ij represents the output of Xij after 

being processed by the self-attention mechanism in the j-th 
head. Xij refers to the j-th slice of the input feature map Xi, i.e. 
Xi=[Xi1,Xi2,…,Xih] , , where 1<j≤h  and h represent the total 

number of attention heads. Wij
Q
,Wij

K,Wij
V  denotes the weight 

matrix, and Wi
P represents the linear layer. 

In Eq. (3), Xij
'  represents the sum of Xij, the j-th slice of Xi 

and the output X̃i(j-1)  from the (j-1)-th head, as obtained 

through Eq. (1) and Eq. (2). At this point, Xij
'  replaces Xij as 

the j-th head's original input feature map. 

The EfficientViT subsampling layer downscales the feature 
map. Unlike traditional Transformer models, EfficientViT uses 
an inverted residual block in the subsample block instead of a 
self-attention layer, reducing potential information loss during 
downsampling. 

C. The Lightweight Design of the Detection Head 

Both branches of the YOLOv8 detecting head start with 
two 3×3 convolution modules, then a Conv2d module. Finally, 
they calculate the Cls and Bbox losses individually. Fig. 3 
shows the specific structure of the YOLOv8 detection head. 

 
Fig. 3. YOLOv8 detection head structure. 

To detect smoke and fire targets at different scales, the 
YOLOv8 detection head requires more convolution operations 
to process multi-scale feature maps, which increases the depth 
and number of parameters in the network. We adopt Partial 
Convolution (PConv) from the FasterNet Block [24] to modify 
the lightweight design of the YOLOv8s detection head to 
address these issues. Fig. 4 displays the FasterNet Block and 
PConv network structure diagram. 

 
Fig. 4. Network structure of FasterBlock and PConv. 

Comprising three layers, the FasterNet Block is composed 
of PConv layer, 1×1 convolutional layer, and 1×1 2D 
convolutional layer. PConv selectively applies regular 
convolution to specific input channels to extract spatial features; 
the remaining input channels remain unaltered and are directly 
translated to the output channels, resulting in significant 
computational redundancy reduction. 

The new detection head first shares a PConv layer and a 
1×1 convolutional layer, and then branches into two paths. 
Each path computes the Bbox loss and Cls loss, respectively, 
after passing through a Conv2d module. This new detection 
head is called PCHead (Partial Convolutional Head), and its 
structure is shown in Fig. 5. 

 

Fig. 5. PCHead structure. 

D. C2f-FL Lightweight Feature Extraction Module 

1) Local and Contextual Feature Extraction (LCFE) block: 

Traditional convolution operations confront issues such as 

information loss and a limited receptive field when capturing 

the diverse features of forest smoke and fires in various 

conditions. This hinders the model's ability to effectively 

extract local forest smoke and fire features and the 

corresponding surrounding contextual information, which in 

turn affects the extraction of fire-related features and restricts 

the expansion of the receptive field. In order to overcome this 

limitation, we propose a Local and Contextual Feature 

Extraction (LCFE) block, as illustrated in Fig. 6. The LCFE 

block is designed to efficiently capture local forest smoke and 

fire features while also extracting related contextual 

information, broadening the model's receptive field, and 

improving the network's capacity to identify fire features. 

 
Fig. 6. LCFE block structure. 

The LCFE block integrates information from several 
channels of the input feature map using a 1×1 convolution, thus 
enabling information interaction within the receptive field. The 
feature map is then partitioned evenly along the channel 
dimension into two sub-feature maps with an equal number of 
channels. One sub-feature map uses 3×3 conventional 
convolution to extract local features from eight neighboring 
vectors, while the other uses 3×3 dilated convolution to capture 
contextual information as well as widen the receptive field. 
Subsequently, concatenation of the extracted characteristics 
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occurs along the channel dimension; the local features and 
contextual information are combined using a 1×1 convolution. 
The fused features are then normalized and nonlinearized using 
batch normalization (BN) and the SiLU activation function, 
yielding the final output. Through this design method, the 
LCFE block is able to fully capture the intricate characteristics 
of smoke and fires, improving the model's recognition 
capabilities. 

1 2
, ( ( ))

n
f f Split F X

  (4) 

1 2
( ( ( ( ), ( ))))d

n n mf W F Concat F f F f      (5) 

In this context, X represents the input feature map, Fn 

denotes an n × n convolution operation, and Fm
d  refers to a 

dilated convolution with a dilation rate d and a kernel size of m 
× m. f

1
 and f

2
 are the output feature maps, uniformly divided 

along the channel dimension. W(·) denotes the Batch 
Normalization (BN) and SiLU activation procedures; Concat(·) 
denotes concatenation along the channel dimension; Split(·) 
denotes the operation of splitting the feature map along the 
channel dimension. Ultimately, after being processed by the 
LCFE block, the output feature map f is obtained. 

2) C2f-FL module: In YOLOv8, the C2f module makes 

use of a bottleneck structure made up of many convolutional 

layers, which requires repetitive dimensionality reduction and 

channel expansion of the input feature map. This approach can 

cause information loss while also increasing the model's 

computational complexity and parameter count. To tackle these 

issues, this study introduces the FasterNet Block, which 

reduces the model's parameter load and computational 

complexity while achieving efficient spatial feature extraction. 

Additionally, the LCFE block is incorporated into the forward 

propagation of the FasterNet Block, forming the FL block. This 

FL block serves as the bottleneck module within the C2f 

module of the neck network, resulting in the new lightweight 

feature extraction module, C2f-FL. This improvement reduces 

the parameters and computation required for smoke and flame 

feature extraction, effectively enhancing both target feature 

extraction and overall model efficiency. The structure of the FL 

block and C2f-FL is shown in Fig. 7. 

 
Fig. 7. Structure of FL block and C2f-FL module. 

E. Coordinate Attention (CA) 

Given the complexity of background textures and the 
abundance of irrelevant information in forest smoke and fire 
images, existing attention mechanisms often focus only on 
channel dependencies, neglecting the importance of spatial 
information. This results in significant redundancy in the 
spatial dimension of the extracted feature maps. To address this 
issue, a coordinate attention (CA) [25] mechanism is integrated 
into the network: before the backbone network's SPPF module 
and after the neck network's feature fusion module. This 
approach enhances the extraction of both channel and spatial 
information, effectively filtering out redundant features in 
forest smoke and fire images. Fig. 8 depicts the structure of the 
coordinate attention mechanism. 

 
Fig. 8. Structure of the coordinate attention mechanism. 

Two-dimensional global pooling is broken down by CA 
into two one-dimensional global poolings in separate directions. 
The input feature map is aggregated separately along the 
vertical and horizontal directions, resulting in two independent 
feature maps that are direction-aware and position-sensitive. 
This approach enables the capture of long-range dependencies 
along different spatial dimensions while avoiding the loss of 
spatial details, thus accurately preserving positional 
information from the original image. Subsequently, these 
direction-specific feature maps undergo operations such as 
stacking and normalization to encode attention maps. Finally, 
these attention maps are applied to the input feature maps in a 
complementary manner through elemental multiplication. 

IV. DATASET AND EXPERIMENTAL SETUP 

A. Dataset 

One of the challenges in this study is the absence of a 
publicly available, unified forest fire dataset. To address this, a 
custom dataset containing instances of smoke and fire was 
created. The images in the dataset come from two sources: the 
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first involves collecting forest smoke and fire images and 
videos from the Internet, extracting one frame every 5 frames 
of the videos to create still images; the second source includes 
partial images from the FLAME dataset [26] published by 
Northern Arizona University. The dataset contains a total of 
3,895 images, all manually labeled using LabelImg. It is 
separated into two sets: training and validation, in a 4:1 ratio, 
with 3,116 images for training and 779 for validation. Fig. 9 
depicts sample photos from the collection. 

   

   

Fig. 9. Partial experimental data. 

B. Experimental Environment 

The system used for the experiments in this study runs on 
Windows 11 with 16GB of RAM. The hardware includes a 
13th Gen Intel(R) Core(TM) i7-13700H CPU and an NVIDIA 
GeForce RTX 4060 Laptop GPU. Pycharm was used as the 
software environment, and the PyTorch deep learning 
framework, based on Python, was utilized. The Python version 
used was 3.10. 

C. Hyperparameter Settings 

In this work, all models' hyperparameters are kept 
consistent during training and validation. The experimental 
parameters utilized for network training are listed in Table I: 

TABLE I.  EXPERIMENTAL HYPERPARAMETERS 

Parameter name Configuration 

Size of the input image 640×640 

Optimizer SGD 

Batchsize 16 

Epochs 150 

Momentum 0.937 

Lr0 0.01 

Weight decay 0.0005 

D. Evaluation Criterion 

Precision (P), Recall (R), Mean Average Precision (mAP), 
Giga Floating Point Operations per Second (GFLOPs), number 
of parameters (Params), and model weight file size (in MB) 
were used as assessment measures to analyze the network 
performance in this study. 

Precision refers to the fraction of true positive samples 
among those predicted as positive by the model. It is calculated 
using the following formula: 




TP
P

TP FP    (6) 

Recall evaluates the proportion of true positive samples that 
are correctly predicted among all actual positive samples. Its 
calculation is as follows: 




TP
R

TP FN    (7) 

where TP, FP and FN denote the number of true, false 
positive and false negative cases, respectively. 

AP represents the average precision for a single target 
category. It is calculated using the following formula: 

1
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mAP is the average of AP values across all categories. It is 
calculated using the following formula: 

1

1
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i

mAP AP
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The Intersection over Union (IoU) represents the ratio of 
the intersection area to the union area between the predicted 
bounding box and the ground truth bounding box. By setting 
different IoU thresholds, corresponding mAP values can be 
obtained. In this study, mAP at IoU = 0.5 (mAP50) is adopted 
as the evaluation metric to assess the model's localization and 
classification capabilities for detected objects, providing a 
comprehensive evaluation of its overall detection performance. 

GFLOPs is an indication for determining a model's 
computational complexity; a lower GFLOPs value indicates 
reduced computational cost. The parameter count measures the 
size of the model, and fewer parameters help accelerate the 
training process. The number of bytes in the file created during 
training is referred to as the weight file size for the model, with 
smaller weight files facilitating deployment and operation on 
resource-constrained devices. 

V. RESULTS AND DISCUSSION 

A. Ablation Experiments 

To verify the effectiveness of the proposed detection model 
FSFYOLO in smoke and fire detection tasks, four groups of 
ablation experiments were conducted. Throughout these tests, 
the same dataset and hyperparameters were used to train each 
model, with only the modules under evaluation being changed. 
Table Ⅱ presents the experimental results obtained. 

The ablation experiment outcomes show that incorporating 
EfficientViT as the backbone network for YOLOv8s leads to 
reductions of 24.6% in the number of parameters, 28.2% in 
GFLOPs, and 22.0% in the size of the weight file compared to 
the original network. This proves that EfficientViT effectively 
reduces the model's complexity and computational burden. 
Additionally, by using the PCHead as the detection head, 
which shares convolutional layers and employs branch-based 
processing, the parameters and computational load are further 
reduced on the YOLOv8s-EfficientViT foundation, greatly 
decreasing model complexity. In addition, the network is 
further lightweighted by using the lightweight feature 
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extraction module C2f-FL, resulting in reductions of 16.9% in 
parameters, 17.9% in GFLOPs, and 15.3% in weight file size 
compared to YOLOv8s-EfficientViT-PCHead. The recall and 
mAP50 of the model compare favorably to the original 
network in terms of performance, suggesting that adding the 
C2f-FL module can recognize target items more thoroughly 
and lower the miss detection rate. Lastly, by adding the CA 
mechanism, the model's precision increases by 1%, reducing 

false positives in smoke and fire detection, as it better captures 
directional and positional information from the images. 
Importantly, the inclusion of CA does not significantly increase 
the parameter count or computation load, demonstrating that 
performance improvements are achieved without a notable 
increase in model size. The experimental results confirm that 
the FSFYOLO model proposed achieves superior performance 
in forest smoke and fire image recognition tasks. 

TABLE II.  THE RESULTS OF ABLATION EXPERIMENTS 

YOLOv8s EfficientViT PCHead C2f-FL CA P R mAP50 Params/106 GFLOPs Weight File Size/MB 

+     0.904 0.873 0.923 11.13 28.4 21.4 

+ +    0.896 0.872 0.922 8.39 20.4 16.7 

+ + +   0.906 0.868 0.926 6.86 13.4 13.7 

+ + + +  0.907 0.886 0.931 5.70 11.0 11.6 

+ + + + + 0.917 0.883 0.933 5.83 11.1 11.8 
 

B. Comparative Experiments 

To further validate the effectiveness of the improved 
network in detecting forest smoke and fire, a comparative 
analysis was conducted under the same experimental settings, 
dataset, and training strategies, using other mainstream object 
detection models. These models include SSD [27], YOLOX 
[28], YOLOv5, YOLOv6 [29], YOLOv7 [30], RT-DETR [31], 
the improved YOLOv5s model by Yang et al. [32], and the 
improved YOLOv8s model by Kong et al. [33]. Performance 
indicators such as precision (P), recall (R), mAP50, number of 
parameters, GFLOPs, and model weight file size were used as 
evaluation criteria. Table Ⅲ presents the experimental results 
obtained. 

The experimental results indicate that the SSD, RT-DETR, 
and YOLOv6s detection algorithms have relatively large 
parameter counts and computational costs. These factors result 
in larger model weight files and impose higher demands on 
hardware resources. In contrast, the parameter count of the 
FSFYOLO model is approximately one-fourth that of SSD, 
one-fifth that of RT-DETR, and one-third that of YOLOv6s. 
Therefore, SSD, RT-DETR, and YOLOv6s are deemed 
unsuitable for lightweight, real-time detection of forest smoke 
and fire. The YOLOv5s, YOLOv7, and FSFYOLO models 
include some identical feature extraction modules, such as the 
Conv module, and share similar network architectures. As a 
result, they exhibit only minor differences in parameter count, 
computational complexity, and model weight size. However, 
FSFYOLO achieves significant advantages by optimizing the 
C2f feature extraction module and introducing the CA 
mechanism to enhance feature extraction. Consequently, 
FSFYOLO outperforms YOLOv5s and YOLOv7 in terms of 
accuracy, recall, and mAP50, demonstrating a clear and 
distinct advantage. Although YOLOXs has a computational 
cost close to that of FSFYOLO, its parameter count is 34.8% 
higher, and its weight file is 2.9 times larger, with lower 
precision, recall, and mAP50 compared to FSFYOLO. Yang et 
al. [32] proposed an improved YOLOv5s model by adding 
C3Ghost and Ghost modules, resulting in parameter counts and 
GFLOPs of 3.78 × 10⁶ and 8.3, respectively. However, due to 
the Ghost module only performing standard convolution 

operations on half of the spatial features, the model exhibits 
limitations in capturing detailed features for complex forest fire 
smoke detection tasks. Consequently, its precision, recall, and 
mAP50 do not surpass FSFYOLO. Similarly, Kong et al. [33] 
introduced Efficient Multi-Scale Attention (EMA) and 
GSConv to optimize YOLOv8s, reducing its parameter count, 
GFLOPs, and weight file size, but all performance metrics 
remain lower than those of FSFYOLO. Compared to the 
baseline YOLOv8s, the improved network outperforms the 
original in all key metrics. Based on a comprehensive analysis 
of all evaluation metrics, FSFYOLO offers significantly 
enhanced detection capabilities and is better suited for forest 
fire detection compared to other models. 

C. Visual Analysis 

To better further confirm the FSFYOLO network 
performance in forest smoke and fire detection tasks, we 
conducted a visual analysis utilizing the Gradient-weighted 
Class Activation Mapping (Grad-CAM) [34] approach. Grad-
CAM heatmaps show that deeper colors indicate more 
attention to the respective locations, while lighter colors 
suggest less attention. We chose a few typical photos from the 
experimental validation set to compare the detection 
performance of YOLOv8s with FSFYOLO under various fire 
conditions. Fig. 10 displays the detection results, with (a) and 
(b) containing both fire and smoke, (c) containing only smoke, 
and (d) containing only fire. 

It is evident from the heatmaps that YOLOv8s and 
FSFYOLO are equally adept at identifying and pinpointing 
target locations that are characterized by smoke and fire. But 
the FSFYOLO model has a higher confidence level, focuses 
more accurately on the regions of fire and smoke in the image, 
and focuses on regions very close to the actual smoke and fire 
shapes. Specifically, YOLOv8s may be affected by complex 
background interference present in forest fire images, leading 
to a dispersed focus on target objects. In contrast, FSFYOLO, 
through its lightweight design and optimized feature extraction 
modules, not only suppresses background noise but also 
enhances the precise capture of target features, improving 
accuracy. This again demonstrates the effectiveness of 
FSFYOLO in the task of forest smoke and fire detection. 
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TABLE III.  THE RESULTS OF COMPARATIVE EXPERIMENTS 

Model P R mAP50 Params/106 GFLOPs Weight File Size/MB 

SSD 0.900 0.667 0.848 23.75 136.8 91.1 

YOLOXs 0.905 0.864 0.908 8.94 13.4 34.3 

YOLOv5s 0.899 0.879 0.920 7.03 15.8 13.7 

YOLOv6s 0.898 0.884 0.917 18.50 45.3 38.7 

YOLOv7 0.904 0.870 0.916 6.02 13.2 11.7 

RT-DETR 0.890 0.837 0.901 32.81 108.0 63.0 

Yang et al. [32] 0.898 0.874 0.917 3.78 8.3 7.7 

Kong et al. [33] 0.897 0.879 0.922 8.56 20.9 16.6 

YOLOv8s 0.904 0.873 0.923 11.13 28.4 21.4 

FSFYOLO 0.917 0.883 0.933 5.83 11.1 11.8 
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Fig. 10. Schematic visualization of YOLOv8s and FSFYOLO detection results. 

D. Generalization Verification 

In this experiment, the proposed FSFYOLO model was 
evaluated for generalization performance using the open FM-
VOC Dataset18644 [35], which contains instances of smoke 
and fire. The dataset contains 16,844 photos depicting fires in a 
variety of contexts, including building fires, grassland fires, 
indoor fires, forest fires, and road fires. Experiments were 
conducted to compare the YOLOv8s and FSFYOLO models 
on the FM-VOC Dataset18644. The experimental conditions, 
parameter settings, and evaluation metrics were consistent with 

those used in other experiments in this study. The results are 
shown in Table Ⅳ. 

As Table Ⅳ illustrates, compared to the baseline YOLOv8s 
model, the FSFYOLO model achieved improvements of 1.3%, 
2.3%, and 1.3% in precision, recall, and mAP50, respectively, 
on the FM-VOC Dataset18644. Additionally, the FSFYOLO 
model demonstrated reductions of 47.6%, 60.9%, and 44.9% in 
parameter count, GFLOPs, and model weight size, respectively. 
The experimental results confirm that the FSFYOLO model 
achieves a good balance between detection performance and 
lightweight design, effectively detecting and recognizing fires 
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across different scenarios. Therefore, the FSFYOLO model 
exhibits excellent generalization performance, which will 
broaden the application of target detection in forest fire 
scenarios. 

TABLE IV.  COMPARISON OF EXPERIMENTAL RESULTS ON THE FM-VOC 

DATASET18644 

Evaluation Metrics YOLOv8s FSFYOLO 

P 0.917 0.930 

R 0.872 0.895 

mAP50 0.939 0.952 

Params/106 11.13 5.83 

GFLOPs 28.4 11.1 

Weight File Size/MB 21.4 11.8 

VI. CONCLUSION 

To accomplish precise and timely forest fire detection, we 
present FSFYOLO, a lightweight forest smoke and fire 
detection network based on YOLOv8s. To begin, EfficientViT, 
a lightweight transformer network, serves as the backbone 
network to improve network feature extraction capability. 
Second, a lightweight detection head, PCHead, is designed 
using the shared parameters idea, which decreases the model's 
complexity while preserving detection performance. Third, the 
lightweight feature extraction module C2f-FL is introduced to 
effectively capture local features of forest smoke and fire, as 
well as relevant surrounding contextual information, which 
achieves the dual enhancement of model computation 
efficiency and feature extraction capability. Finally, a 
coordinate attention mechanism is integrated to extract both 
channel and spatial location information, filtering out 
superfluous features in forest fire images. Experimental 
validation shows that the FSFYOLO network achieves higher 
accuracy than other networks, with significantly reduced 
parameter count and computational cost, satisfying real-time 
needs for forest smoke and fire detection. Additionally, the 
FSFYOLO network is easily deployable on resource-
constrained devices, providing an effective method for forest 
fire detection. However, this study still has some limitations. 
For example, the forest fire dataset used in the experiments is 
relatively small, and the range of scene coverage is insufficient. 
Moreover, although the FSFYOLO network decreases the 
number of parameters and computing costs while increasing 
accuracy, there is still room for optimization in the model 
structure and performance. In future work, we will focus on 
expanding the forest fire dataset to cover more complex 
scenarios and exploring more efficient, parameter-reduced 
methods to further enhance the performance and precision of 
forest fire detection models. 
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Abstract—This paper proposes a method to detect chili plant 

diseases based on leaves. Studies in recent years have shown that 

chili production in Indonesia has decreased. This is because there 

are several influencing factors. One common factor is the presence 

of diseases in chili plants that cause less than optimal harvest 

production. Fungi or pests on chili leaves usually cause diseases 

that often appear in chili plants. Chili leaf diseases have a negative 

impact on chili harvest yields. Chili leaf diseases can result in 

significant decreases in both the quantity and quality of chili 

harvests. Accurate disease diagnosis will help increase farmer 

profits. This study identified four major leaf diseases, namely leaf 

curl, leaf spot, yellowish, and white spot. In this research images 

were taken using a digital camera. These diseases were classified 

into five classes (healthy, leaf curl, leaf spot, yellowish, and white 

spot) using two different pre-trained deep learning networks, 

namely MobileNetV2 and VGG16, using chili leaf data through 

deep learning transfer. The experimental results showed the 

model with the best performance was the VGG16 model. This 

model achieved a validation accuracy of 94% on public and own 

data sets. Meanwhile, the next best-performing model is 

MobileNetV2, which achieved an accuracy of 90%, followed by the 

Traditional CNN Model, which achieved a validation accuracy of 

88%. In future developments, we intend to deploy it on mobile 

devices to automatically monitor and identify various types of chili 

plant disease information based on leaves. 

Keywords—Chili leaf; deep learning; MobileNetV2; transfer 

learning; VGG16 

I. INTRODUCTION 

In several agricultural countries, the country's main income 
is agricultural products. The condition of the soil environment 
and land requirements are important influences on the harvest 
produced. However, farmers need help with several problems, 
such as water shortages, natural disasters, plant diseases, etc. 
However, some of these problems can be reduced by providing 
technical facilities for farmers. An automatic plant disease 
identification and prevention system is one solution that can help 
farmers. This type of system can overcome the problem of lack 
of knowledge about plant diseases because there are very few 
experts in this field [1],[2],[3]. The automatic system will also 
save time and help increase farmers' profits [4]. In agriculture, 
detecting and classifying leaf diseases is important because 
farmers often have to decide whether the cultivated plants are 
thriving. 

Generally, examination through observation of leaves, roots, 
stems, flowers and fruits can identify the type of food crop that 
is suffering. This manual approach does not guarantee accuracy 

in identifying the plant disease. In addition, not all plant diseases 
in plants can be identified manually. Likewise, manual 
identification of plant diseases takes a long time. The research 
that is currently being done is to identify and classify plant 
diseases automatically using the help of artificial intelligence. 
Automation in monitoring types of food crops will greatly assist 
farmers in monitoring their plants. If the plant disease can be 
detected early, the possibility of producing a good harvest will 
be achieved [5]. 

Automatic detection of plant diseases based on images is one 
of the jobs in Computer Vision. One of the techniques used in 
Computer Vision is Machine Learning Techniques. In the field 
of agriculture, machine learning techniques can produce very 
significant improvements when applied. Detection and 
classification of plant diseases using deep learning is one 
example used to help farmers detect types of plant diseases. 
Research on the identification, detection and classification of 
plant diseases using deep learning techniques has become a 
subject of much research in recent years. Conventional computer 
vision algorithms, support vector machine (SVM) [6], K-nearest 
neighbors (KNN) [7], and K-means clustering methods [8] of 
machine learning algorithms have been used for early detection 
in various fields. 

The process of grouping an object based on certain parts is 
called classification. Classification is one part of the work in 
machine learning. While machine learning itself is part of 
Artificial Intelligence (AI). In general, AI is a branch of 
computer science that focuses on development that has human 
intelligence capabilities. One part of Machine Learning is Deep 
Learning [9]. In Deep Learning, several algorithms are already 
known and often used, including the algorithm is Recurrent 
Neural Networks (RNN) [10], Convolutional Neural Networks 
(CNN) [11], [12], [13], and Deep Generative Model (DG) [14]. 
Convolution Neural Network is a model in deep learning that is 
usually widely used in classification work. One of the known 
classifications is how chili plant diseases are classified into 
several types based on their leaves. 

A large number of parameters need to be trained in CNN and 
its variants, while training these CNN architectures also requires 
several labelled samples and substantial resources from scratch 
to assess their performance of the technique. Collecting a large 
labelled dataset is a challenging task. Despite its limitations, 
previous investigations have successfully demonstrated the 
potential of deep learning algorithms. In particular, deep transfer 
learning alleviates the problems classical deep learning methods 
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face. The solution consists of using a pre-trained network where 
only the parameters of the final classification level need to be 
inferred from scratch. Some existing deep learning transfers 
include the following: Alexnet [15], VGG16 [16], MobileNetV2 
[16], GoogleNet [17], Resnet [18]. However, not all deep 
learning transfers suit all problems. Transfer learning has been 
widely used in several recent studies, including MobileNetV2 
and VGG16, which have been applied in various fields. 

This study aims to apply the latest transfer learning deep 
learning technique for chili plant disease recognition based on 
visible leaf images. Traditional Convolutional Neural Network 
(CNN) is used to perform the classification, which is then 
compared with existing transfer learning models, namely 
MobileNetV2 and VGG16. This study recognizes diseased 
plants based on symptoms to achieve recognition without the 
influence of several disease symptoms that appear on one leaf. 

II. MATERIALS AND METHOD 

A. Materials 

A dataset of images containing symptom images of four chili 
plant diseases, namely yellowish, leaf spot, leaf curl, and white 
spot, was created. Based on this dataset, CNN, MobileNetV2, 
and VGG16 models were trained to recognize chili plant 
diseases. 

1) Dataset chili plant diseases: The trained dataset contains 

several diseases that attack chili plants. Using a mobile phone 

camera, images are collected under several conditions 

depending on the time (e.g., lighting), season (e.g., temperature, 

humidity), and location of the image capture. For this reason, 

we have visited several chili plantations in the Semarang and 

Klaten Regencies. Other data was obtained from Kaggle.com, 

which is public data. The data we use consists of 250 images of 

chili plant leaves. The images are divided into 5 categories: a 

healthy image class and four classes of diseased images 

representing four diseases: whitefly, curl leaf, gray mold, and 

yellowing. The four types of chili plant diseases are: 

a) Yellowish. Symptoms of this disease are leaves that 

appear wilted, starting from the bottom, then turning yellow up 

towards the young branches. The body parts of the chili plant 

infected with this disease will be covered in white hyphae like 

cotton. If the chili plant is attacked while it is still growing, fruit 

can still be produced. However, if the disease has spread to the 

stem area, the young chilies will fall off. Fig. 1 shows several 

examples of chili plant diseases based on leaves called 

yellowish. 

b) White fly. Yellow virus is also commonly called bule 

or bulai disease, the yellow virus causes chili plants to appear 

yellow. This disease caused by the gemini virus can be carried 

from seeds or seeds and transmitted by lice. Because it is caused 

by a virus, chemical poisons will not work to overcome it. 

Therefore, control must be carried out from the beginning, 

namely by selecting superior seeds that are resistant to virus 

attacks. In addition, of course, eradicating vector pests, such as 

lice. Fig. 2 shows several examples of chili plant diseases based 

on leaves called white fly. 

  

  
Fig. 1. The example of yellowish disease. 

 

 
Fig. 2. The example of white fly disease. 

c) Leaf spot. Symptoms of chili plants affected by leaf 

spots are the appearance of round brown spots on the leaves. 

These spots are usually about 1 inch in size with a pale to white 

center with darker colored edges. Caused by the fungus 

Cercospora capsici, this disease can be carried by wind, 

rainwater, vector pests, and agricultural tools. Among the 

supporting factors for leaf spots are environmental conditions 

that are always rainy. To prevent it, you can choose healthy 

seeds that are free of pathogens. In addition, improving 

drainage and choosing the right planting time also need to be 

done to minimize the possibility of attacks. Fig. 3 shows several 

examples of chili plant diseases based on leaves called leaf spot. 

  

 

Fig. 3. The example of leaf spot. 
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d) Curl leaf. Finally, leaf curl or mosaic is a disease 

caused by Cucumber Mosaic Virus (CMV). Insects can 

transmit diseases from one tree to another. If the chili plant is 

attacked by leaf curl, its growth becomes stunted and the size 

of the leaves is smaller. The possibility of spreading disease can 

be reduced,the destruction of chili plants that have been 

attacked needs to be done. Fig. 4 shows several examples of 

chili plant diseases based on leaves called  curl leaf. 

 

 

Fig. 4. The example of curl leaf disease. 

B. Research Method 

Fig. 5 shows a detailed overview of the detection and 
classification of chili plant diseases based on leaves proposed 
using deep transfer learning techniques with the first stage of 

collecting chili plant disease images based on leaves, the second 
is image pre-processing and image augmentation, the third part 
is the process of forming a mode where this stage includes the 
training, validation and testing processes, while the fourth 
process is the results and evaluation process. In the third process, 
the transfer learning models used are VGG16 and MobileNetV2. 

C. Convolutional Neural Network 

The convolutional neural network architecture model has 
four main components, namely: convolution layer, pooling 
layer, activation function and fully-connected layer. One of the 
known activation functions is the non-linear activation function 
Rectified Linear Unit (ReLU). The CNN Architecture model is 
shown in Fig. 6. The convolutional neural network architecture 
model consists of an input image measuring 28x28x1. When 
using a color image, the input image size is 28x28x3. RGB color 
images have three channels, namely Red (R), Green (G) and 
Blue (B). Furthermore, the input image is fed into the 
convolution layer using a valid padding kernel measuring 5x5. 
This process produces n1 channels with an image size of 
24x24x1. The next process is max pooling 2x2 which produces 
an image measuring 12x12x1. Stride 2 is used to reduce the 
convolution layer in the next layer. This process is then repeated 
by running the convolution process and then max pooling again. 
After the max pooling process is complete. Furthermore, the 
process is carried out through a Fully-Connected Neural 
Network using the ReLU activation function. The result of this 
process is the classification of objects into several previously 
determined classes. In this study, the Softmax activation 
function was used in the last layer because the object of chili 
plant disease based on leaves has more than two classes. 

 

Fig. 5. Methodology of the detection and classification of chili plant diseases based on leaves. 

 
Fig. 6. The architecture of the CNN model. 
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D. VGG16 Model 

The VGG model developed by A. Zisserman and K. 
Simonyan from the University of Oxford (2014) [19] is a CNN 
architecture with about 138 million parameters. The feature of 
this architecture is that it always has the same convolutional 
layers using 3x3 filters with a stride of 1 and the same padding 
and max pooling layers using 2x2 filters with a stride of 2. The 
VGG16 architecture follows this arrangement of convolutional 
and pooling layers consistently across the architecture. Finally, 
there are 3 FC layers, the first with ReLU and the last with 
SoftMax activation function. This architecture contains 16 
layers, and the input layer takes an image of 224x224 pixels in 
size. VGG-16 A convolutional neural network model called the 
VGG model, or VGGNet, which supports 16 layers, is also 
known as VGG16. This model significantly outperforms 
Alexnet by replacing some 3x3 kernel-sized filters with large 
kernel-sized filters. VGGNet-16 has 16 layers and can classify 
photos into 1000 different object categories. This model also 
accepts images with a 224 x 224 x 7 resolution. The VGG16 
Architecture model is shown in Fig. 7. 

E. MobileNetV2 Model 

The MobileNetV2 CNN model was introduced by Sandler et 
al. (2019). This model is based on the MobileNetV1 architecture 
by Howard et al. (2017). MobileNetV2 is a lightweight CNN 
model with 53 deeper layers, fewer parameters, and an input size 
of 224 × 224. The MobileNetV1 architecture uses the concept of 
depth wise separable convolutions that apply one filter to each 
input channel, and pointwise convolutions (1 × 11 × 1) aim to 
combine the outputs of depth wise convolutions. The 
MobileNetV2 model is a CNN architecture that attempts to 
perform well on mobile devices. This architecture is based on an 
inverse residual structure where residual connections are 
between the bottleneck layers. The intermediate expansion layer 
applies lightweight depthwise convolutions to filter features, 
introducing non-linearity. Overall, the MobileNetV2 
architecture contains an initial complete convolution layer with 
32 filters, followed by 19 residual bottleneck layers. The 
MobileNetV2 Architecture model is shown in Fig. 8. 

 

Fig. 7. The architecture of the VGG16 model. 

 

Fig. 8. The architecture of the MobileNetV2 model. 

III. RESULT AND DISCUSSION 

The model described in Section II was trained and tested 
using the parameters as shown in Table I. Training and testing 
were implemented using Python on Google Collab. The batch 
size of the training model was taken as eight, and a stochastic 
gradient optimizer was used. Image preprocessing algorithms, 
data augmentation, and deep learning algorithms were 
implemented using Python 3.7. The complete software and 
hardware specification for training on various images of chili 
plant leaves is Confusion Matrix. Considering the values in the 
confusion matrix obtained in the classification, the given metrics 
are calculated using indices such as True Positive (TP), True 
Negative (TN), False Positive (FP), and False Negative (FN). 
Here, TP is the number of disease images correctly classified in 
each category, while TN, on the other hand, represents the 
number of images correctly classified in all other categories 
except for the relevant category. FN gives the number of images 
incorrectly classified from the relevant category. FP gives the 
number of images incorrectly classified in all other categories 
except for the relevant category. In Eq. (1), (2), (3), and (4), each 
states precision, recall, accuracy, and F1-Score [20]. 
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precision =
TP

TP+FP
                                

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁


𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP+TN

TP+FP+TN+FN
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ (
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
)

The performance of the pre-trained networks VGG16 and 
MobileNetV2, tested, is tested by transfer learning in this 
section. The features learned by VGG16 and MobileNetV2 are 
then transferred to the new task of chili plant disease recognition 
based on leaves. The training parameters used for VGG16 and 
MobileNetV2 are the same as mentioned before. The results of 

both transfer learning models are compared with the traditional 
CNN model. Fig. 9 to Fig. 11 show the accuracy and loss graphs 
of the models used in this study. Fig. 12 show result of confusion 
matrix in this research. Table I show the performance of 
Traditional CNN, MobileNetV2, and VGG16 with transfer 
learning. The results presented in Table I show that the VGG16 
Model achieves better performance than MobileNetV2 and 
Traditional CNN. The accuracies of Traditional CNN, 
MobileNetV2, and VGG16 Model are 88.0%, 91.00%, and 94%, 
respectively. As expected, the VGG16 Model with transfer 
learning outperforms Traditional CNN and MobileNetV2 
trained from scratch, which may be due to the reason that it has 
been trained on more than one million images. Therefore, the 
feature presentation is much richer than CNN trained from 
scratch. 

       
Fig. 9. The accuracy and loss CNN model. 

    
Fig. 10. The accuracy and loss VGG16 model. 

    
Fig. 11. The accuracy and loss MobileNetV2 model. 
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TABLE I.  CONFUSION MATRIX OF CNN TRADITIONAL, MOBILENETV2 AND VGG16 MODEL 

Chili Diseases Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score 

 CNN Model VGG16 Model MobileNetV2 Model 

Healthy 0.86 0.60 0.71 0.75 0.90 0.81 0.86 0.60 0.71 

Leaf curl 0.50 0.40 0.44 0.67 0.60 0.63 0.50 0.40 0.44 

Leaf spot 0.33 0.60 0.43 0.82 0.90 0.43 0.33 0.60 0.43 

Whitefly 0.78 0.70 0.74 0.88 0.70 0.78 0.78 0.70 0.74 

Yellowish 0.97 0.96 0.97 0.98 0.98 0.98 0.97 0.96 0.97 

Accuration   0.88   0.94   0.91 
 

 

Fig. 12. The confusion matrix of MobileNetV2 Model. 

Table I shows the data results on the chili leaf image dataset 
test. From the CNN architecture model confusion matrix, the 
accuracy value is 0.88 or 88% while the precision is 0.6860, 
ecall is 0.6520, F1-Score is 0.6580. In this study, three CNN 
architectures were used, namely: Traditional CNN Model, 
MobileNetV2 and VGG16. From the experimental results, it can 
be seen that the highest classification accuracy was obtained 
when using the VGG16 architecture model, which was 94%. 
These results indicate that when using the VGG16 architecture, 
there was a 6% increase in accuracy when compared to when 
using traditional CNN. An increase of 6% compared to when 
using traditional CNN is a positive trend. Classification 
accuracy is possible to be improved when using the transfer 
learning model. One way that can be used is through the 
appropriate hyperparameter setting. Through this 
hyperparameter setting, the CNN architecture used will be 
optimal. It is hoped that in the next study, hyperparameter 
optimization techniques can be used. One that can be used is to 
optimize using Particle Swarm Optimization and its 
Modifications, Genetic Algorithms and other optimization 
algorithms. 

IV. CONCLUSION 

This study identifies four significant diseases in chili plants 
based on leaves: leaf spot, yellowish, white fly, and curl leaf. 
The images used in this study were taken from the image dataset 
on Kaggle and also taken independently at the location of the 
chili plant, including healthy leaves labeled as healthy, so this 
study was divided into five classes. The chili leaf dataset is 

balanced, meaning that all classes have the same number of 
samples, namely 50 images per class and a total of 250 images 
with a size of 224 x 224 × 3. The experimental results show that 
the model with the best performance is the VGG16 model. This 
model achieves a validation accuracy of 94% on public and own 
data sets. The next best-performing model is MobileNetV2, 
which achieves an accuracy of 90%, followed by the Traditional 
CNN Model, which achieves a validation accuracy of 88%. In 
future developments, we intend to deploy it on mobile devices 
to automatically monitor and identify various types of chili plant 
disease information based on leaves. This study has limitations 
in terms of the dataset collected. Further research is expected to 
use a complete dataset so that training accuracy can be further 
improved. 
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Abstract—With the continuous development of data mining 

technology, more and more industries are applying data mining 

techniques to optimize their marketing strategies. In response to 

the persistent decline in tobacco sales and the gradual erosion of 

customer base in a particular enterprise in recent years, this study 

employs data mining technology to enhance the current tobacco 

marketing strategy. Firstly, in response to the current 

shortcomings of the company, a marketing optimization design 

scheme was proposed and a customer classification evaluation 

index system was constructed. Subsequently, homomorphic 

encryption technology and enhanced peak density thinking were 

employed to enhance the conventional K-means algorithm. The 

enhanced algorithm was then utilized in the customer clustering 

and partitioning scheme, with the objective of investigating the 

underlying information present in customer consumption data. 

The performance of the algorithm was tested, and the results 

showed that the mean square error of the improved K-means 

algorithm was about 0.1, with an average absolute error of about 

0.05. The highest detection rate in the validation set was 0.95, and 

the lowest false alarm rate was 0.07. Both experts and customers 

were highly satisfied with the marketing strategy under the 

enhanced K-means algorithm. In summary, the clustering analysis 

method used in this study can effectively uncover the hidden value 

behind various types of customer data, thereby helping companies 

to make better marketing strategies. 

Keywords—Data mining; homomorphic encryption; k-means; 

tobacco; marketing strategy; indicator system 

I. INTRODUCTION 

In today's fiercely competitive market environment, tobacco 
companies are facing unprecedented challenges and 
opportunities. In light of evolving consumer preferences and 
heightened awareness of health concerns, traditional marketing 
strategies are proving inadequate in meeting market demand. In 
particular, tobacco companies must contend with not only 
stringent regulatory constraints but also the necessity of 
devising bespoke marketing strategies for disparate consumer 
segments. As a result, accurate customer segmentation and 
efficient marketing strategies are key to improving sales 
performance. Currently, many tobacco companies have 
recognized the importance of data mining (DM) and customer 
segmentation [1]. By analyzing customer buying patterns and 
preferences, companies can better understand market demand 
and develop more accurate marketing plans. However, 
traditional customer classification methods are often limited by 
privacy concerns, especially when sensitive information is 
involved. It has become an urgent problem to solve how to 

effectively analyze while protecting customer privacy. In 
addition, although clustering analysis and other techniques have 
been applied in customer segmentation, existing algorithms still 
have certain limitations in handling high-dimensional data and 
ensuring result stability. With the continuous development of 
DM technology, DM technology using K-means algorithm 
(KMA) has been extensively applied to the optimization of 
tobacco companies' marketing strategies [2-3]. In the 
optimization of marketing strategies for tobacco companies, 
KMA can help tobacco companies to analyze data such as 
consumers' consumption habits, taste preferences, and 
purchasing behavior to develop more scientific and reasonable 
marketing strategies [4]. In response to this background, this 
study will use KMA to cluster customer data and identify 
relevant factors that affect tobacco sales quotas for optimization. 

II. RELATED WORK 

The KMA is a clustering algorithm in view of distance 
calculation, which can classify data points with similar features 
into different clustering centers, thus achieving data analysis 
and mining. Currently, many scholars have conducted a series 
of studies on this algorithm [5-6]. Huang B et al. combined the 
KMA in clustering analysis with moving windows to propose a 
more effective method for static friction testing. The research 
results indicated that the method improves the detection 
accuracy by 15.3% compared to existing static friction 
detection methods. Applying this technology to practical 
industrial production could provide effective estimates of static 
resistance bands, as well as detect severe valve static resistance 
and unexpected valve closure situations [7]. In response to the 
severe faults that solar energy may face during use, Et Taleby 
et al. designed a solar panel detection system using wireless 
communication technology combined with KMA. The system 
diagnosed the failure of photovoltaic panels by detecting their 
thermal images. The outcomes indicated that the detection 
accuracy of the method used in solar energy fault detection was 
as high as 96.54%, which had good performance and could 
diagnose faults in a timely manner to effectively avoid 
accidents such as fires [8]. Zhang et al. proposed a new 
encrypted K-means clustering analysis algorithm in a 
collaborative manner to address the issue of KMA being unable 
to ensure data privacy during data clustering. In this algorithm, 
Zhang et al. used secure multi-party computation and 
differential privacy technology to train the K-means clustering 
model, aiming to protect data privacy and ensure that data can 
be output normally for analysis. The outcomes indicated that 
the adopted method possessed excellent clustering performance, 
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not only ensuring that data was not leaked during processing, 
but also updating the cluster center faster to ensure better 
clustering results [9]. In response to the issue of unequal 
resource allocation in the current multi-level sales operation 
network, Sin et al. rebuilt a resource allocation model and 
achieved the goal of multi-level task automatic allocation 
through this model. The experiment showed that the sales 
resource allocation model constructed could automatically 
allocate personnel and various resources, thereby achieving 
maximum resource utilization [10]. Currently the construction 
industry is facing problems such as waste management. It has 
been the concern of many scholars to find out how to effectively 
manage waste while maximizing economic benefits. Queheille 
E et al. proposed a multi-objective optimization algorithm and 
used the algorithm in waste management in the construction 
industry, aiming to design a suitable solution through the 
algorithm, which can maximize the use of human and material 
resources. The results of the study showed that the multi-
objective optimization algorithm used was able to effectively 
calculate the number of workers required, the type of waste 
disposal and the optimal management plan, which had a certain 
value of utilization [11]. In light of the evolving landscape of 
social media and consumer behavior, the development of 
effective marketing strategies has emerged as a pivotal concern 
for major merchants. Gao M et al. used methods such as 
literature analysis and survey analysis to investigate the sales 
effect under different operating modes. In addition, multi-
objective optimization and backward induction were used to 
optimize the current product pricing strategy. Finally, the 
results of the effects of different sales strategies under different 
network structures were verified through numerical simulation 
experiments. The experimental results showed that enterprises 
formulate appropriate marketing strategies could greatly 
promote the sales of commodities, so as to achieve the purpose 
of maximizing profitability [12]. 

In summary, current research on KMA has spread across 
various fields. In the past, scholars often used KMA to solve 
problems such as fault diagnosis, data analysis, and resource 
allocation. At present, no scholars have applied KMA to 
optimize the marketing strategies of tobacco companies. In 
response to the current situation of poor tobacco sales 
performance and frequent customer feedback problems in a 
certain tobacco company, this study applies KMA to optimize 

the marketing strategy of the tobacco company. This is aimed 
at further mining customer information through the KMA to 
optimize the company's current marketing situation. 

III. RESEARCH ON MARKETING STRATEGIES OF TOBACCO 

COMPANIES BASED ON HOMOMORPHIC ENCRYPTION KMA 

For optimizing the current marketing strategy of a tobacco 
company and improve its sales performance, this study takes a 
listed tobacco company as an example, first analyzes its current 
sales problems, proposes a series of improvement measures, 
and constructs a customer classification evaluation index 
system. Then it uses the improved peak density KMA under 
homomorphic encryption technology to evaluate the customer 
classification evaluation index system, and designs the final 
customer clustering division scheme. This is to further analyze 
customer consumption data to optimize marketing strategies. 

A. Optimization Design of Marketing Strategy for Tobacco 

Companies 

Homomorphic encryption is an encryption technique that 
allows the computation of ciphertext without decrypting the 
data, and ensures that the computed results are consistent with 
the original plaintext after decryption. Peak density is a concept 
commonly used to analyze signal or data set features. It 
describes the density of peak values in a signal or data set and 
is typically used to measure the distribution of a feature in the 
data. Tobacco marketing refers to the use of marketing 
strategies by tobacco companies to increase product sales and 
market share. In the tobacco company's marketing strategy, its 
composition includes the research on the target market, 
customer needs and competitors, as well as the development of 
personalized Marketing plan [13]. The goal of tobacco 
marketing is to increase brand awareness, customer satisfaction, 
and sales revenue to meet customer needs. This study takes a 
listed tobacco company as an example. In response to its current 
poor tobacco sales strategy and low sales revenue, a series of 
improvement and optimization measures are first proposed. 
Then, clustering analysis algorithm is used to mine data on its 
tobacco consumer types, to further improve the current tobacco 
strategy and increase the company's tobacco sales in view of 
different customer consumption situations. Fig. 1 shows the 
marketing strategy optimization path of a tobacco company. 

Research 
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target 

market
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awareness
Strengthen 

price 

management
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channels
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Step 1 Step 3 Step 5

Step 2 Step 4
 

Fig. 1. Optimization path of Tobacco Company’s marketing strategy. 
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Fig. 1 shows the optimization path of the tobacco company's 
marketing strategy. The entire optimization path consists of five 
parts, namely, researching the target market, improving brand 
awareness, strengthening price management, diversifying 
distribution channels, and strengthening customer service. The 
purpose of studying the target market is to determine consumer 
needs so that the company's overall tobacco marketing goals are 
in line with consumer needs. Improving brand awareness means 
creating a brand effect. Strengthening price management means 
that management should formulate reasonable pricing policies 
to ensure the stability of brand value. With the development of 
the Internet, traditional offline sales are no longer the only way 
for people to consume. Diversified sales channels require 
merchants to combine various online and offline channels for 
marketing to meet the needs of different consumers. 
Strengthening customer service requires improving customer 
satisfaction with their purchases, thereby enhancing their 
purchasing opinions. Among the above optimization measures, 
the long-term stable tobacco purchasing behavior of customers 
is an important guarantee for tobacco sales profitability. 

For better understanding customer needs and develop 
appropriate tobacco sales plans, it is necessary to use DM 
technology to further mine the current customer information, 
discover the hidden value behind the data, and effectively 
improve the current sales model. Customer segmentation theory 
is a theory that categorizes customers according to certain 
criteria, to better understand their characteristics, needs, and 
preferences, and distinguish different categories of customers. 
Customer segmentation theory can help companies better 
understand customer needs and behaviors, thereby developing 
more personalized and effective marketing strategies and 
improving customer satisfaction and loyalty. In customer 
segmentation theory, key indicators such as customer purchase 
frequency, purchase amount, preference level, etc. are usually 
used to evaluate customer demand for a company's products 

and services. This study first utilized customer segmentation 
theory to construct a customer classification index system. Next, 
it uses the indicator system as an evaluation standard and uses 
clustering analysis algorithms to study the relationship between 
various types of customer behavior characteristics and their 
underlying purchasing behavior. Table I shows the customer 
classification evaluation index system. 

Table I shows the customer classification evaluation index 
system. Table I shows that the entire customer classification 
evaluation index system consists of three primary indicators 
and 13 secondary indicators. According to the customer 
segmentation theory, customers are classified into three 
primary indicators: customer value, customer characteristics, 
and customer behavior. Customer value is further divided into 
three secondary indicators: total sales quota, total business 
quota, and average sales price. Customer characteristics are 
subdivided into five secondary indicators: business location, 
business market, business form, business nature, and business 
scale. Customer behavior is divided into five secondary 
indicators in view of customers' preferences for purchasing 
tobacco: first class tobacco proportion, second class tobacco 
proportion, third class tobacco proportion, fourth class tobacco 
proportion, and fifth class tobacco proportion. The proportion 
of cigarettes in one category refers to the proportion of 
customers who purchase tobacco for a single amount between 
80 and 100 yuan. The proportion of second-class cigarettes 
refers to the proportion of customers who buy tobacco for a 
single amount of 60-80 yuan. The proportion of three kinds of 
cigarettes refers to the proportion of customers who buy 
tobacco for a single amount of 40-60 yuan. The proportion of 
four kinds of cigarettes refers to the proportion of customers 
who buy tobacco for a single amount of 20-40 yuan. The 
proportion of five kinds of cigarettes refers to the proportion of 
customers who buy tobacco for a single amount of less than 20 
yuan. 

TABLE I. CUSTOMER CLASSIFICATION EVALUATION INDEX SYSTEM 

Evaluation Indicator System First-level indicators Second-level indicators Code 

Customer classification evaluation index system 

Customer Value 

Total sales limit Y1 

Total business limit Y2 

Average sales price Y3 

Customer Characteristics 

Business location Y4 

Operating the market Y5 

Business form Y6 

Business nature Y7 

Business scale Y8 

Customer Behavior 

Buy Class I cigarettes Y9 

Buy Class II cigarettes Y10 

Buy Class III cigarettes Y11 

Buy Class IV cigarettes Y12 

Buy Class V cigarettes Y13 
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B. Construction of Tobacco Consumer Segmentation Model 

Based on Homomorphic Encryption KMA 

Homomorphic encryption technology is a cryptographic 
technology, which enables encrypted objects to be calculated 
without revealing any useful information [14-15]. In addition, 
homomorphic encryption can convert encrypted data into the 
same form as ordinary data, and then perform calculations, so 
that users can get the expected calculation results even if they 
do not know the contents of encrypted data. This research 
applies the homomorphic encryption technology to the KMA, 
aiming to ensure that the algorithm can obtain information 
encryption in the running process, so as to prevent data 
information leakage. The homomorphic encryption process is 
shown in Fig. 2. 

Fig. 2 shows the homomorphic encryption process. Firstly, 
it is necessary to generate a key suitable for encryption. Keys 
can be generated using non-public algorithms, such as secret 
sharing or common algorithms used to solve mathematical Hard 
problem of consciousness. Next, it uses the key to encrypt the 
data. This step can be done using a technology called 
homomorphic encryption, which converts encrypted data into 
the same form as ordinary data and then encrypts it. In the case 
of homomorphic encryption, anyone can compute the encrypted 
data without knowing the key. The ciphertext operation can be 
achieved by using machine learning algorithms.. Finally, the 
user needs to receive the decrypted plaintext and provide 
feedback on the encryption result to determine whether the 
desired result has been obtained. The encryption process of 
ciphertext is shown in Eq. (1) to Eq. (3) [16]. 

 1 2, , nC c c c      (1) 

In Eq. (1), C  represents the ciphertext data set. 
1c , 

2c  

and 
nc  represent the ciphertext in the ciphertext dataset, 

respectively [17-18]. 

 1 2, , nM m m m     (2) 

In Eq. (2), M  represents the set of plaintext data. 
1m , 

2m  and 
nm  represent the plaintext in the plaintext dataset, 

respectively. The plaintext encryption process obtained by 
combining Eq. (1) and Eq. (2) is shown in Eq. (3). 

 

 
1 1

2 2

c Enc m

c Enc m





    (3) 

In Eq. (3),  Enc   represents the encryption algorithm. 

Clear text 
1m  and 

2m  can obtain corresponding ciphertext 

through encryption algorithms, denoted as 
1c  and 

2c . 

𝑐1 ⊙ 𝑐2 = 𝐸𝑛𝑐(𝑚1) ⊙ 𝐸𝑛𝑐(𝑚2) = 𝐸𝑛𝑐(𝑚1 ⊙𝑚2) (4) 

In Eq. (4), ⊙represents an effective algorithm. If Eq. (4) 
satisfies the pre - and post equality relationship under the 

operation of an effective algorithm, then  Enc   is said to 

have homomorphism. 

     1 2 1 2Enc m Enc m Enc m m    (5) 

Eq. (5) is the calculation formula of addition homomorphic 

encryption.   represents an addition operation, and if Eq. (5) 

is satisfied, it indicates that the encryption algorithm used has 
additive homomorphism. 

     1 2 1 2Enc m Enc m Enc m m    (6) 

Eq. (6) is the calculation formula of multiplicative 

homomorphic encryption.   represents multiplication 

operation. Moreover, if Eq. (6) is satisfied, it indicates that the 
encryption algorithm used has multiplicative homomorphism 
[19-20]. 

   1 2 1 2Enc m m Enc m m     (7) 

Eq. (7) is the calculation formula of mixed multiplication 
homomorphic encryption. If equation (7) is satisfied, it 
indicates that the encryption algorithm used has mixed 
multiplicative homomorphism. 

The KMA is a common clustering algorithm that can assign 
data objects to the clusters they belong to, so that each object 
has the same category throughout the entire dataset [21]. The 
traditional KMA is generally divided into several steps: 
initializing parameters, clustering, adjusting clustering, and 
repeating clustering. The clustering process is shown in Fig. 3. 
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Fig. 2. Homomorphic encryption process. 
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Fig. 3. KMA clustering process. 

Fig. 3 shows the clustering process of the KMA. Fig. 3 
shows that in the K-means clustering, the initial clustering 
needs to be selected first. The KMA uses a random selection 
method to determine the position of each data object in the 
dataset, and then clusters the data objects and assigns them to 
the corresponding clusters [22-23]. Over time, the size of the 
cluster is continuously adjusted to ensure that each object has 
the same category throughout the entire dataset. It continuously 
repeats the KMA for generating the best clustering [24-25]. The 
KMA generally utilizes Euclidean distance for measuring the 
similarity between two samples, and its mathematical 
expression is shown in Eq. (8). 

( ) ( )
2

1

,
m

i i

t

D X Y x y
=

= -å     (8) 

In Eq. (8), assuming that the dataset has n  samples of the 
m  dimension, the distance expression between any two 

samples X  and Y  is denoted as ( ),D X Y . Among them, 

1,2, ,i mÎ L . 

( )1 2

1

1 1i

i

C

i j C

ji i

u X X X X
C C=

= = + + +å L  (9) 

Eq. (9) is the iterative calculation formula for the centroid 

iu  in the KMA. iC  represents the i -th partition cluster. 

iC  represents the quantity of samples contained in the i -th 

partition cluster. 

( )( )
2

,

1 1

,
iCk

i j i

i j

SSE d X u
= =

= å å    (10) 

Eq. (10) is the mathematical expression for the standard 

function SSE  of the sum of squared errors. The value of the 

error squared sum standard function can determine whether the 
algorithm iteration has ended. When the sum of squares of 

errors is less than the set error, the algorithm is terminated. k  

represents dividing the sample into Class k . ,i jX  represents 

the j -th sample in the i -th cluster. ( ), ,i j id X u  represents 

the distance from the sample to the center of mass. 

( )
1

1
,

k

i i

i

CPD d u u
k =

¢= å     (11) 

Eq. (11) is the formula for calculating the difference in 

centroid changes. In addition to using SSE  for judgment, this 

formula can also be used to determine whether the algorithm 

has ended. iu¢ represents the position of the centroid of the 

previous generation in the i -th cluster. iu  represents the 

position of the current centroid. ( ),i id u u¢  represents the 

Euclidean distance between two centroids. If the difference in 
centroid changes meets the requirements, the algorithm will be 
terminated. 

Although the K-means clustering analysis algorithm has the 
characteristics of simple operation, high stability, and good 
analysis results, it still has certain limitations when used in 
different scenarios. For example, it has a strong dependence on 

the k -value of the divided sample category, and the algorithm 

is greatly affected by the center point. The algorithm has high 
randomness, making it difficult to converge to the optimal 
solution state. In response to the above issues, this study 
attempts to enhance the sample density in the algorithm dataset 
and uses the principle of maximum density to select the center 
point. Finally, it proposes a KMA with improved peak density 
to improve the stability of the traditional KMA and accelerate 
its Rate of convergence. 
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Fig. 4. Flow chart of KMA for improving peak density. 

Fig. 4 shows the flowchart of the KMA for improving peak 
density. The input of the whole algorithm includes the original 

dataset D , the half price parameter q , the number of clusters 

k  and the error parameter e . The output result is the divided 

clustering result. Firstly, it sets r  and calculates the sample 

density, recording the sample with the highest density as ix

and the corresponding density value of the sample as ( )ip x . 

It places ix  into set x  and removes other sample values 

within its radius range from the dataset, performing this 
operation on all samples in the dataset until the initial cluster 
center set x  is obtained. It selects the sample with the highest 

density as the first clustering center, and then selects the second 
sample with the farthest distance as the second clustering center, 
using this method to select the remaining initial centers. Next, 
it uses the distance formula mentioned above to calculate the 
distance between the sample and the center, and divides the 
samples according to the principle of minimum distance. Then 
it calculates the new centroid for each classification cluster in 
the partitioned dataset using Eq. (9). Finally, it determines 
whether the output result is less than the error parameter e  in 
view of the convergence judgment formula. If it is true, the 
algorithm is terminated. The improved peak density KMA is 
clustered using homomorphic encryption technology, and the 
customer segmentation scheme is shown in Fig. 5.
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Fig. 5. Design diagram of customer clustering and division scheme. 

Fig. 5 shows the design diagram of the customer clustering 
division scheme. To ensure the maximum utilization of 
consumption data, it is first necessary for data users to provide 
consumption data of their stores to advertising operators. 
However, to ensure the privacy of data information, the system 
will introduce homomorphic encryption technology to encrypt 
information during the entire data transmission process. Then it 
shares the data information with the third-party computing 
center, so as to use the KMA to analyze the customer 
consumption data, and then generate the corresponding 

marketing messages. 

IV. ANALYSIS OF TOBACCO COMPANY MARKETING 

STRATEGY OPTIMIZATION EFFECT BASED ON HOMOMORPHIC 

ENCRYPTION KMA 

For testing the effectiveness of the methods used in the 
research, the results analysis part first tested the performance of 
the improved peak density KMA under homomorphic 
encryption. Moreover, it proves that the improved peak density 
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KMA performs better than other comparative algorithms in four 
indicators: detection rate, false alarm rate, accuracy, and 
clustering running time. Subsequently, this study applied the 
improved peak density KMA to analyze customer consumption 
data, validated the customer classification evaluation index 
system, and obtained the application effect of tobacco company 
marketing strategy optimization. 

A. Performance Test of Improved Peak Density KMA Under 

Homomorphic Encryption 

It selected the tobacco sales data of a listed tobacco 

company in the past three years as the dataset for this 
experiment. After simple preprocessing of the dataset, the 
remaining data is divided into a training set and a validation set 
in a 9:1 ratio to test the performance of different clustering 
algorithms. The mean squared error (MSE) and mean absolute 
error (MAE) of the traditional KMA (subsequently recorded as 
method 1), the Mean shift algorithm (subsequently recorded as 
method 2), and the improved peak density KMA (subsequently 
recorded as method 3) in the same tobacco dataset are shown in 
Fig. 6. 
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Fig. 6. MSE and MAE changes of three clustering methods. 

Fig. 6 (a) shows the MSE changes of the three methods 
under different experimental times. As the number of 
experiments increases, the MSE of Method 1 and Method 2 
fluctuates up and down, with a large fluctuation range, while 
the MSE of Method 3 is stable at around 0.1. Fig. 6 (b) shows 

the MAE changes of the three methods under different 
experimental times. The MAE values of Method 1 and Method 
2 have significant changes, while the MAE values of Method 3 
are stable at around 0.05. 

1
2

3
4

5

1.0

(a) Detection rate of different types of 

algorithms in training sets

Sample

Algorithm type

D
R

0.9

0.8

0.7

0.6

Ⅰ
Ⅱ

Ⅲ

(b) Detection rate of different types of 

algorithms in the test set

Method 2

Method 1
Method 3

1
2

3
4

1.0

Algorithm type

D
R

0.9

0.8

0.7

0.6

Ⅰ
Ⅱ

Ⅲ

Method 2

Method 1
Method 3

5

Sample

 

Fig. 7. DR changes of three clustering methods. 

Fig. 7 (a) and 7 (b) show the changes in detection rates of 
the three clustering methods in the training and validation sets, 
respectively. Fig. 7 (a) shows that the highest detection rates of 
Method 1, Method 2, and Method 3 in the training set are 0.76, 

0.85, and 0.97, respectively. Fig. 7 (b) shows that the highest 
detection rates of Method 1, Method 2, and Method 3 in the 
validation set are 0.77, 0.88, and 0.95, respectively. In summary, 
method three has the best data detection effect. 
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Fig. 8. FPR variation of three clustering methods. 

Fig. 8 (a) and Fig. 8 (b) show the changes in false positive 
rates of the three clustering methods in the training and 
validation sets, respectively. Fig. 8 (a) shows that the highest 
false positive rates of Method 1, Method 2, and Method 3 in the 
training set are 0.56, 0.38, and 0.09, respectively. Fig. 8 (b) 

shows that the highest false alarm rates for Method 1, Method 
2, and Method 3 in the validation set are 0.52, 0.39, and 0.07, 
respectively. In summary, method three has the best false alarm 
rate performance. 
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Fig. 9. ACC and time variation of three clustering methods. 

Fig. 9 (a), 9 (b), and 9 (c) respectively show the clustering 
accuracy and runtime changes of the three clustering methods 
under multiple experiments. Figure 9 (a) shows that the average 
clustering accuracy of Method 1 in six experiments is 73.26. As 
the number of experiments changes, its running time always 
fluctuates between 20 and 30 seconds, with significant 
fluctuations. Fig. 9 (b) shows that the average clustering 

accuracy of Method 2 in six experiments is 84.12. As the 
number of experiments increases, its running time always 
fluctuates between 10-20 seconds, with a smaller fluctuation 
compared to Method 1. Fig. 9 (c) shows that the average 
clustering accuracy of Method 3 in six experiments is 96.08, 
and its running time remains around 4 seconds as the number 
of experiments increases. 
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B. Analysis of the Optimization Effect of Tobacco Company's 

Marketing Strategy 

After testing the performance of the improved peak density 
KMA under homomorphic encryption, the research applied it 
to the customer classification evaluation index system, input 

various customer data into the model, and obtained the final 
output results as shown in Table II. By examining the results of 
various outputs, it is possible to assist staff in the 
implementation of corresponding marketing plans, thereby 
achieving the goal of optimizing marketing plans and 
increasing sales. 

TABLE II. OUTPUT RESULTS OF CUSTOMER CLASSIFICATION EVALUATION INDICATORS 

Evaluation indicator system First-level indicators Second-level indicators Code Output value 

Customer classification evaluation index system 

Customer value 

Total sales limit Y1 8.7 

Total business limit Y2 8.8 

Average sales price Y3 9.3 

Customer Characteristics 

Business location Y4 9.2 

Operating the market Y5 8.5 

Business form Y6 8.6 

Business nature Y7 9.0 

Business scale Y8 8.3 

Customer behavior 

Buy Class I cigarettes Y9 7.7 

Buy Class II cigarettes Y10 8.1 

Buy Class III cigarettes Y11 8.8 

Buy Class IV cigarettes Y12 8.7 

Buy Class V cigarettes Y13 7.6 

Table II shows the output results of customer classification 
evaluation indicators. Table II shows that out of the 13 
secondary indicators, a total of 3 secondary indicators have 
output values above 9 points, namely average sales price, 
business location, and business nature. In addition, 8 secondary 

indicators have an initial value of more than 8 points. Given the 
above scoring results, tobacco company executives should 
optimize the drivers with higher scores to increase the 
company's tobacco revenues. 
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Fig. 10. Satisfaction of users and experts with different marketing schemes. 

Fig. 10 shows the satisfaction of users and experts with 
different marketing plans. Fig. 10 (a) shows the satisfaction of 
users with marketing solutions under different clustering 
methods. Fig. 10 (a) shows that users' satisfaction with 
marketing solutions under the three clustering methods of K-
means, Mean shift, and Improve K-means is 0.68, 0.82, and 
0.94, respectively. Fig. 10 (b) shows the satisfaction of experts 
with marketing solutions under different clustering methods. 

Fig. 10 (b) shows that experts' satisfaction with marketing 
solutions under the three clustering methods of K-means, Mean 
shift, and Improve K-means is 0.63, 0.79, and 0.92, respectively. 

V. DISCUSSION 

The research focused on optimizing the marketing strategies 
of tobacco companies, and achieved efficient customer 
classification and privacy protection through the improved peak 
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density KMA with homomorphic encryption. In practice, the 
marketing challenges faced by tobacco companies were mainly 
due to the intensification of market competition and the 
diversification of consumer demand. Traditional marketing 
methods were difficult to accurately reach target customers, 
resulting in persistently low sales. Therefore, using modern DM 
techniques for customer segmentation could not only help 
companies identify the characteristics of different customer 
groups, but also develop more personalized marketing 
strategies based on these characteristics. The experimental 
results showed that the improved KMA outperformed the 
traditional methods in clustering performance. In the 
experiment, the detection rate of the improved algorithm 
reached 97%, while the detection rates of the traditional KMA 
and the mean shift algorithm were 76% and 85%, respectively. 
This gap indicated the effectiveness of the improved algorithms 
in handling complex data sets, especially in capturing subtle 
differences in customer behavior. In addition, the false positive 
rate of the enhanced algorithm was only 9%, which was 
significantly lower than the 56% and 38% of the traditional 
algorithms. This improved accuracy was due to the 
optimization of the algorithm in the initial cluster center 
selection, which reduced the problem of inaccurate clustering 
caused by improper center selection. The introduction of 
homomorphic encryption technology effectively solved the 
privacy problem and ensured the security of customer 
information during the analysis process, which was particularly 
important for the tobacco industry. Due to increasingly 
stringent industry regulations, protecting customer privacy 
become a key factor in the sustainable development of 
companies. For example, data breaches could result in 
significant fines and loss of brand reputation. Therefore, the 
adoption of homomorphic encryption technology to ensure the 
privacy of customer data during the analysis process was a 
necessary choice in line with industry trends. In conclusion, the 
improved peak density KMA based on homomorphic 
encryption provided an effective solution for optimizing the 
marketing strategies of tobacco companies. On this basis, future 
research could further explore other data processing techniques 
and algorithms to cope with increasingly complex market 
environments and customer demands. 

VI. CONCLUSION 

In response to the problems of a certain tobacco company's 
current sales quota not being ideal and a large number of users 
losing, this study used the KMA in cluster analysis to analyze 
its customer data and optimize its current marketing strategy. 
The research results indicated that the improved KMA used had 
good clustering performance, with MSE and MAE values 
fluctuating around 0.1 and 0.05, respectively, which was much 
smaller than the traditional KMA and Mean shift algorithm. 
The maximum detection rate of improved K-means in the 
validation set was 0.95, the minimum false alarm rate was 0.07, 
and the average clustering accuracy under six experiments was 
96.08. The clustering time was maintained at around four 
seconds, and its performance was superior to the other two 
comparative algorithms. In addition, the improved KMA had 
high output values for average sales price, business location, 
and business nature. Therefore, targeted optimization was 
needed for these three secondary indicators. In the end, both 

experts and users had a satisfaction level of over 0.9 with the 
optimized marketing plan. In summary, the improved K-means 
method adopted in this study could better develop appropriate 
marketing plans in view of consumer data characteristics, 
thereby obtaining the satisfaction of users and experts, and 
helping the company achieve maximum profitability. However, 
due to only analyzing customer impact indicators, there was 
still some error. Future research directions could explore more 
influencing factors, not limited to the customer. In addition to 
customer impact indicators, future research may wish to 
consider the inclusion of multidimensional variables such as 
market environment, competitor behavior, and economic 
factors in order to provide a more comprehensive evaluation of 
their impact on sales. Furthermore, a hybrid approach 
combining deep learning techniques with traditional clustering 
algorithms may be employed to enhance the accuracy and 
adaptability of the model. 
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Abstract—Energy management in data centers is currently a 

major challenge and arouses considerable interest. Many data 

center operators are seeking solutions to reduce energy 

consumption. In this work, the problem of resource 

overutilization-defined as the excessive usage of critical server 

resources such as CPU, RAM and storage surpassing their optimal 

capacity-in data centers is addressed, with a particular focus on 

servers. Estimating the energy consumption of servers in data 

centers allows its managers to allocate the necessary resources to 

ensure adequate quality of service. The research involved 

generating workloads performance on various servers, each 

connected to a wattmeter for energy consumption measurement. 

Data on resource utilization rates and server energy consumption 

were stored and analyzed. Machine learning models were then 

used to forecast server energy consumption. Parametric, non-

parametric, and ensemble methods were employed and validated 

using accuracy measurements, non-parametric tests, and model 

complexity to assess the quality of energy consumption prediction 

models. The results demonstrated that certain models could 

provide predictions with a low margin of error and minimal 

complexity like polynomial regression, while other models showed 

lower performance. A comparative analysis is conducted to 

evaluate the performance and limitations of each approach. 

Keywords—Data center; server; machine learning; energy 

consumption; parametric methods; ensemble methods 

I. INTRODUCTION 

Data centers are centralized collections where networked 
computers provide computational resources for various 
applications such as web hosting, e-commerce, grid computing, 
cloud computing, and social networks [1]. The computing 
equipment also enables the processing, storage, and analysis of 
data within the data center. A data center is used in the form of 
a cloud computing infrastructure that offers enough storage 
capacity and computing for Internet of Things (IoT) services and 
managing real time massive IoT data generated by numerous 
IoT devices. However, to ensure optimal performance and high 
reliability, it is common for the data center network to be 
oversized, resulting in relatively low utilization of links in real 
life scenarios based on empirical observations [2]. Cooling or 
power interruptions can have significant repercussions on the 
environment of a data center. Since system failures can be 
extremely costly, it is crucial to implement reliability and 
redundancy measures. Redundancy in cooling systems helps 

minimize the risk of failure and improves performance by 
reducing downtime for maintenance and repairs. The primary 
advantage of redundancy is to increase system reliability [3]. 
Energy management is an important process that requires a 
systemic approach by addressing both the energy consumption 
of idle resources and the supporting infrastructure. However, 
truly sustainable operation should not only focus on energy 
management but also include investments in research and 
development of green energies, the utilization of renewable 
energy sources, and active measures to preserve the environment 
[4]. 

The data center infrastructure can be divided into three areas: 
the computer room, the support zone, and accessory spaces. The 
computer room is a space with controlled environmental 
conditions designed to accommodate equipment as well as 
cables directly linked to computer and telecommunications 
systems that generate a significant amount of heat. Additionally, 
Information Technology (IT) equipment is extremely 
susceptible to changes in humidity and temperature, so a data 
center must maintain constrained conditions to ensure the 
reliability and proper functioning of the equipment it contains. 
The support zones are where a variety of systems such as 
Uninterruptible Power Supplies (UPS), cooling control systems, 
and communication panels are situated. Finally, the accessory 
sections primarily consist of offices, a lobby, and restrooms [5]. 

The massive energy consumed by servers in data centers 
poses a major problem that requires strategic research to address 
such as high energy costs, environmental impact, and resource 
overutilization. Estimating server energy consumption is 
essential for efficient energy management, providing the 
necessary power to IT infrastructure, managing data center 
resources, and minimizing costs. The goal is to estimate servers’ 
energy consumption using ML algorithms and build models 
with a low margin of error and weak complexity, which refers 
to the time required for model creation. Three methods, namely 
parametric, non-parametric, and ensemble methods, are 
employed for this purpose. Parametric methods rely on 
assumptions regarding the data's underlying distribution and use 
a fixed number of parameters to describe it. Non-parametric 
techniques do not presume any specific distribution about the 
distribution of data. They are flexible and can handle complex 
relationships without specifying a fixed number of parameters. 
Ensemble methods integrate several models to enhance 
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predictive quality. They aggregate the predictions of several 
base models to produce a more accurate and robust prediction. 
Different models from each method were employed to assess the 
performance of each model and conduct a comparative study 
among them. We mention that the selection of parametric, non-
parametric, and ensemble methods was based on their 
encompassment of techniques commonly utilized in regression 
problems. This study involves the creation of workloads that 
consume server resources and used multiple ML models to 
predict energy consumption using a collected database. A 
comparative study among different models was conducted to 
demonstrate the effectiveness of each model, using accuracy 
metrics, models complexities, and non-parametric tests. 

The primary contributions of this research are detailed 
below: 

 Creation of workloads that vary the resource utilization 
rates of servers in terms of CPU, RAM, and hard drive. 

 Application of parametric, non-parametric, and ensemble 
methods on three heterogeneous servers, to verify the 
capability of ML models to predict the energy 
consumption of different servers. 

 Validation of the ML models through precision 
measurements, non- parametric tests, and complexity. 

The structure of this article is organized as follows: Section 
II presents the related work. Section III discusses the data center 
equipment and system architecture. Section IV reviews 
parametric, non-parametric, and ensemble methods. Section V 
details the data extraction processes, including the data extracted 
for each server, the designed algorithms, a comparison of the 
methods used to create workloads, and a description of the 
experiment. Section VI focuses on the prediction phase, 
applying parametric, non-parametric, and ensemble methods. 
Sections VII and VIII respectively present the results and 
discussion, including a comparison of the three types of methods 
across the three servers. Finally, Section IX is dedicated to the 
conclusion. 

II. RELATED WORK 

In the literature, several authors have worked on energy 
management and consumption in data centers, as well as virtual 
machine (VM) placement on physical machines (PMs). In study 
[7], the authors propose two VM placement algorithms on PMs, 
considering CPU, RAM, memory utilization, and correlation 
values. These algorithms have shown performance in terms of 
energy consumption and service quality improvement compared 
to other methods [8]. The second approach involves optimal VM 
placement on servers using heuristics while considering 
hardware vulnerabilities, server energy consumption, and 
interference collocation among VMs [9]. This method selects an 
optimal approach from options such as dot product, norm2, first 
fit, ω-greedy, ρ-greedy, and η-greedy. Other authors in [10] 
studied the correlation between server resource utilization and 
energy consumption. They applied different workloads on two 
different servers and measured their energy consumption using 
two methods: resources utilization rate obtained from 
performance counters, and from external energy meter device. 
The results showed a strong correlation between CPU utilization 

and energy consumption, and a weaker correlation with RAM 
and disk utilization. This study can help data centers operate 
more energy-efficiently by optimizing resource consumption 
and lowering energy expenditure. 

A power consumption prediction model for servers called 
PCP-2LSTM was proposed in study [11], this model applies a 
moving average smoothing technique to remove noise from the 
power consumption time series data and utilizes two stacked 
Long Short Term Memory (LSTM) networks to predict the 
power consumption for the next 30 seconds. A power 
consumption monitoring system is created to collect data and 
analyze power consumption, while ensuring the stationarity of 
the power series. CPU intensive workloads are used to collect 
power consumption data, and Collectd is used as a measurement 
tool to collect data such as CPU usage, frequency, memory 
usage, etc. The results show that PCP-2LSTM outperforms other 
models such as 2LSTM, LSTM, GBR, RAE, and ARIMA, with 
a normalized Root Mean Squared Error (nRMSE) of 0.417. 
However, it is important to note that the implementation of this 
model is simplified compared to a real data center, where there 
are various types of user requests beyond just CPU utilization. 
Another study proposes a VM selection policy called Maximum 
Correlation of sum of Squares of Deviation (MCSSD) [12]. This 
policy is implemented using the CloudSim tool with a 
heterogeneous server environment consisting of 800 servers. 
Workload traces from the CoMon project [13] are used, and the 
experiment is repeated with each server calculating resource 
utilization every minute. The results demonstrate that the 
proposed policy consumes less energy and minimizes the 
number of VM migrations compared to other policies such as 
Maximum Correlation, Minimum Utilization, and Minimum 
Migration Time. 

Authors in study [14] developed a stochastic model to 
estimate the power consumption based on archived data. They 
consider workload and power as random variables and establish 
a correlation relationship between these two entities using a non-
parametric approach. This makes the task complex as it requires 
estimating the complete distribution from the data. AI 
techniques were used to classify VMs based on their RAM and 
CPU usage [15], as well as to group user tasks based on their 
size and details extracted from the log file. Multiple tasks can 
share the same resources of a VM. The objective is to allow 
more dynamic resource allocation and enhance QoS standards 
by ensuring better resource allocation, raising user satisfaction, 
and lowering the number of rejected tasks. In [16], the authors 
present methods for evaluating and modeling the energy 
consumption of these resources and describe techniques that 
operate at the distributed system level, aiming to better manage 
resource scheduling, distribution, and network traffic 
management. Their research aims to make network and 
computing resources more efficient. A system proposed by [17] 
identifies frequently used data from application traces. 
Replication management and data placement are used to allocate 
frequently used files to "hot" disks and other files to "cold" disks. 
This system adds disk management to the cloud environment, 
which has proven effective in saving 39% of energy with an 
18.26% reduction in execution time. The article also proposes 
an energy efficient storage system for a disk, combining energy 
efficient placement with a smart scheduling algorithm. The 
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system assigns data to a disk based on its data usage model. Data 
replication used in the algorithm ensures fast and easy data 
availability. The system maximizes energy savings by 
associating requests to the most available disks, thereby 
reducing query execution time. It also considers the minimum 
wait time and maximum remaining idle time when research 
disks are active or inactive, respectively. This approach applies 
data replication with the appropriate number of replicas across a 
hybrid system, ensuring the QoS for cloud applications. 

On the subject of triggering queries, researchers in study [18] 
noticed that the frequency of triggering the same query to access 
data is quite high. Therefore, forecasting and preloading often 
accessed queries can elevate performance levels by reducing 
execution time and increasing cache hit rates. Hence, they 
develop a prediction model that first generates memory traces to 
assess data usage patterns related to query frequency. Future 
query requests were predicted and organized using an ensemble 
strategy, resulting in an accuracy of 87.5%. In study [19], the 
authors define Random Allocation as a policy that randomly 
assigns arrived tasks to a queue without considering how many 
tasks are waiting in the queue. This can lead to overflow in one 
queue while others remain empty or partially filled, increasing 
the probability of task loss. Short tasks may wait for a long 
duration in front of large tasks, which the random scheduler does 
not detect. However, implementing this policy is easy and does 
not require knowledge about the system. The Shortest Queue is 
defined as a strategy that overcomes the problem of balanced 
load across queues. Upon task arrival, the policy directs them to 
the queues with the shortest waiting time. This ensures that full 
queues do not appear while others still have available capacity, 
reducing the probability of task loss. However, short tasks may 
be delayed in front of long duration tasks. This strategy only 
considers waiting time and not service demands. The policy 
requires knowledge of the queue states. A notion of Task 
Assignment based on Guessing Size (TAGS) is introduced, 
aiming to allocate tasks when the service demands are not 
known before execution. In this case, a task is sent to a server's 
queue, and the server executes the task in the queue until it is 
completed or the execution time elapses. In the latter case, the 
task is sent to another server, and the same operations are 
repeated, increasing the waiting time as it moves from one server 
to another. Compared to the shortest queue strategy and random 
allocation, TAGS solves the problem of short tasks waiting 
behind long tasks. However, performance may be affected due 
to repetitive service. If the waiting time is very short, multiple 
tasks will require repetitive services, and if it is longer, the 
duration will delay completion. In study [20], the authors define 
reliability, energy consumption, and execution time as the 
principal scheduling parameters for real time embedded 
systems. In their work, while considering three constraints: the 
partial order of task modules, time limitations, and reliability, 
based on a Directed Acyclic Graphs (DAG) and Quantum 
behaved Particle Swarm Optimization (QPSO). When compared 
to alternative algorithms, the findings demonstrate that the two 
proposed algorithms provide effective optimization. These two 
algorithms are DAG_QPSO_I and DAG_QPSO_II. The first 
one demonstrates efficiency in terms of energy consumption, 
while the second one best meets the requirements of time and 
reliability. In this work, workloads have been created and 
launched to consume resources from heterogeneous servers and 

ML methods belonging to different parametric, non-parametric, 
and ensemble methods were implemented. A comparative study 
was conducted between these methods for each server. 
Estimating server energy consumption will enable better 
management of energy consumption in a data center. On the 
other hand, data center managers can adjust resources based on 
server demand, which helps reduce costs. Another objective is 
to optimize energy efficiency by identifying energy consuming 
areas and implementing. In contrast to many other studies that 
use limited or simulated workload data, this work involves the 
construction and deployment of real workloads which make use 
of resources from diverse servers. This method provides a more 
accurate assessment of the energy and servers performance. 
Moreover, comprehensive comparisons and the selection of the 
optimal models for diverse circumstances are made possible by 
the utilization of diverse ML methods. A comparative analysis 
was done for each server independently to make sure the results 
are accurate and applicable to different servers’ configurations. 
This degree of specificity offers useful management insights for 
data centers. 

III. DATA CENTER EQUIPMENT AND SYSTEM 

ARCHITECTURE 

The power distribution systems of the data center are 
intended to provide electricity to the system loads or IT and 
mechanical equipment, ensuring proper levels of power quality 
and supply security. Since the public grid may experience 
voltage drops or prolonged outages that can result in 
malfunction or even a complete shutdown of the data center, it 
is crucial to ensure proper power supply. In a standard data 
center, there is a backup diesel generator or generator set to 
provide power in case of major grid failures. The UPS is capable 
of using different storage solutions like batteries, it is typically 
designed to keep power supply under appropriate conditions 
during the startup of the diesel generator. Power supply units 
(PSUs) and Power distribution units (PDUs) are in charge of 
distributing and regulating power for servers [5]. Fig. 1. 
illustrate the main elements of the data center responsible for 
power supply. It is important to note that generators or batteries 
provide backup power during a power outage. Racked servers 
and critical datacenter infrastructure can smoothly switch to this 
backup power for uninterrupted service. They can support 
primary power during periods of high demand or grid instability. 
They can help to balance the load on the power infrastructure of 
the data center and ensure a stable and reliable supply of power 
to the rack servers. During peak power usage periods, when 
energy demand is high, generators or batteries can supplement 
the power supply to avoid overloading the grid. This helps 
manage peak demand and avoid potential blackouts. They can 
also provide voltage regulation to ensure that the power supplied 
to rack servers remains within acceptable voltage ranges. This 
helps maintain the stability and longevity of server hardware. 
Rack servers, networking equipment, storage devices and other 
critical infrastructure within the data center rely on stable and 
reliable power to function optimally. Generators and batteries 
provide the necessary backup power to support these loads 
during emergencies or planned maintenance activities. In total, 
effective use of generators or batteries in a data center ensures 
reliable power to rack servers, improves energy efficiency, and 
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contributes to the resiliency and sustainability of the data center 
infrastructure. 

 
Fig. 1. Data center elements responsible for the power supply. 

Most traditional data centers, including small and medium 
sized ones, have a power consumption breakdown as illustrated 
in Fig. 2 [6]. It can be observed that IT equipment accounts for 
50% of the total data center power, followed by cooling systems, 
which represent 25% of the total power. Air handling equipment 
utilizes 12%, UPS units consume 10%, while lighting and other 
equipment consume 3% of the power. It is important to 
emphasize that servers, as part of the IT equipment, consume a 
significant fraction of the total power within data centers. This 
observation highlights the need to develop Machine Learning 
(ML) models to predict server energy consumption, enabling 
data center managers to better allocate their resources based on 
users’ needs. The amount of energy consumed by servers 
compared to other components in a data center will vary based 
on factors such as workload type, server efficiency, cooling 
systems, and the data center design. In a conventional data center 
environment, as shown in Fig. 2, servers typically account for 
approximately 50% of total energy consumption. For this 
reason, and due to the limitations in accessing a real data center 
environment, this study focused primarily on servers, other 
elements such as networking equipment and cooling systems are 
not considered. 

 
Fig. 2. Distribution of power consumption in a traditional data center [6]. 

Fig. 3 showcases the architecture of the system developed in 
this work, starting with the creation of workloads and their 
deployment on three servers, and ends with the generation of the 
proposed models. 

 
Fig. 3. System architecture. 

IV. BACKGROUND 

A. Parametric Methods 

Parametric regression techniques are statistical tools 
employed to examine the relationship between a dependent 
variable and multiple independent variables [21]. This 
relationship is expressed through a mathematical equation that 
contains a set of parameters. The objective is to estimate the 
values of these parameters based on the data. Common examples 
of parametric regression models include polynomial regression, 
which is a statistical study that models the variation of a 
dependent variable using a polynomial function of an 
explanatory variable. The mathematical representation of the 
polynomial regression is provided in Eq. (1). Where x is the 
independent variable, y is the dependent variable, 𝑎𝑖; i=1,…, k 
is the coefficient or the parameter. Lasso regression (L1 
regularization) is another method of statistical regression that 
combines linear regression with regularization, aiming to 
eliminate features that do not contribute to the training. Eq. (2) 
illustrates the formula utilized in Lasso regression, where k is the 
number of observations. 𝑦𝑖  is the observed value of the 
observation i. 𝑥𝑖𝑗  is the value of the predictor j for the 

observation i. α𝑗 is the coefficient to be estimated and strictly 

between zero and one. m is the number of predictor variables, 
and γ is the regularized parameter that controls the strength of 
the penalty term. Determining the ideal value of γ, or the value 
that strikes a balance between the model's fidelity and other 
factors is crucial [22]. Elastic Network (L1+L2) is a linear 
combination of L1 and L2 resulting in a regularizer that 
combines the advantages of both L1 (Lasso) and L2 (Ridge) 
regularization techniques, similar to Lasso regression, uses 
regularization to control the complexity of the model by 
selecting the most relevant variables. Many studies have utilized 
the Elastic Network, including the work presented by authors in 
[23], which introduces a novel algorithm for clustering analysis 
based on elastic networks and leveraging weighted properties. 
Also, in study [24] authors propose a novel approach called the 
Elastic Network Algorithm for Clustering based on Cluster 
Center Shift, which combines Mean-Shift with the Elastic 
Network algorithm to optimize both cluster stability and 
effectiveness in the cluster analysis. Lastly, Neural Networks 
(NN) are a type of ML that consists of interconnected neurons 
organized in layers and capable of learning from data by 
adjusting connection weights between neurons. For NN with 
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multiple layers, the output of each layer l can be calculated using 
the output of the previous layer. Eq. (3) outlines the structural 

formulation of NN, where 𝑎(𝑙) is the output of the layer l, σ is 

the activation function, 𝑤(𝑙)  is the weight matrix of layer l, 

𝑎(𝑙−1) is the input to the layer l, and 𝑏(𝑙) is the bias for layer l. 
Lasso regression minimizes the sum of squared errors between 
the actual and predicted values. It works by iteratively reducing 
the coefficients of less important variables towards zero. It 
utilizes a regularization parameter, alpha, which controls the 
strength of the L1 penalty. A larger value of alpha leads to 
coefficients closer to zero. The formulation for Elastic Network 
can be found in Eq. (4), where N is the number of observations, 
y𝑖 is the observed value for the observation i. β𝑘, k=0,.., p is the 
coefficient to be estimated. p is the number of predictor 
variables. λ1 and λ2 are the regularization parameters for L1 and 
L2 penalties. x_i is the value of the predictor variable j for the 
observation i. For each server, 80% of data was used for training 
the model, and the obtained error values were recorded. It should 
be noted that for each server, the models were trained using non-
normalized data. 

𝑦 = 𝑎0 +𝑎1𝑥 + 𝑎2𝑥2 + 𝑎3𝑥3 + ⋯ + 𝑎𝑘𝑥𝑘

L = ∑ (𝑦𝑖 − ∑ 𝑥𝑖𝑗 .
𝑚

𝑗=1
𝛼𝑗)

2𝑘

𝑖=1
+ 𝛾 ∑ |𝛼𝑗|

𝑚

𝑗=1


𝑎(𝑙) = 𝜎(𝑤(𝑙)𝑎(𝑙−1) + 𝑏(𝑙))

𝑚𝑖𝑛𝛽0,𝛽 (∑ (𝑦𝑖 − 𝛽0 − 𝑥𝑖
𝑇𝛽)𝑁

𝑖=1
2

+ 𝜆1 ∑ |𝛽𝑗|
𝑝
𝑗=1 + 𝜆2 ∑ 𝛽𝑗

2𝑝
𝑗=1 )

B. Non-parametric Methods 

Non-parametric methods apply statistical analysis to 
investigate the connection between a dependent variable and 
multiple independent variables without making specific 
assumptions about the functional form or equation that describes 
the relationship [25]. These methods estimate the relationship 
based on the data itself. Common examples of non-parametric 
regression models include Support Vector Regression (SVR), 
which is a supervised learning method based on support vectors 
that model the data and find a hyperplane that separates the data 
by minimizing the squared error. It is useful for complex 
regression problems where the data has nonlinear relationships. 
The formula for SVR is presented in Eq. (5). Where ω is the 
weight vector or coefficients associated with the input features 
x. This vector determines the importance of each feature in the 
prediction. x is the input feature, and b is the bias term. Decision 
trees are ML algorithms used for classification and regression 
problems. They model the relationships between input variables 
and output variables using a graphical representation with 
connected nodes. The algorithm selects the most informative 
variable to split the data into categories, and the process is 
repeated until a stopping condition is met. Random forests are 
an ensemble of decision trees constructed randomly based on the 
training data. The prediction for an observation is based on the 
average or majority value of the individual predictions from the 
trees. Gaussian Process Regression (GPR) is a probabilistic 
approach based on the concept of a Gaussian process, which is 
a collection of random variables that have a joint Gaussian 
distribution for any finite number of variables. This model can 
capture complex and nonlinear relationships between variables 
without assuming a specific functional form of the relationship. 

𝑦 = 𝑓(𝑥) = ⟨𝜔, 𝑥⟩ + 𝑏;  𝜔, 𝑥 ∈  ℝ𝑀, 𝑏 ∈  ℝ(5) 

C. Ensemble Methods 

Ensemble methods refer to a class of ML models that blend 
several models to increase the system’s predictive effectiveness 
[26]. These models can be of the same type (homogeneous) or 
different types (heterogeneous). The idea behind ensemble 
methods is to reduce the variance and bias of individual models 
by combining their outputs. This is achieved through different 
strategies, such as bagging, which is based on an ensemble 
estimator using base regressors trained on random subsets of the 
dataset and merges their predictions, either via voting or 
averaging, to generate the final output. Bagging involves 
creating multiple versions of the same model on different 
subsets of the data and combining their outputs by averaging or 
voting. Eq. (6) illustrates the formula utilized in Bagging. Where 
𝑓𝑏𝑎𝑔𝑔𝑖𝑛𝑔(𝑥) is the aggregated prediction for the input x. N is the 

total number of base learners, and 𝑓𝑖(𝑥) is the prediction of the 
base learner i. Boosting is a ML method that involves creating a 
series of models aimed at reducing errors in predictive data 
analysis. Each subsequent model learns from the errors of the 
previous one. Boosting addresses the problem of biased models 
when using new data by successively training multiple models 
to improve the overall system accuracy. Data scientists often use 
boosting with decision tree algorithms [27]. Boosting combines 
multiple models sequentially and assigns weights to the outputs 
of individual models, giving higher weight and input to the next 
model for incorrect predictions from the previous model. 
Stacking is an ensemble method that reduces the error rate of 
one or multiple estimators during prediction. It works by 
stacking the outputs of each individual estimator and using a 
regressor to compute the final prediction. This method allows 
leveraging the strengths of each estimator by using their outputs 
as input to a final estimator. It is important to mention that the 
base estimators are fitted on the dataset, while the final estimator 
is trained using the cross-validation predictions of the base 
estimators. Stacking incorporates boosting and aggregation, 
which combines the outputs of models and achieves high 
accuracy and low variance. The formula of Stacking can be 
found in Eq. (7). Where 𝑓𝑠𝑡𝑎𝑐𝑘𝑖𝑛𝑔 (𝑥) is the final prediction of 

the stacking ensemble for input x, and 𝑓𝑘 (𝑥), k=1,…, N is the 
predictions of base learners. Meta_learner is the meta learner 
that combines the predictions. Typically, the number of 
estimators used in this method ranges from three to five. In this 
work, parametric and non-parametric models were used and 
developed earlier while keeping the same chosen configurations. 

𝑓𝑏𝑎𝑔𝑔𝑖𝑛𝑔(𝑥) =
1

𝑁
∑ 𝑓𝑖(𝑥)

𝑁

𝑖=1
(6) 

𝑓𝑠𝑡𝑎𝑐𝑘𝑖𝑛𝑔(𝑥) =  𝑀𝑒𝑡𝑎_𝑙𝑒𝑎𝑟𝑛𝑒𝑟(𝑓1(𝑥), 𝑓2(𝑥), … , 𝑓𝑁(𝑥))(7) 

V. DATA EXTRACTION 

In this experiment, workloads that consume CPU, RAM, and 
hard disk resources of three servers were created and executed, 
each one is connected to a wattmeter that accurately measures 
the server's energy consumption with a precision of one mwh. 
The number of data points used for server one, server two and 
server three is 897, 945, and 951, respectively. Each data 
element represents the median value of resources utilization for 
the server over a period of one hour. In other words, workloads 
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that varied the usage of CPU, RAM, and/or hard disk were 
executed for one hour and recorded the server's state during that 
execution. If the resource utilization varies frequently, the 
configuration is discarded; otherwise, it is kept. For the three 
servers, each data point (vector representing a workload) 
includes CPU values ranging from 10% to 100%, RAM values 
ranging from 10% to 90%, and disk usage ranging from zero GB 
to the maximum storage capacity of each server. The servers 
used in this study are documented in Fig. 4, which illustrates the 
work conducted at the LUSAC laboratory of the University of 
Caen Normandy in France. 

 

Fig. 4. Servers used in the experimentation conducted at LUSAC laboratory. 

In the following, the algorithms used to generate workloads 
that consume CPU, RAM, and disk resources of the servers are 
presented. For the implementation of those algorithms, the 
Python programming language was utilized, and every 
algorithm was launched in every server. After creating and 
executing the workloads, the energy consumption of the servers 
is measured. Then, on a computer, models belonging to different 
categories: parametric, non-parametric and ensemble, were built 
with the aim of predicting the energy consumption of the 
servers. It is mentioned that the results obtained come from a 
computer and not from a simulator. Also, the duration is the 
same in the three algorithms. For the first algorithm, OCCT was 
utilized to generate workloads that would stress the CPU of the 
server. In the second algorithm, programs such as Google 
Chrome were launched continuously to consume the RAM of 
the server, the memory usage is measured after executing those 
programs. In the third algorithm, files were created and 
duplicated on the hard drive to write data on it. After each 
execution, the files created to run the algorithm with different 
parameters were deleted (number of bytes to write). It is noted 
that various input data values are employed for writing 
operations on the hard drive. This approach aimed to create 
workloads that would write on the server's hard drive with 
continuous writing operations. Initially, the process was initiated 
by writing at a rate of 100 bytes per second for a duration of one 
hour. Subsequently, the byte values were incrementally 
increased in the following simulations. 

Algorithm1: Workload_CPU 

Input: nbr_process, duration 
Output: cpu_rate, ram_rate, hard_drive_rate, energy_consumption 
Start 
 For var p in [1: nbr_process]: 

 Create_process() 

 Launch_process() 
 End for 

 While time < duration: 

 Save (cpu_rate, ram_rate, hard_drive_rate, 
energy_consumption) 

 If time == duration: 

 For var p in [1: nbr_process] 

 destroy_process () 

 End for 

 End if 

 End while 

End 
 

Algorithm2 Workload_RAM 

Input: nbr_process, duration 
Output: cpu_rate, ram_rate, hard_drive_rate, energy_consumption 
Start 
 For var p in [1: nbr_process]: 

 Launch_program() 
 End for 

 While time < duration: 

 Save (cpu_rate, ram_rate, hard_drive_rate, 
energy_consumption) 

 If time == duration: 

 For var p in [1: nbr_process] 

 Destroy_process () 

 End For 

 Break 
 End If 

 End While 

End 
 

Algorithm3: Workload_hard_drive 

Input: nbr_bytes, duration 
Output: cpu_rate, ram_rate, hard_drive_rate, energy_consumption 
Start 
 While time < duration: 
 write_bytes() 
 Save (cpu_rate, ram_rate, hard_drive_rate, 

energy_consumption) 
 If time == duration: 
 Break 
 End if 
 End while 
End 

The characteristics of each server are presented in Table I. It 
should be noted that the selection of servers is based on their 
availability in the research laboratory where this study is 
conducted. 

TABLE I.  SERVERS CHARACTERISTICS 

Server one Server two Server three 

processor Intel(R) 

Xeon(R) CPU W3565 

@ 3.20 GHz, RAM 16 
Go, Disk SATA SSD 

256Go, NVIDIA 

Quadro 400, os 
Windows 10 

Intel(R) Core (TM) i5-
10500 CPU @ 

3.10GHz, RAM 8GB, 

Disk 512GB, and OS 
windows server 2022 

Standard version os. 

Processor Intel (R) 

core (TM) i3 CPU 

540 @ 3.07 GHz, 
RAM 4 Go, disk 120 

Go SSD, Intel(R) HD 

Graphics, os 
Windows 10. 
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VI. PREDICTION PHASE 

A. Application of Parametric, Non-parametric, and Ensemble 

Methods on Servers 

We applied parametric methods to analyze the behavior of 
three servers. Starting with server one, according to Fig. 5, Fig. 
6 and Fig. 7 which show the error rate, the p-value, and the 
models’ complexity respectively, It is observed that some 
models, such as NN, have high complexity, followed by 
Bagging_GPR. In terms of MSE, Lasso regression, elastic 
network, GPR, and other models exhibit high values around six 
wh. Table II presents the error rates, the p-values of non-
parametric tests Wilcoxon rank sum and the complexity of each 
method. The results show that the polynomial regression of 
degree two performs the best with a low MSE of 0.71 wh. 
Followed by NN, which consists of two layers with 64 neurons 
each, using the Adam optimizer and trained with 2600 epochs. 
It achieves a high R² of one and low errors, indicating that this 
model can accurately predict the server's energy consumption. 
Lasso regression and Elastic Network have similar R² values, 
with a coefficient alpha of 0.69 for Lasso regression, an alpha 
and L1 coefficients of 0.34 and 0.9, respectively, for Elastic 
Network. The MSE of both methods exceeds five wh, indicating 
that these two models struggle to explain the variation in the 
data. The p-value of the models is relatively similar for all three 
models, suggesting no significant difference in their 
performance. For each model used, different parameters were 
tested, and those that yielded the best results were selected. It is 
interesting to note that the polynomial regression, Lasso 
regression, and Elastic Network models have negligible 
predictions and construction times. However, NN stands out 
with a construction time of 283 seconds, primarily due to the 
high number of epochs used and the complexity of its structure. 

Concerning the second server, as shown in Table III, the 
polynomial regression of degree two had the least bias, with a 
MSE rate of 0.04 wh and a p-value of 0.98. Followed by NN 
model, configured with 2600 epochs, a sigmoid activation 
function for the first and the second layers, 128 neurons, and the 
Root Mean Squared Propagation (rmsprop) optimizer. The best 
result for Elastic Network was achieved with an alpha of 0.01 
and an L1 of 0.01, resulting in a MSE rate of 0.07 wh. As for the 
Lasso regression model, it is observed that the error rate 
increases with the increase in the alpha coefficient. The best 
performance was obtained with an alpha of 0.01, resulting in a 
MSE of 0.08 wh. Overall, the results indicate that the parametric 
methods generally perform well in predicting the energy 
consumption for this server. Indicating a high probability that 
the real and predicted vectors are significantly similar. It is 
observed that polynomial regression, Lasso regression, and 
Elastic Network stand out for their reduced model construction 
time and negligible prediction time. On the other hand, NN 

model requires a longer construction time, reaching up to 110.9 
s. However, it achieves a fast prediction rate of 0.1 s. 

 
Fig. 5. MSE of server one's models. 

 
Fig. 6. P-value of server one's models. 

 

Fig. 7. Complexity of server one's models. 

TABLE II.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF PARAMETRIC METHODS OF SERVER ONE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon 

rank-sum test 

Model construction 

time [s] 

Prediction 

time [s] 

Polynomial Regression 1.0 0.71 0.57 0.84 0.45 0.812 0.0091 0.0 

Lasso Regression 0.99 5.69 1.81 2.39 1.39 0.62 0.0007 0.0 

Elastic Network 0.99 5.69 1.82 2.39 1.41 0.63 0.0022 0.0010 

Neural Network 1.0 2.02 0.62 1.42 0.50 0.63 283.4409 0.1547 
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TABLE III.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF PARAMETRIC METHODS OF SERVER TWO 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon 

rank-sum test 

Model construction 

time [s] 

Prediction 

time [s] 

Polynomial Regression 0.99 0.04 0.16 0.2 0.87 0.98 0.0019 0.0 

Lasso Regression 0.98 0.08 0.21 0.28 1.14 0.42 0.0019 0.0005 

Elastic Network 0.98 0.07 0.21 0.26 1.12 0.49 0.0020 0.0 

Neural Network 0.99 0.05 0.12 0.22 0.66 0.48 110.9219 0.1096 
 

On server three, the polynomial regression model of degree 
two was employed, Lasso regression with an alpha of 0.01, 
Elastic Network with an alpha of 0.01 and an L1 of 0.01. The 
NN is configured with a number of epochs of 2600, two layers 
of 128 neurons each, using the hyperbolic tangent activation 
function 'tanh'. We used the Stochastic Gradient Descent 
optimizer 'sgd' for the NN. Table IV indicates that NN turned 
out to be the least biased model, with a MSE of 0.07 wh, 
followed by polynomial regression with a MSE of 0.09 wh. 
Lasso regression and Elastic Network produced similar 
prediction values, with a MSE of 1.24 wh and 1.23 wh, 
respectively. Like servers one and two, all the parametric models 
are characterized by their low complexity in terms of model 
construction and prediction. Except NN model that requires 
108.34 s for model construction. 

Proceeding with non-parametric methods, models were used 
to evaluate the performance of the servers. For the first one, the 
results show that decision trees, random forests, and SVR 
models achieve the best performance with a MSE below 0.58 
wh. On the other hand, the GPR model exhibits a significantly 
higher MSE of 5.71 wh, indicating lower performance compared 
to the other models. For the SVR model, the Radial Basis 
Function (RBF) kernel was used with an epsilon value of 0.1 and 
a regularization parameter C of 19.6. The depth of the decision 
tree and random forests are 9 and 10, respectively, with 20 
estimators for random forests. Lastly, for the GPR model, the 
DotProduct kernel and WhiteKernel were utilized. As observed 

in Table V the SVR model, decision trees, and random forests 
have minimal construction and prediction times, making them 
computationally advantageous. However, the GPR model stands 
out from the others in terms of construction and prediction time, 
being higher. 

Similarly for server one, server two results, as cited in Table 
VI show that decision trees, random forests, and SVR are the 
best models for predicting server energy consumption, with a 
MSE rate of 0.02 wh. Although GPR model follows the other 
three models in terms of precision, it is also performant. We note 
that SVR model is configured with an epsilon and a C parameter 
of 0.1 and 3.0 respectively. The optimal depth for decision trees 
and random forests is five. The kernel used in the GPR model is 
based on DotProduct and WhiteKernel. Also, all selected non-
parametric methods stand out for their low complexity in terms 
of model construction and prediction time. Likewise to the first 
and second servers, random forests, decision trees, and SVR are 
the best models for predicting the energy consumption of server 
three. The SVR model was trained with an epsilon of 0.06 and a 
C value of 16.1, while the decision trees and random forests have 
a maximum depth of six. On the other hand, the GPR model has 
a high MSE of 1.23 wh. It was trained with a DotProduct and 
WhiteKernel. Based on the results obtained in Table VII, it can 
be observed that all the proposed non-parametric models can 
provide energy consumption predictions with an error rate 
below 1.23 wh and relatively low complexity. 

TABLE IV.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF PARAMETRIC METHODS OF SERVER THREE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon rank-

sum test 

Model construction 

time [s] 

Prediction time 

[s] 

Polynomial Regression 1.0 0.09 0.21 0.3 0.41 0.64 0.0029 0.0 

Lasso Regression 0.98 1.24 0.88 1.11 1.81 0.35 0.0009 0.0009 

Elastic Network 0.98 1.23 0.88 1.11 1.81 0.35 0.0009 0.0010 

Neural Network 1.0 0.07 0.19 0.26 0.37 0.29 8613.801 638886 

TABLE V.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF NON-PARAMETRIC METHODS OF SERVER ONE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon rank-

sum test 

Model construction 

time [s] 

Prediction time 

[s] 

SVR 1.0 0.57 0.47 0.75 0.37 0.67 0.0630 0.0079 

Decision Tree 1.0 0.34 0.36 0.58 0.3 0.9 0.0207 0.0 

Random forest 1.0 0.35 0.35 0.59 0.29 0.9 0.0366 0.0 

GPR 0.99 5.71 1.84 2.39 1.42 0.62 0.6222 0.0315 

TABLE VI.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF NON-PARAMETRIC METHODS OF SERVER TWO 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon rank-

sum test 

Model construction 

time [s] 

Prediction time 

[s] 

SVR 0.99 0.02 0.1 0.14 0.53 0.9 0.0189 0.0039 

Decision Tree 1.0 0.02 0.04 0.14 0.19 0.9 0.0010 0.0 

Random forest 1.0 0.02 0.04 0.14 0.22 0.89 0.0927 0.0069 

GPR 0.97 0.11 0.26 0.33 1.46 0.8 0.0867 0.0029 
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TABLE VII.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF NON-PARAMETRIC METHODS OF SERVER THREE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon 

rank-sum test 

Model construction 

time [s] 

Prediction time 

[s] 

SVR 1.0 0.06 0.16 0.24 0.3 0.86 4840.0 484000 

Decision Tree 1.0 0.03 0.1 0.17 0.2 0.63 6366.1 636 

Random forest 1.0 0.02 0.09 0.14 0.19 0.48 6381.. 636618 

GPR 0.98 1.23 0.88 1.11 1.81 0.36 633.8. 636618 
 

Different ensemble methods were used, namely boosting, 
bagging, and stacking. The boosting model was configured with 
a learning rate of 0.41 and 50 estimators, using a decision tree 
with a depth of nine as the base estimator. The bagging model 
was evaluated using various regression methods as base 
estimators, including polynomial regression, Lasso regression, 
Elastic Network, SVR, decision trees, random forests, and the 
GPR model, denoted in Table VIII as Bagging_Poly, 
Bagging_Lasso, Bagging_Elastic, Bagging_SVR, 
Bagging_Tree, Bagging_Forest, and Bagging_GPR, 
respectively. The parameters for these models were defined as 
mentioned previously, with an optimal number of estimators set 
to 100. Regarding the first server, the results showed that the 
boosting model had the least bias, followed by the stacking 
model configured with GPR and the decision tree as base 
estimator. Next, the bagging model trained with decision trees 
achieved good results, as well as the stacking model configured 
with random forests and SVR model, along with the bagging 
model trained with the SVR estimator. The MSE of these models 
ranged from 0.32 wh to 0.59 wh, with a p-value above 0.69. 
However, except for the bagging model with the GPR estimator, 
the bagging and stacking methods trained with polynomial 
regression, Lasso regression, and Elastic Network as base 
estimators yielded less accurate prediction results compared to 
the aforementioned models. These models exhibited a higher 
MSE above five wh. It is observed that certain models had both 
high error rates and low model construction time, such as 
bagging and stacking trained with parametric methods. The 

bagging using the GPR model is distinguished with high error 
rates and significant model construction time. On the other hand, 
other models such as boosting and bagging using non-
parametric methods other than GPR, as well as stacking using 
non-parametric models or a combination of the two methods, 
were characterized by low error rates and model construction 
times below 3.8 s. 

Moving to the second server, the MSE of the boosting model 
is 0.02 wh and the R² reaches one, indicating that the model is 
capable of predicting energy consumption with negligeable 
error. As shown in Table IX, the p-value of the Wilcoxon tests 
is indicating that this method provides predicted values similar 
to the real values. By applying bagging and stacking models 
with different estimators. The best results were obtained using 
decision trees, random forests, and polynomial regression as 
base estimators for both methods. The average MSE in these 
models is below 0.07 wh, with a high value of R². The stacking 
model trained with the GPR estimator is the least biased in terms 
of precision measurement among all the proposed ensemble 
methods, with a MSE of 0.01 wh. The Bagging_Lasso, 
Bagging_Elastic, Bagging_GPR, Stacking_Lasso, and 
Stacking_Elastic models follow the previously mentioned 
models in terms of prediction quality. Among the ensemble 
methods, it is noteworthy that all models are characterized by 
their low complexity, with a model construction time of 9.18 s 
for the bagging model trained with the base estimator GPR. 

TABLE VIII.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF ENSEMBLE METHODS OF SERVER ONE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon 

rank-sum test 

Model construction 

time [s] 

Prediction time 

[s] 

Boosting_Tree 1.0 0.32 0.36 0.57 0.29 0.84 0.0306 0.0 

Bagging_Poly 0.99 5.7 1.83 2.39 1.42 0.64 0.2196 0.0159 

Bagging_Lasso 0.99 5.69 1.81 2.39 1.39 0.62 0.1423 0.0059 

Bagging_Elastic 0.99 5.69 1.82 2.39 1.40 0.64 0.1408 0.0049 

Bagging_SVR 1.0 0.59 0.48 0.77 0.37 0.69 2.7756 0.8097 

Bagging_Tree 1.0 0.4 0.36 0.63 0.29 0.94 0.1503 0.0069 

Bagging_Forest 1.0 0.41 0.37 0.64 0.3 0.93 2.1579 0.1466 

Bagging_GPR 0.99 5.7 1.84 2.39 1.42 0.64 57.4755 0.0947 

Stacking_Poly 0.99 5.74 1.84 2.4 1.43 0.62 0.0249 0.0009 

Stacking_Lasso 0.99 5.7 1.83 2.39 1.41 0.62 0.0259 0.0009 

Stacking_Elastic 0.99 5.7 1.83 2.39 1.42 0.63 0.0268 0.0009 

Stacking_SVR 1.0 0.47 0.4 0.69 0.31 0.86 2.3417 0.0269 

Stacking_Tree 1.0 0.37 0.37 0.61 0.3 0.86 2.4175 0.0119 

Stacking_Forest 1.0 0.41 0.4 0.64 0.32 0.75 2.5212 0.0139 

Stacking_GPR 1.0 0.34 0.36 0.58 0.29 0.89 3.4553 0.0119 

Stacking_GPR_all 1.0 0.35 0.36 0.59 0.29 0.94 3.8855 0.0209 
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TABLE IX.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF ENSEMBLE METHODS OF SERVER TWO 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon rank-

sum test 

Model constr-uction 

time [s] 
Prediction time [s] 

Boosting_Tree 1.0 0.02 0.04 0.14 0.24 0.82 0.4188 0.0 

Bagging_Poly 0.98 0.07 0.21 0.26 1.13 0.45 0.1134 0.0059 

Bagging_Lasso 0.97 0.11 0.27 0.33 1.48 0.6 0.1276 0.0049 

Bagging_Elastic 0.97 0.11 0.26 0.33 1.46 0.59 0.1386 0.0069 

Bagging_SVR 0.99 0.02 0.09 0.14 0.49 0.92 0.6927 0.3383 

Bagging_Tree 1.0 0.02 0.04 0.14 0.19 0.87 0.1269 0.0069 

Bagging_Forest 1.0 0.02 0.01 0.14 0.2 0.87 2.2184 0.1476 

Bagging_GPR 0.97 0.11 0.26 0.33 1.46 0.82 9.1893 0.2563 

Stacking_Poly 0.98 0.07 0.21 0.26 1.13 0.46 0.0469 0.0 

Stacking_Lasso 0.96 0.16 0.35 0.4 1.92 0.36 0.0399 0.0 

Stacking_Elastic 0.98 0.1 0.25 0.32 1.41 0.31 0.0411 0.0 

Stacking_SVR 1.0 0.02 0.07 0.14 0.37 0.46 0.8902 0.0089 

Stacking_Tree 0.99 0.03 0.04 0.17 0.24 0.87 0.9402 0.0079 

Stacking_Forest 1.0 0.02 0.04 0.14 0.22 0.79 0.9835 0.0099 

Stacking_GPR 1.0 0.01 0.05 0.1 0.26 0.49 1.8894 0.0109 

Stacking_GPR_all 1.0 0.02 0.05 0.14 0.25 0.88 1.9824 0.0134 
 

Lastly, as for the third server, it can be observed that the 
boosting method trained with decision trees of depth six as base 
estimators provides predicted values with a MSE of 0.03 wh. 
Similarly, the bagging and stacking methods trained with the 
SVR model, decision trees, and random forests as base 
estimators have a MSE ranging from 0.02 wh to 0.06 wh. 
Therefore, the stacking model trained with GPR has an MSE of 
0.03 wh. On the other hand, the other models such as 
Bagging_Poly, Bagging_Lasso, Bagging_Elastic, 
Bagging_GPR, Stacking_Poly, Stacking_Lasso, and 
Stacking_Elastic provide prediction values with an MSE of 1.23 
wh and 1.24 wh. It can be observed that all ensemble methods 
are capable of predicting energy consumption with an error rate 
below 1.24 wh in terms of MSE, MAE, and MAPE, and p-values 
ranging from 0.35 to 0.89, as indicated in Table X. The values 
of the MAPE are already multiplied by 100. Therefore, a MAPE 

of 0.45 represents 0.45% and not 45%. Different complexity 
characteristics are observed among the boosting and bagging 
models using parametric models as base estimators. They have 
relatively low complexity, making them efficient in terms of 
model construction time. Next, bagging using decision trees, 
random forests, and SVR as base estimators, which also exhibit 
moderate but slightly higher complexity. On the other hand, the 
bagging model using GPR as the base estimator stands out for 
its higher model construction time, reaching 93.19 s. As for 
stacking, the results show that the methods using parametric 
models have a model construction time of 1.1 s, indicating 
relatively low complexity. On the other hand, stacking using 
non-parametric models has model construction times ranging 
from 5.3 s to 8.08 s, which remains reasonable considering the 
more complex nature of these models. 

TABLE X.  ACCURACY MEASUREMENTS, NON-PARAMETRIC TESTS AND COMPLEXITY OF ENSEMBLE METHODS OF SERVER THREE 

 R² 
MSE 

[wh] 

MAE 

[wh] 

RMSE 

[wh] 

MAPE 

[%] 

Wilcoxon 

rank-sum test 

Model construction 

time [s] 

Prediction time 

[s] 

Boosting_Tree 1.0 0.03 0.1 0.17 0.21 0.89 4840.0 481000 

Bagging_Poly 0.98 1.24 0.88 1.11 1.81 0.37 638185 636866 

Bagging_Lasso 0.98 1.24 0.88 1.11 1.81 0.36 638902 636616 

Bagging_Elastic 0.98 1.24 0.88 1.11 1.81 0.37 638912 636616 

Bagging_SVR 1.0 0.06 0.16 0.24 0.31 0.9 6.2082 633833 

Bagging_Tree 1.0 0.02 0.09 0.14 0.19 0.48 1.3107 636616 

Bagging_Forest 1.0 0.03 0.1 0.17 0.2 0.45 3.8057 6381.. 

Bagging_GPR 0.98 1.24 0.88 1.11 1.81 0.38 93.1952 63..81 

Stacking_Poly 0.98 1.24 0.88 1.11 1.8 0.38 1.1771 636 

Stacking_Lasso 0.98 1.23 0.88 1.11 1.81 0.35 1.1857 6366.6 

Stacking_Elastic 0.98 1.23 0.88 1.11 1.81 0.35 1.1792 636 

Stacking_SVR 1.0 0.03 0.1 0.17 0.2 0.38 5.8112 0.0201 

Stacking_Tree 1.0 0.02 0.09 0.14 0.19 0.67 5.3006 0.0182 

Stacking_Forest 1.0 0.05 0.1 0.22 0.22 0.53 5.6406 0.2202 

Stacking_GPR 1.0 0.03 0.11 0.17 0.21 0.68 7.6102 0.0302 

Stacking_GPR_all 1.0 0.03 0.11 0.17 0.23 0.65 8.0803 0.0202 
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VII. RESULTS 

This section provides an overview of the results obtained. 
For the first server, observations indicate that certain parametric 
methods, specifically polynomial regression, perform well in 
terms of prediction with low error rates and reduced complexity. 
However, other methods like Lasso regression and Elastic 
Network show high error rates exceeding five wh in terms of 
MSE for energy consumption prediction, while maintaining 
relatively low complexity. Among the non-parametric methods, 
SVR, decision trees, and random forests have low complexity 
and error rates for energy consumption prediction. However, 
GPR model provides prediction results with a high error rate and 
higher complexity compared to other methods. When it comes 
to ensemble methods, the boosting method trained with decision 
trees provides results very close to the actual values with low 
complexity. It is to highlight that models trained with parametric 
models have high MSE error rates but low complexity. 
Conversely, models trained with non-parametric methods like 
SVR, decision trees, and random forests as base estimators are 
considered the best models with construction complexity 
ranging from 0.15 s to 2.77 s. However, using the GPR base 
estimator in the bagging method significantly increases the MSE 
error rate up to 5.7 wh, and the model construction complexity 
reaches 57.47 s. 

When using the stacking method, all models trained with 
parametric methods provide poor prediction results. On the other 
hand, models trained with non-parametric methods show 
optimal error rates. In conclusion, the recommended model for 
predicting the energy consumption of this server is the stacking 
model, using non-parametric or both parametric + non-
parametric methods as estimators and trained with GPR as final 
estimator. The advantage of this method is that it combines 
multiple ML models and selects the optimal model to provide 
the best results. Furthermore, the complexity of this method is 
low. For example, although the GPR model provides poor 
prediction results when used alone, it can be used as the final 
estimator in the stacking model to improve the model's error rate 
and obtain optimal results. 

For server two, it is remarkable that all models have a MSE 
lower than 0.17 wh. Among the parametric methods, polynomial 
regression and NN are characterized by their high performance. 
However, it should be noted that NN has considerable 
complexity due to their architecture and computational 
operations involved. Next, Lasso regression and Elastic 
Network, which exhibit average error rates and lower 
complexity. For non-parametric methods, the SVR model, 
decision trees, and random forests achieve a MSE of 0.02 wh, 
indicating good prediction performance. However, the GPR 
model has a higher error rate, suggesting poorer performance 
compared to other models. In terms of complexity, all methods 
are characterized by low complexity, making them efficient in 
terms of model construction and prediction time. The boosting 
method offers optimal prediction results with low complexity, 
as behave the bagging methods trained with non-parametric 
models such as SVR, decision trees, and random forests, as well 
as the stacking methods trained with non-parametric models. 
The recommended model for predicting energy consumption 
while maintaining a trade-off between complexity and error rate 
is the stacking model trained with non-parametric or mixed 

models. Regarding complexity, all proposed methods have low 
complexity, except the bagging model using the base estimator 
GPR, which has a model construction complexity of 9.18 s. 

It is observed for the third server that high performing 
parametric methods with low error rates are polynomial 
regression and NN. However, the other two parametric methods 
reach a MSE of 1.23 wh, with a p-value of 0.35. It is important 
to note that for all three servers, NN are considered complex due 
to their architecture. Therefore, if new data is added to retrain 
the model, it may not be the optimal choice in terms of 
complexity, even though its performance may surpass some 
other models. As with server one and server two, non-parametric 
methods other than GPR provide optimal prediction, and the 
complexity of all methods is low. For ensemble methods, 
bagging_SVR, bagging_Tree, bagging_Forest, stacking_SVR, 
stacking_Tree, stacking_Forest, and stacking_GPR are 
considered optimal in terms of MSE, MAE, and MAPE. 
However, some models have low error rates while others have 
higher error rates, notably the stacking method using non-
parametric methods as estimators, resulting in complexity 
reaching 7.61 s. Similar to server one and server two, bagging 
using GPR as base estimator stands out with a higher error rate 
and higher complexity of 93.19 s. Other models such as bagging 
and stacking trained with parametric models have a MSE error 
rate of 1.24 wh and low complexity. The best model for 
predicting energy consumption of this server while maintaining 
a balance between complexity and error rate is the Gradient 
Boosting model. The stacking method is characterized by a low 
error rate. However, the model construction complexity is 
higher compared to the Gradient Boosting model, reaching up to 
eight seconds. These observations allow us to better understand 
the relationship between different models and their respective 
complexity. They also highlight the importance of considering 
this complexity when choosing and evaluating models to find 
the right balance between performance and computational 
efficiency. 

VIII. DISCUSSION 

The variation in servers’ energy consumption with workload 
execution is illustrated in Fig. 8, when CPU_workloads are 
executed on the first server, the CPU utilization rate reaches 
94.5%, resulting in an increase in server energy consumption 
from 98.52 wh in idle state to 177.92 wh under load. On the other 
hand, when RAM_workloads are executed, energy consumption 
reaches 130.93 wh, while CPU utilization varies between 11.2% 
and 24.9%. Finally, when disk-based workloads are executed 
and write up to 11 290.35 MB on the disk, energy consumption 
reaches 125.84 wh, with RAM utilization varying between 
24.33% and 71.17%, and CPU utilization varying between 
12.5% and 24.2%. For server two, energy consumption ranges 
from 16 wh to 22.73 wh when CPU-intensive workloads are 
executed, with CPU utilization varying between 8.1% and 
92.4%. When RAM-intensive workloads are executed, energy 
consumption reaches 20.32 wh, with RAM utilization varying 
from 26.38% to 78.29%. For disk-intensive workloads, energy 
consumption ranges from 16.99 wh to 18.75 wh, with CPU and 
RAM utilization rates ranging from 10.7% to 16.6% and 51.1% 
to 78.29% respectively, and data written to the disk reaching up 
to 18 064.42 MB. Regarding server three, energy consumption 
varies from 41.66 wh to 62.4 wh when executing workloads that 
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consume between 25.6% and 100% of the CPU. For workloads 
that vary RAM utilization between 40.12% and 68.21% and 
CPU utilization between 22.2% and 23.1%, energy consumption 
ranges from 40.77 wh to 42.25 wh. Launching workloads that 
consume the hard disk results in energy consumption ranging 
from 35.72 wh to 44.91 wh, with CPU utilization varying 
between 24.6% and 33.9%, and RAM utilization ranging from 
42.74% to 49.56%, with data written to the disk reaching up to 
4 393.99 MB. 

Note that for all three servers, each parameter was carefully 
selected through experimentation. Experiments were conducted 
extensive testing on a range of values, choosing those that 
yielded the best results in terms of accuracy, complexity, and 
non-parametric test performance. Additionally, the same 
workloads were launched on the three servers, but each server 
handled them according to its architecture and capacity. For 
example, when a workload is launched on server i, it may 

complete successfully within the expected duration, while on 
another server, it may crash due to insufficient capacity to 
process and execute that workload. This explains why the 
number of data varies from one server to another. 

The MSE, complexity, and p-value performance of the three 
servers are shown in Fig. 9. For the three servers, it was 
identified that the best models were polynomial regression, 
decision tree, boosting_Tree, and bagging_Tree. The outcomes 
demonstrate that the three servers' MSEs are all less than 0.7 wh, 
their complexities are all under 1.31 seconds, and their p-values 
range from 0.48 to 0.98. These findings show those models are 
useful for low computational complexity and high accuracy 
server energy consumption prediction. Because the models' 
predictions are statistically similar to the actual values, as 
confirmed by the high p-values, they can be effectively 
implemented to improve energy management and efficiency. 

 

Fig. 8. Variation in servers energy consumption with workload execution. 
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Fig. 9. Performance of the top models for the three servers. 

Observation shows that for the three servers, certain methods 
are distinguished by low error rates and low complexity. These 
methods include polynomial regression belonging to parametric 
methods, as well as SVR, decision trees, and random forests 
belonging to non-parametric methods. Similarly, Boosting and 
Stacking with parametric models show good performance in 
terms of error rates. Other methods, such as Lasso regression, 
Elastic Network, GPR, and bagging using parametric models, 
have high error rates but low complexity. On the other hand, 
bagging methods using SVR, decision trees, and random forests, 
as well as Stacking with non-parametric models, are 
characterized by low error rates and moderate complexity. The 
worst results in terms of high error rates and high complexity are 
obtained with NN and bagging using GPR as the base estimator. 
Comparing the three servers, it is observed that each has a 
different energy consumption pattern. Server one consumes 2.85 
times more energy than server three and 7.82 times more than 
server two. Server three, on the other hand, consumes 2.74 times 
more energy than server two. In this study, the complexity of the 
model was included as a critical factor for several reasons. For 
instance, after selecting a model that meets the requirements, it 

becomes crucial to assess its complexity. If the data center 
providers intend to retrain the model with additional data, 
understanding its complexity becomes paramount. If the 
complexity is high, retraining the model might not be advisable. 
However, if the complexity is manageable, this process can 
enhance the model's capability to accommodate new workloads, 
thereby improving its estimation accuracy. It should be 
highlighted that, to apply the elaborated algorithms to a real data 
center, it is highly recommended to use the data directly from 
the servers within that data center. In fact, the variability in 
workload characteristics influences the creation of ML models 
designed to predict server energy consumption. In this work, 
three types of servers were used to demonstrate the performance 
of ML models, as the type of servers may vary from one data 
center to another. This study aims to pinpoint the most effective 
models for estimating server energy usage, offering tailored 
recommendations for different server environments. 

Predicting the future workload of servers in a data center is 
considered a challenging task because it is difficult to control or 
fully anticipate the clients' needs, as they are free to use or 
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consume resources according to the SLA. However, by 
analyzing historical server activity, patterns can be identified 
using various ML methods to estimate server workloads. In this 
study, the focus is placed on resources such as the CPU, RAM, 
and hard disk. Although users may request other types of 
resources, this study is limited to the resources. If the data center 
workloads shift in an irregular way and atypical manner, 
predictions can still be made by the proposed ML models. 
Besides, in this situation, it will be advised to use continuous 
learning, which will enable ML models to automatically update 
with current data and adjust over time to shifting workload 
patterns. Additionally, retraining the ML models on current data 
on a regular basis will keep them more accurate and relevant. 
Additionally, online learning has also the potential to be 
effective and enable the models to rapidly adapt to transient 
variations in workload. 

IX. CONCLUSION 

The choice of the appropriate method depends on the desired 
objectives. If the focus is on prediction quality in terms of error 
rates, the Stacking model, which uses the GPR model alongside 
other parametric and non-parametric models as internal 
estimators, is a good choice for predicting server energy 
consumption. However, if the objective is to regularly retrain the 
model by increasing the amount of data, it is preferable to choose 
a model that has both low error rates and reduced complexity. In 
this case, the polynomial regression model may be a good choice 
due to its architecture and computational requirements. It can be 
observed that for all three servers, the CPU consumes the most 
energy compared to the other resources, and the energy 
consumption when applying workloads that consume RAM and 
hard disk differs from one server to another. In this study, only 
CPU, RAM, and hard drive workloads are used as data to 
construct ML models to predict energy consumed by servers, 
while other types of workloads can also be handled within the 
data center. Also, in real data center, servers are placed in racks 
and installed in rooms equipped with other elements such as 
cooling system. However, the integration of cooling units and 
heat management are not elaborated in this work. Our future 
research will focus on exploring and refining anomaly detection 
in data centers as a critical frontier for ensuring the robustness 
and reliability of server systems by enabling the identification 
and mitigation of irregularities or unexpected patterns in energy 
consumption. Ultimately, the efforts in anomaly detection 
promise not only to improve system reliability, but also to 
facilitate more sustainable and resource-efficient operation of 
server networks. 
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Abstract—Autonomous decision-making in decentralized 

multi-agent systems (MAS) poses significant challenges related to 

security, scalability, and privacy. This paper introduces an 

innovative architecture that integrates Decentralized Identifiers 

(DIDs), Zero-Knowledge Proofs (ZKPs), Hyperledger Fabric 

blockchain, OAuth 2.0 authorization, and the Command Query 

Responsibility Segregation (CQRS) pattern to establish a se cure, 

scalable, and privacy-focused framework for MAS. The use of 

DIDs and ZKPs ensures secure, self-sovereign identities and 

enables privacy-preserving interactions among autonomous 

agents. Hyperledger Fabric provides an immutable ledger, 

ensuring data integrity and facilitating transparent transaction 

processing through smart contracts. The CQRS pattern, 

combined with event sourcing, optimizes the system’s ability to 

handle high volumes of read and write operations, enhancing 

performance and scalability. Practical applications are showcased 

in Smart Grids, Healthcare Data Management, Secure Internet of 

Things (IoT) Networks, and Supply Chain Management, 

highlighting the architecture’s ability to address industry-specific 

challenges. This integration offers  a robust solution for ensuring 

trust, verifiability, and scalability in distributed systems while 
preserving the confidentiality of agents. 

Keywords—Decentralized multi-agent systems; decentralized 

identifiers; zero-knowledge proofs; hyperledger fabric; OAuth 2.0; 

CQRS; smart grids; healthcare data management; IoT; supply chain 

management 

I. INTRODUCTION 

In recent years, the rise of data-driven and compute-intensive 
applications has significantly increased the demand for scalable 
and decentralized systems capable of processing vast amounts 
of data in real-time. Multi-Agent Systems (MAS) have emerged 
as a robust solution for managing such complex environments. 
Comprising autonomous agents that collaborate to achieve 
common goals, MAS are integral to domains such as smart 
grids, supply chain management, and distributed computing, 
where they enable efficient, distributed decision-making [1]. 
However, these systems also introduce challenges related to 
security, scalability, and privacy [2]. Despite their potential, 
MAS face significant challenges in ensuring secure and private 
interactions among agents. Traditional security mechanisms, 
such as Public Key Infrastructure (PKI), are often inadequate for 
decentralized environments, leaving MAS vulnerable to attacks 
such as man-in-the-middle (MitM) and data breaches [3][4]. 
Additionally, the increasing need for privacy in distributed 
systems complicates interactions, particularly when sensitive 
data might be exposed during agent communication and 

transaction processing. These challenges lead to critical research 
questions: how can secure communication be ensured in MAS 
to prevent MitM attacks and maintain data integrity? What 
mechanisms can provide privacy-preserving capabilities in 
decentralized systems while maintaining scalability? How can 
blockchain and Zero-Knowledge Proofs (ZKP) be effectively 
integrated to address these challenges in MAS? To address these 
questions, the objectives of this research are to develop a secure 
and privacy-preserving framework for MAS to safeguard agent 
interactions, leverage blockchain technology for data integrity 
and decentralized processing, employ ZKP to enhance privacy 
while maintaining system scalability and security, and optimize 
real-time decision-making through the adoption of Command 
Query Responsibility Segregation (CQRS) principles in MAS. 

Blockchain technology offers a promising solution to these 
challenges by providing decentralized, tamper-proof ledgers that 
enhance data integrity [5]. This approach is valuable in sectors 
like finance and logistics, where accountability and transparency 
are critical. The immutability of blockchain transactions ensures 
that once data is recorded, it cannot be altered, providing a 
verifiable record of actions. However, blockchain's transparency 
can also reveal sensitive information, creating further privacy 
challenges [6]. To address both security and privacy, this paper 
proposes a novel framework integrating CQRS, blockchain, and 
ZKP. CQRS, introduced by Greg Young, separates commands 
(write operations) from queries (read operations), optimizing 
system scalability, especially in high-volume environments like 
MAS that require real-time processing. While blockchain 
addresses data integrity, it does not inherently protect agent 
identities. Zero-Knowledge Proofs offer a solution by enabling 
agents to verify transaction authenticity without revealing the 
underlying data. Integrating ZKP with blockchain ensures that 
only authorized agents can execute transactions while 
maintaining anonymity [7]. Recent advancements in ZKP, 
including zk-SNARKs, have bolstered blockchain privacy, 
enabling privacy-preserving solutions for sectors such as 
healthcare, IoT, and decentralized finance [8][9]. 

This paper presents a comprehensive framework that 
integrates CQRS, blockchain, and ZKP to address critical 
challenges in MAS, including security, scalability, and privacy. 
It offers a theoretical analysis of the proposed architecture's 
features and demonstrates its real-world applicability in areas 
such as Smart Grids, Healthcare Data Management, Secure IoT 
Networks, and Supply Chain Management. Additionally, the 
framework's effectiveness is validated through comparisons 
with existing state-of-the-art solutions, highlighting its 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 11, 2024 

893 | P a g e  

www.ijacsa.thesai.org 

contributions to the field. The remainder of the paper is 
organized as follows. Section II and Section III provide a 
detailed overview of the background and related work, 
highlighting the limitations of existing solutions. This is 
followed by a presentation of the proposed framework, 
describing its architecture and components in Section IV. 
Section V and Section VI analyze the framework’s security, 
privacy, and scalability features, demonstrate its application in 
real-world scenarios, and discuss its performance. The paper 
concludes in Section VII with an outline of potential future 
work. 

II. RELATED WORK 

The decentralized nature of Multi-Agent Systems (MAS) 
has led to their extensive use in distributed environments such 
as IoT networks, smart grids, and autonomous systems. MAS 
enable collaborative, autonomous decision-making but face 
critical challenges concerning security, scalability, and privacy. 
Numerous research efforts have been made to address these 
concerns, with a focus on authentication, data protection, and 
performance optimization through read/write operations. 

A. Authentication and Authorization in MAS 

Authentication is a cornerstone of MAS security, ensuring 
that agents are who they claim to be and that communications 
are protected. Traditionally, centralized methods like PKI have 
been used for authentication, but these introduce single points of 
failure and scalability issues [10]. Blockchain-based 
authentication mechanisms offer an alternative by leveraging 
decentralized smart contracts to eliminate trust intermediaries 
and prevent unauthorized access [11]. This decentralized 
approach is especially useful in environments where trust 
between agents cannot be guaranteed [12]. 

Despite these advancements, blockchain’s high 
computational overhead for processing smart contracts poses 
challenges for real-time decision-making environments like IoT 
or smart grids. Moreover, these systems often lack fine-grained 
authorization mechanisms, which are crucial for handling multi-
level access in dynamic, distributed environments. A solution to 
this problem, as proposed by He et al., involves a blockchain-
based authentication scheme designed for mobile cloud 
computing, which introduces dynamic access control but 
struggles with resource efficiency [13]. 

B. Data Integrity and Privacy in Distributed MAS 

In MAS, protecting data from tampering or loss is crucial. 
Blockchain’s immutability and tamper-proof properties have 
been proposed as solutions to ensure data integrity [14]. Off-
chain storage solutions, such as IPFS, have also been introduced 
to reduce on-chain storage costs, while still maintaining data 
integrity through cryptographic hashing. However, these 
systems face limitations, particularly when data stored off-chain 
is not protected by the same level of integrity as on-chain data. 

Moreover, protecting data from loss due to network failures 
or agent disconnections is not adequately addressed in current 
off-chain storage models, which can lead to data tampering 
risks. To address these concerns, multi-copy data integrity 
auditing and batch auditing techniques in blockchain can help 

ensure that data availability and integrity are preserved, even in 
distributed environments [15]. 

Oliveira et al. [16] develop a modular MAS architecture for 
distributed data mining, effectively handling scalability but 
lacking stronger privacy mechanisms. Qasem et al. [17] also 
focus on MAS-integrated data mining, highlighting issues with 
data privacy and suggesting the need for secure communication 
protocols like ZKPs. Similarly, Nait Cherif et al [18] propose a 
blockchain-based solution for data integrity, though it requires 
significant computational resources, which may be alleviated by 
the CQRS-based system in this work. Ge et al. [19] survey 
advancements in distributed sampled-data cooperative control 
of MAS, emphasizing different sampling mechanisms to 
improve performance, yet these methods often lack real-time 
adaptability, posing a scalability bottleneck. In comparison, the 
CQRS pattern in this work supports high throughput by 
separating read and write operations, thus enhancing real-time 
performance under high loads. 

C. Scalable Resource Management in Multi-Agent Systems 

Efficient read/write operations are critical in distributed 
MAS, especially as the number of transactions scales. The 
CQRS pattern has been widely adopted to separate read and 
write operations, thereby optimizing system performance. This 
is particularly beneficial in high-volume transaction 
environments, where large amounts of data must be processed 
in real-time [20] [21]. 

However, while CQRS improves scalability, it does not 
inherently provide protection against man-in-the-middle (MitM) 
attacks or secure write operations, exposing the system to 
security threats [22]. Additionally, ensuring data consistency 
across distributed agents, especially in real-time applications, 
remains an unresolved issue, as CQRS alone does not guarantee 
that agents will have synchronized access to the latest data [23] 

Dynamic and scalable MAS architectures benefit from 
integrating CQRS with blockchain technology. For example, 
Dashti et al. [24] introduce a MAS framework with dynamic 
agent capabilities but struggle with issues related to agent 
turnover. Our approach leverages blockchain for immutable 
tracking and secure data integrity, mitigating this issue. 
Similarly, Breugnot et al. [25] propose a distributed graph 
structure for load balancing in MAS but encounter challenges 
with data synchronization. By implementing CQRS in our 
framework, we enhance the synchronization process, enabling 
seamless data processing across distributed nodes. 

Control and optimization are also central to MAS design, 
particularly in adversarial or resilience-focused settings. Wang 
[26] highlights the importance of distributed control but does not 
adequately address security against adversarial threats. In 
contrast, our approach integrates Decentralized Identifiers 
(DIDs) for secure agent identification and Zero-Knowledge 
Proofs (ZKPs) for verifiable, tamper-resistant interactions. This 
architecture not only improves resilience against data tampering 
but also maintains robust state management through CQRS, 
addressing challenges like those noted by Rust et al. [27] in state 
persistence across agents. Furthermore, Fanitabasi [28] 
discusses optimization in MAS under adversarial conditions, 
underscoring the need for resilience. By combining CQRS with 
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DIDs and ZKPs, our framework provides enhanced security and 
reduces vulnerabilities to malicious agents. 

Lastly, transparency and secure communication in resource 
allocation are vital for MAS efficiency. Fu and Zhou [29] 
present a MAS solution for multi-project scheduling, although 
they struggle with transparency in resource allocation. Our 
framework addresses this by using blockchain to ensure 
verifiable transaction records, reducing information asymmetry. 
Additionally, Costa et al. [30] offer secure communication 
protocols that are limited in scalability under high agent loads. 
Leveraging CQRS, our architecture improves message 
throughput, enhancing secure, efficient communication across 
distributed systems. 

D. Thesis for Improvement 

Despite the progress made, several weaknesses in the current 
research need to be addressed: 

 Scalability and Real-Time Challenges: Current 
blockchain-based authentication models suffer from 
scalability issues, as high computational costs limit their 
applicability in environments where real-time. 

 Data Integrity for Off-Chain Storage: The reliance on 
off-chain storage solutions, such as IPFS, creates 
vulnerabilities in data tampering and data loss, as these 
systems lack the same level of cryptographic protection 
as on-chain storage. 

 Privacy Concerns: While blockchain ensures data 
transparency, it falls short in protecting the privacy of 
agent interactions. Even with the use of Zero-
Knowledge Proofs (ZKP), the high computational 
burden and the complexity of implementing ZKP 
protocols in large-scale systems make it difficult to 
achieve both privacy and performance. 

This paper proposes a framework that combines CQRS, 
blockchain, zero-knowledge proofs (ZKP), and OAuth2 to 
address the limitations identified in existing solutions: 

 Optimized Scalability: By enhancing ZKP protocols and 
integrating OAuth2 for efficient authentication, we 
reduce computational overhead and improve scalability, 
making the system suitable for high-frequency, real-
time applications. 

 Enhanced Data Protection: Utilizing blockchain's 
inherent immutability and tamper-proof properties, we 
ensure that all data remains secure and unaltered on-
chain, eliminating the need for off-chain storage and its 
associated risks. 

 Securing Write Operations: Through advanced 
cryptographic techniques and the integration of OAuth2 
for secure authentication, we protect against man-in-the-

middle attacks and ensure consistent data 
synchronization across distributed agents. 

By addressing these gaps, our framework presents a more 
scalable, secure, and privacy-preserving solution for high-
frequency, real-time multi-agent systems. This integration of 
advanced cryptographic methods and established design 
patterns offers a robust approach to the challenges facing MAS 
in complex, distributed environments. 

III. BACKGROUND 

In this section, we explore the foundational technologies and 
concepts that form the basis of the proposed framework: Multi-
Agent Systems (MAS), Blockchain, Zero-Knowledge Proofs 
(ZKP), Command Query Responsibility Segregation (CQRS), 
Event-Driven Architecture (EDA), and OAuth 2.0. Together, 
these technologies address critical challenges like scalability, 
security, data integrity, and privacy in decentralized systems. 
Each concept builds upon the others to enhance the robustness 
and efficiency of MAS. 

A. Multi-Agent Systems (MAS) 

Multi-Agent Systems (MAS) consist of several autonomous 
agents working collaboratively or competitively to achieve 
objectives that are often too complex for a single agent or 
centralized system to handle. These agents interact with one 
another to solve problems in distributed environments, such as 
IoT networks, smart grids, and supply chain management. MAS 
are particularly effective in situations where decentralized 
decision-making is required, and the agents can operate 
independently to respond to changing conditions in real-time 
[31]. 

However, while MAS offer significant advantages in 
scalability and flexibility, they also introduce substantial 
challenges—most notably, ensuring secure communication and 
anonymity between agents. As agents in MAS frequently 
exchange sensitive information, protecting this data from 
unauthorized access or attacks becomes paramount. Traditional 
security measures often fall short in such decentralized 
environments, necessitating more advanced cryptographic 
techniques like Zero-Knowledge Proofs (ZKP). In this context, 
ZKP provides a solution that enhances both security and privacy 
within MAS by allowing authentication and access control 
without revealing underlying data, thereby ensuring secure and 
anonymous exchanges. 

B. Event-Driven Architecture (EDA) and Event Sourcing 

To enable more flexible and scalable interactions within 
MAS, many systems adopt an Event-Driven Architecture 
(EDA). Event-sourcing and event-driven architecture are two 
related but distinct concepts that are often used together in 
software systems. Event-driven architecture (EDA) is a design 
pattern that involves building a system in which different 
components communicate with each other by generating and 
reacting to events [32] (Fig. 1). 
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Fig. 1. Event driven architecture. 

For example, when an agent in MAS detects a change in the 
environment or receives new data, it can trigger an event that 
other agents can subscribe to and react to as needed. This 
decoupling of event producers and consumers enables the 
system to scale more effectively and enhances its fault tolerance 
[33]. 

Closely related to EDA is Event Sourcing, which provides a 
mechanism to maintain a historical log of all state changes 
within the system. Rather than storing the current state of the 
system, event sourcing records every change as an event, 
allowing the system’s state to be reconstructed by replaying 
these events in sequence. This feature is particularly useful in 
MAS for auditing, debugging, and recovering from failures. By 
integrating event sourcing with EDA, MAS can ensure that state 
changes are both traceable and resilient to failure [34]. 

The combination of EDA and Event Sourcing complements 
the scalability of MAS while providing a reliable mechanism to 
track and react to changes across distributed agents. However, 
while these architectures improve the system’s flexibility, they 
do not address the security and data integrity challenges 
associated with state changes. This is where Blockchain plays a 
crucial role. 

C. Command Query Responsibility Segregation (CQRS) 

Building on the flexibility provided by EDA and event 
sourcing, Command Query Responsibility Segregation (CQRS) 
further enhances the scalability of MAS by separating read 
operations from write operations (Fig. 2). 

 
Fig. 2. CQRS design pattern. 

In MAS, agents often need to perform a large number of both 
read (query) and write (command) operations to maintain and 
update the system state in real-time. By segregating these 
responsibilities, CQRS allows systems to scale independently 
for these two functions, optimizing system performance and 
reducing bottlenecks [35]. 

While CQRS improves the efficiency of MAS, particularly 
in high-transaction environments, it does not inherently provide 
security for write operations. Without adequate safeguards, the 
system remains vulnerable to tampering during state changes, 
which could lead to unauthorized alterations of critical data. At 
this point, Blockchain becomes essential for securing these write 
operations, as its tamper-proof ledger ensures that all changes to 
the system’s state are immutably recorded and can be verified 
by all agents in the system [36]. 

The integration of CQRS with Blockchain strengthens the 
system’s security, but it also introduces privacy concerns, 
particularly in public blockchains where data is visible to all 
participants. This necessitates the use of Zero-Knowledge 
Proofs (ZKP), which provide privacy-preserving mechanisms 
for MAS, ensuring that agents can interact securely without 
exposing sensitive information [37]. 

D. Blockchain Technology 

Blockchain is a decentralized, distributed ledger that keeps a 
growing list of records called blocks. In a chain of blocks (hence 
the name "blockchain"), each block has multiple attributes 
including a timestamp, a link to the previous block, and its own 
data [38] (Fig. 3). Cryptographic techniques secure this chain of 
blocks, making it nearly impossible to alter its data. [38]. 

 
Fig. 3. Block structure. 

Without the need for a centralized authority, transactions can 
be made using blockchain technology in a secure and transparent 
manner. Due to the distributed nature of blockchain data, it is 
virtually impossible for one entity to alter it without being 
detected. Because of this, blockchain technology is well suited 
for uses like supply chain management and financial 
transactions that demand a high level of transparency and trust 
[39]. In a typical blockchain system, transactions are initiated by 
users and are broadcast to the network. The integrity of these 
transactions is ensured by network nodes. A block is then added 
to the blockchain after a transaction has been verified and added 
to it [40]. 

However, while blockchain excels at maintaining data 
integrity and transparency, it introduces a new set of challenges 
regarding privacy. In a traditional blockchain system, 
transaction details are visible to all participants, which may not 
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be acceptable in scenarios where agents need to exchange 
sensitive data. To mitigate this issue, Zero-Knowledge Proofs 
(ZKP) are integrated with blockchain, allowing agents to prove 
that they have valid data or authorization without revealing the 
underlying information. This combination ensures that 
blockchain retains its transparency and security, while also 
protecting the privacy of the agents involved [41] [42]. 

E. Zero-Knowledge Proofs (ZKP) 

Zero-Knowledge Proofs (ZKP) offer a solution to the 
privacy and anonymity concerns that arise in MAS when agents 
exchange sensitive information. It was initially brought forth in 
the 1980s by Shafi Goldwasser, Silvio Micali, and Charles 
Rackoff [43]. ZKP allows an agent to prove the validity of a 
claim (such as their identity or authorization) without revealing 
any additional details. This cryptographic technique is 
particularly valuable in blockchain-based MAS, where agents 
need to maintain both transparency and privacy during 
transactions. 

The Zero-Knowledge Proof (ZKP) workflow, depicted in 
Fig. 4, illustrates the key phases of the ZKP process: setup, 
commitment, challenge, response, and verification. This 
workflow ensures that agents can authenticate their claims 
without revealing sensitive information, preserving both privacy 
and security. 

 
Fig. 4. ZNP workflow. 

For instance, in a system where agents need to prove 
ownership of certain data or assets, ZKP enables them to 
authenticate their claims without exposing the data itself. This 
ensures that even as agents participate in a decentralized system 
like blockchain, they can retain their privacy, preventing 
sensitive information from being exposed to other participants 
[44]. However, implementing ZKP at scale presents 
computational challenges, as the process can be resource-
intensive, making optimization a key area of research for large-
scale MAS. 

The benefits of ZKP in ensuring privacy and security are 
further enhanced when combined with OAuth 2.0, an 
authorization framework that allows controlled access to 
resources without exposing user credentials [18]. 

F. OAuth 2.0 

OAuth 2.0 is an authorization framework widely used to 
secure access to resources by enabling third-party applications 
to interact with systems on behalf of users. In the context of 
MAS, OAuth 2.0 can manage access control, allowing agents to 
interact securely with external services without sharing their 
credentials directly. However, OAuth 2.0 alone does not 
guarantee anonymity, as it can still link access tokens to specific 
agents, potentially exposing their identities [45]. 

Fig. 5 demonstrates the OAuth 2.0 protocol flow, 
highlighting the interaction between agents, the authorization 
server, and the resource server. This process facilitates secure 
access token issuance and validation, ensuring controlled and 
authenticated access to system resources. The integration of 
OAuth 2.0 with ZKP in the proposed architecture further 
strengthens privacy by decoupling sensitive user credentials 
from access authorization. 

 
Fig. 5. OAuth 2 protocol flow. 

To address this limitation, integrating ZKP with OAuth 2.0 
provides a powerful solution for secure and anonymous resource 
access. By using ZKP to authenticate agents without revealing 
their identities, OAuth 2.0 can enable secure communication 
while preserving agent anonymity. This combination not only 
enhances the security of MAS but also ensures that agents can 
interact with external services without compromising their 
privacy. 

The integration of OAuth 2.0 and ZKP represents a novel 
approach to solving the challenges of access control and privacy 
in MAS. This hybrid mechanism allows for secure data access 
while maintaining the anonymity of the agents, offering a robust 
solution to the security concerns present in distributed multi-
agent systems [46]. 

IV. PROPOSED ARCHITECTURE 

The proposed architecture combines Command Query 
Responsibility Segregation (CQRS), blockchain, and Zero-
Knowledge Proofs (ZKP) to address the core challenges of 
security, scalability, and privacy in Multi-Agent Systems 
(MAS). 

Existing architectures often fall short in meeting these 
requirements due to their inherent limitations, such as 
inadequate privacy mechanisms, reliance on centralized 
infrastructures, and performance bottlenecks in high-volume 
environments. 
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Blockchain ensures data integrity through its immutable 
ledger, but its transparency can compromise sensitive 
information, highlighting the need for enhanced privacy 
measures. 

To overcome this, the integration of ZKP enables secure 
agent authentication and transaction verification without 
exposing sensitive data, ensuring privacy-preserving 
interactions. CQRS further enhances the framework by 
segregating read and write operations, optimizing performance 
and scalability in real-time, high-demand scenarios. 

Additionally, the architecture addresses vulnerabilities 
associated with centralized Public Key Infrastructure (PKI) by 
incorporating Decentralized Identifiers (DIDs), reducing single 
points of failure and enhancing system resilience. Unlike 
existing systems that struggle with consistent data 
synchronization and computational inefficiencies, the modular 
and interoperable design of the proposed framework ensures 
adaptability across diverse domains such as IoT, healthcare, and 
smart grids. This holistic integration of technologies provides a 
scalable, secure, and privacy-preserving solution tailored to the 
evolving demands of decentralized MAS. 

A. Need for Enhancements in MAS Architecture 

Understanding the limitations of traditional MAS 
architectures highlights the necessity for a paradigm shift. 
Addressing these challenges is crucial for developing systems 
that meet modern requirements. 

The proposed architecture aims to: 

 Eliminate Single Points of Failure: By decentralizing 
identity and access control mechanisms, the system 
enhances resilience and reduces dependency on any 
single component. 

 Improve Scalability: Through asynchronous 
communication and efficient processing models like 
CQRS, the architecture supports the seamless addition 
of agents without compromising performance. 

 Strengthen Security and Privacy: Using advanced 
cryptographic techniques, secure communication 
protocols, and privacy-preserving authentication 
methods, the system safeguards agent interactions. 

 Ensure Data Integrity: Leveraging blockchain 
technology for immutable and verifiable data storage 
ensures that all agents have a consistent and trusted view 
of the system's state. 

B. System Components and Architecture 

1) Agent: Agents serve as autonomous entities within the 

decentralized system, representing unique participants such as 

users, services, or applications. Each agent is capable of 

performing actions, communicating with other agents, and 

managing its own state. The primary purpose of an agent is to 

interact seamlessly within the network. Functionally, agents 

handle identity management by generating and managing 

cryptographic key pairs and Decentralized Identifiers (DIDs). 

They utilize Zero-Knowledge Proofs (ZKP) and OAuth 2.0 

tokens for authenticating and authorizing interactions. 

Communication between agents is secured through encrypted 

and signed messages transmitted via Hyperledger Fabric 

channels. Agents manage their state by executing commands 

that alter their state and recording corresponding events on the 

blockchain. Additionally, they can reconstruct their internal 

state by replaying events from the blockchain, using 

snapshotting techniques for efficiency. In terms of interactions, 

agents communicate with other agents through secure channels, 

interact with the Decentralized Discovery Facility (DDF) for 

agent discovery, and submit and retrieve events from the 

blockchain for state management. 

2) Decentralized Identifier (DID) and DID document: 

DIDs provide a decentralized and self-sovereign identity 

framework for agents, enabling secure and verifiable 

interactions without relying on centralized authorities. Agents 

generate unique DIDs following standardized specifications, 

such as Hyperledger-compatible DID methods. Each DID is 

associated with a DID Document, which contains public keys, 

authentication methods, and service endpoints. These 

documents are published on the blockchain for public 

reference, facilitating secure communication and verification 

among agents. DIDs are shared among agents during 

interactions, utilized during registration with the Decentralized 

Discovery Facility (DDF), and play a crucial role in 

authentication processes. 

3) Zero-Knowledge Proofs (ZKP) processing service: The 

ZKP Processing Service enhances privacy and security by 

enabling agents to prove possession of certain information, 

such as ownership of a DID, without revealing the information 

itself. This service assists agents in generating ZKPs to 

demonstrate control over their private keys and DIDs. It 

facilitates the various phases of the ZKP protocol, including 

setup, commitment, challenge, response, and verification. The 

service collaborates with agents during registration and 

authentication processes and interfaces with the Authorization 

Server during the issuance of OAuth 2.0 tokens. 

4) Decentralized Discovery Facility (DDF): The DDF acts 

as a decentralized registry and discovery service, allowing 

agents to locate and interact with other agents and their services 

within the network. It handles the registration of agent DIDs 

and associated metadata after verifying ZKPs. The discovery 

functionality provides searchable access to registered agents 

and their services, enabling agents to find peers and available 

functionalities efficiently. The DDF receives registrations from 

agents along with their ZKPs and DID Documents and responds 

to discovery queries from agents seeking information about 

other participants. 

5) OAuth 2.0 authorization server: The OAuth 2.0 

Authorization Server is responsible for managing the issuance 

and validation of access tokens, thereby facilitating secure 

authorization for agents to access resources and communication 

channels within the system. It processes OAuth 2.0 

authorization requests from agents, incorporating DIDs and 

ZKP commitments. Upon successful verification of ZKPs and 

issuance of authorization codes, the server generates JWT 
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access tokens. It also validates incoming tokens during resource 

access requests to ensure their authenticity and permissions. 

The Authorization Server interacts with agents during the token 

issuance process and interfaces with Resource Servers to 

validate access tokens presented by agents. 

Fig. 6 presents the high-level interaction among components 
within the proposed architecture. It illustrates the 
communication flow between agents, the Decentralized 
Discovery Facility (DDF), blockchain, and resource servers. 
This diagram emphasizes how the architecture integrates 
multiple technologies to ensure seamless operation, secure agent 
authentication, and efficient resource management. 

 
Fig. 6. Component interaction. 

6) Hyperledger fabric network: The Hyperledger Fabric 

Network provides a permissioned blockchain infrastructure that 

ensures secure, immutable, and scalable communication and 

state management among agents. It utilizes private 

communication channels designated for specific groups of 

agents or types of interactions. The network comprises peers, 

which are nodes that host the ledger and execute smart contracts 

(chaincode), maintaining the blockchain's state, and orderers, 

which are nodes responsible for ordering transactions into 

blocks to ensure consistency and reliability across the network. 

Subcomponents include smart contracts that define the business 

logic for processing transactions, handling commands, and 

managing state changes, as well as the ledger, which serves as 

an immutable record of all transactions and events, ensuring 

data integrity and transparency. The Hyperledger Fabric 

Network facilitates message exchange between agents through 

its channels, records state-changing events submitted by agents 

to ensure immutability and verifiability and provides a reliable 

ledger for agents to reconstruct their state through event 

sourcing. 

7) Resource servers: Resource Servers host protected 

resources such as data stores, computation services, or external 

APIs, and enforce access controls based on OAuth 2.0 tokens. 

They handle resource requests from agents seeking access to 

these protected resources by receiving and processing these 

requests. The servers validate the authenticity, validity, and 

permissions of JWT access tokens included in resource 

requests. Based on the validated tokens and associated 

permissions, Resource Servers grant or deny access to the 

requested resources. They communicate with the Authorization 

Server to validate access tokens and interact with agents to 

provide access to requested resources upon successful 

validation. 

8) Command Query Responsibility Segregation (CQRS) 

components: The CQRS Components enhance system 

performance and scalability by separating read and write 

operations, allowing independent optimization of data 

handling. Command Handlers process state-changing 

commands submitted by agents, invoking smart contracts to 

record events on the blockchain. Query Handlers manage read 

operations by accessing optimized, separate data stores that 

provide quick and efficient data retrieval. An Event Store 

maintains a log of all events generated by command executions, 

enabling state reconstruction and auditability. These 

components receive commands from agents via Fabric 

channels, update read models based on events recorded in the 

blockchain, and support agents in querying the current state 

without interference from write operations. 

9) Hardware Security Modules (HSMs): Hardware 

Security Modules (HSMs) are critical for securely storing 

cryptographic keys and performing sensitive operations, 

thereby protecting against unauthorized access and tampering. 

They safeguard private keys used by agents for signing 

messages and events, ensuring that these keys are never 

exposed in plaintext. HSMs execute cryptographic functions 

within a protected environment, maintaining the integrity and 

confidentiality of keys. Agents utilize HSMs to securely 

manage their cryptographic materials, and HSMs integrate with 

the DID generation and signing processes to ensure the security 

and trustworthiness of cryptographic operations within the 

system. 

The integration of these components results in an 
architecture that significantly enhances the security, scalability, 
and privacy of Multi-Agent Systems. By addressing the 
limitations of traditional approaches through decentralized 
identity management, secure communication protocols, 
optimized processing models, blockchain integration, advanced 
cryptographic techniques like ZKP combined with OAuth, and 
decentralized access control mechanisms, agents can interact in 
a trustworthy and efficient manner. The proposed architecture 
lays a robust foundation for developing MAS that are resilient, 
scalable, and capable of meeting the complex demands of 
modern distributed environments. 

C. Detailed Workflow from Agent Authentication to Message 
Exchange 

1) Agent initialization and DID generation: When an agent 

joins the system, it begins by generating a public-private key 

pair. This key pair is fundamental to the agent’s cryptographic 

identity, enabling secure communication and authentication 

within the network. To ensure the private key remains secure, 

the agent stores it in a Hardware Security Module (HSM) or a 

Trusted Execution Environment (TEE). These storage solutions 

protect the key from unauthorized access and tampering. 
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Next, the agent creates a Decentralized Identifier (DID) 
following standard specifications, such as those compatible with 
Hyperledger. This DID represent a unique, self-sovereign 
identity that operates independently of any centralized authority. 
By generating multiple DIDs, the agent enhances its privacy and 
minimizes the risk of being tracked across different interactions. 

The agent then constructs a DID Document, which includes 
its public keys and service endpoints. This document is 
published on the blockchain, making the agent’s identity 
accessible to other agents within the network. The DID 
Document serves as a public reference, describing the agent’s 
DID and associated metadata to facilitate secure and verifiable 
interactions. This initialization process ensures that the agent 
maintains full control over its identity, promotes interoperability 
through standardized identification formats, and establishes a 
secure foundation for decentralized interactions. 

2) Registration with Decentralized Discovery Facility 

(DDF) using Zero-Knowledge Proofs (ZKP): To register with 

the Decentralized Discovery Facility (DDF), an agent must 

prove ownership of its DID without revealing its private key. 

This is achieved using Zero-Knowledge Proofs (ZKP). The 

agent collaborates with a ZKP Processing Service to generate a 

proof that demonstrates control over its private key in a way 

that preserves confidentiality. 

The ZKP process involves several key steps: 

 Setup Phase: Public parameters are defined, including a 
large prime number 𝑝 , a generator 𝑔 , and a derived 
parameter ℎ (1), where 𝑠 is the agent’s secret. 

 Commitment: The agent selects a random nonce r and 
computes the commitment 𝐶 (2), binding itself to the 
secret without revealing it. 

 Challenge: The verifier issues a random challenge 𝐶 to 
the agent. 

 Response: The agent calculates 𝑧  (3), proving 
knowledge of the secret without disclosing it. 

 Verification: The verifier checks (4). If the equality 
holds, the verifier is convinced that the agent knows the 
secret without learning its value. 

ℎ = 𝑔𝑠𝑚𝑜𝑑 𝑝   (1) 

𝐶 = 𝑔𝑟𝑚𝑜𝑑 𝑝   (2) 

𝑧 = 𝑟 + 𝑐. 𝑠 𝑚𝑜𝑑 (𝑝 − 1)           (3) 

𝑔𝑧 𝑚𝑜𝑑 𝑝 = 𝐶. ℎ𝑐 𝑚𝑜𝑑 𝑝           (4) 

After successfully generating the ZKP, the agent submits its 
DID Document along with the ZKP to the DDF via smart 
contracts. The DDF verifies the proof and records the successful 
registration on the blockchain. This process ensures that only 
legitimate agents can register, maintaining the integrity and 
security of the decentralized system. 

3) Agent discovery: When an agent wants to discover other 

agents and their services, it queries the DDF for information 

about other agents’ DIDs and available services. This querying 

process facilitates collaboration and the utilization of services 

within the network. Importantly, agents have the option to 

selectively disclose specific attributes or services, allowing 

them to control the information they share and protect sensitive 

data. By enabling discovery while preserving privacy, the 

system fosters collaboration among agents without 

compromising their autonomy or exposing unnecessary 

information. 

4) Token issuance with OAuth 2.0 including DIDs: After 

successfully registering and authenticating, an agent can obtain 

an access token through the OAuth 2.0 protocol, which includes 

its DID. The issuance of tokens is a critical component for 

several reasons. Firstly, tokens provide a secure and 

standardized method for managing permissions and access 

controls within the decentralized system. 

By issuing tokens that encapsulate DIDs, the system ensures 
that agents can be reliably identified and granted specific 
permissions to access various resources without the need for 
repeated authentication processes. This streamlines access 
management, reduces the overhead associated with continuous 
verification, and enhances overall system security by limiting 
the exposure of sensitive information. 

The token issuance process begins with the agent preparing 
an OAuth 2.0 authorization request, incorporating its DID and 
ZKP commitment. The Authorization Server then issues a 
challenge C, and the agent responds with (3) , adhering to the 
ZKP protocol. 

Upon verifying the ZKP, the server issues an authorization 
code, which the agent exchanges for a JWT access token 
containing its DID and permissions. This integration of OAuth 
2.0 with ZKP ensures a secure and standardized method for 
managing permissions, allowing reliable agent identification 
without exposing sensitive information. 

The integration of Zero-Knowledge Proofs (ZKP) and 
OAuth 2.0 is depicted in Fig. 7. This diagram shows how ZKP 
enhances the OAuth 2.0 authorization process by enabling 
agents to authenticate their interactions without revealing 
sensitive data. The secure issuance of access tokens, combined 
with privacy-preserving proof mechanisms, reinforces the 
system's security and ensures robust resource access control. 

 
Fig. 7. ZKP and OAuth 2 flow. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 11, 2024 

900 | P a g e  

www.ijacsa.thesai.org 

5) Resource access and verification using DIDs: When an 

agent needs to access protected resources, it presents its JWT 

access token containing its DID in the resource request, 

typically within the Authorization header as a Bearer token. The 

resource server then validates the token’s signature, ensures it 

has not expired, checks the scopes, and verifies the agent’s 

DID. If the token is valid and the agent possesses the necessary 

permissions, the resource server grants access to the requested 

resources. This mechanism ensures that resource access is 

secure and controlled, leveraging DIDs for reliable 

identification and OAuth 2.0 for robust authorization 

management. 

6) Agent communication, data sharing, and state 

management workflow: If an agent wants to send a message to 

other agents or read messages, it utilizes Hyperledger Fabric 

channels alongside the Command Query Responsibility 

Segregation (CQRS) pattern to ensure efficient and secure 

communication and state management. The agent begins by 

authenticating using ZKP during registration and obtaining 

OAuth 2.0 access tokens, which grant it permissions to interact 

with specific Fabric channels designated for communication. 
Fig. 8 illustrates the detailed workflow for agent 

communication, data sharing, and state management within the 
architecture. By leveraging Hyperledger Fabric channels and the 
CQRS pattern, the diagram demonstrates how agents efficiently 
interact and manage their states while ensuring data integrity and 
consistency. This flow is critical for maintaining real-time 
performance and scalability in high-demand applications. 

 
Fig. 8. Agent communication, data sharing, and state management 

workflow. 

a) Sending a message: To send a message, the agent 
connects to the appropriate Fabric channel using its access 
token. It encrypts the message content with the recipient's 
public key and signs the message with its private key to ensure 
confidentiality and authenticity. The message, along with 

relevant metadata, is then published to the Fabric channel, 
where the blockchain handles routing based on the message’s 
metadata and the channel’s configuration. 

b) Receiving a message: Receiving agents connect to the 

relevant Fabric channels using their access tokens, subscribe to 
specific channels, and asynchronously receive messages. Upon 
receiving a message, the agent verifies the signature using the 
sender’s public key from the DID Document and decrypts the 
content using its private key. The message is then processed 
according to the agent’s business logic. 

c) Event recording and state management: When an 
agent executes a command that changes its state, it generates an 
event representing that change. The event includes details such 
as the event type (e.g., "OrderPlaced", "BalanceUpdated"), a 

timestamp recording when the event occurred, a data payload 
containing relevant information, and metadata like causation 
ID, correlation ID, or version. To ensure authenticity and 
prevent tampering, the agent signs the event with its private 
key. 

The signed event is then packaged into a transaction proposal 
and submitted to the blockchain network. This involves creating 
and signing a transaction proposal that reflects the internal state 
changes in the form of an event. The proposal is sent to the 
network for validation and inclusion in the blockchain. 
Blockchain nodes, or peers, validate the transaction proposal by 
ensuring proper formatting, verifying the agent's signature, and 
performing authorization checks to confirm that the agent has 
the rights to perform the action represented by the event. 

Once validated, the ordering service sequences the 
transactions and packages them into blocks. These blocks are 
then disseminated across the network and added to each node's 
copy of the blockchain ledger, making the event part of the 
immutable history of the system. 

d) State reconstruction: To maintain data integrity and 
enable agents to recover their state independently, the system 
employs event sourcing and blockchain integration. When an 
agent needs to reconstruct its internal state, it retrieves the 
sequence of relevant events from the blockchain and replays 
them in chronological order. This process ensures that the 

agent’s state is consistent with the system’s history. For 
efficiency, agents may use snapshotting, creating snapshots of 
their state after processing a certain number of events. Future 
state reconstructions can begin from the latest snapshot and 
replay only subsequent events, ensuring consistency and 
integrity with the system's history. 

This integrated approach ensures that communication is 
secure and efficient while maintaining data integrity and 
providing a reliable audit trail through event sourcing. 

7) Conclusion: This comprehensive workflow integrates 

decentralized identity management, secure authentication, 

scalable communication, and robust data integrity mechanisms. 
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By leveraging Zero-Knowledge Proofs, Decentralized 

Identifiers, Hyperledger Fabric, OAuth 2.0, and the CQRS 

pattern, the system ensures that agents can interact securely, 

efficiently, and privately within a decentralized multi-agent 

environment. 

Security and privacy are maintained throughout the 
workflow using advanced cryptographic techniques. Zero-
Knowledge Proofs and OAuth 2.0 provide robust authentication 
and authorization without exposing sensitive information. 
Blockchain technology ensures data integrity by offering 
immutable and tamper-proof storage of events and identities, 
while encryption safeguards data both in transit and at rest. The 
CQRS pattern and event sourcing facilitate efficient state 
management and fault tolerance, allowing agents to recover their 
state independently by replaying blockchain-recorded events. 

The system's design supports scalability and performance 
through asynchronous communication and the segregation of 
read and write operations. This allows the network to handle 
high transaction volumes and numerous agents efficiently. 
Additionally, the use of standardized protocols and identifiers 
promotes interoperability, enabling seamless integration with 
external systems. Compliance and auditability are achieved 
through transparent and immutable records on the blockchain, 
facilitating regulatory adherence and providing comprehensive 
audit trails for accountability and governance. 

D. Additional Security Measures 

To ensure the integrity, confidentiality, and availability of its 
components, the system incorporates robust security measures. 
These measures cover key management, smart contract security, 
and comprehensive monitoring and incident response protocols. 

1) Key management and credential security: Key 

management protocols are designed to safeguard cryptographic 

keys, ensuring that only authorized entities can perform 

sensitive operations within the system. 

a) Secure storage: 

 Hardware Security Modules (HSMs) and Trusted 
Execution Environments (TEEs): Private keys are 
securely stored within HSMs, preventing unauthorized 
access and extraction. These modules offer physical and 
logical protections against theft, tampering, and 
malware attacks. 

 Access Controls: Strict access control policies are in 
place, with role-based access controls (RBAC) ensuring 
that only authorized personnel and processes can access 
sensitive keys. 

b) Key rotation and revocation: 

 Regular Key Rotation: Keys are rotated periodically to 
minimize exposure risk. Upon rotation, new keys are 
generated, and corresponding DID Documents are 
promptly updated on the blockchain. 

 Immediate Revocation: Protocols are established for 
rapid key revocation in case of a suspected compromise. 
All agents are ensured access to the latest DID 
Documents to verify key validity and prevent the use of 
revoked keys. 

c) Access control policies: 

 Least Privilege Principle: Agents and users are granted 
only the permissions necessary to perform their roles, 
reducing the attack surface. 

 Segregation of Duties: Responsibilities are divided 
among different agents to prevent conflicts of interest 
and limit the impact of compromised credentials. 

2) Smart contract security: Smart contracts are rigorously 

secured to prevent vulnerabilities that could lead to financial 

losses or unauthorized state changes. 

a) Development best practices: 

 Secure Coding Standards: Smart contracts adhere to 
established coding standards to prevent common 
vulnerabilities, with regular updates based on the latest 
security research. 

 Use of Established Libraries: Trusted libraries and 
frameworks are used to minimize the risk of bugs and 
vulnerabilities. 

 Modular Design: Smart contracts are structured into 
smaller, manageable modules for easier analysis, 
testing, and maintenance. 

 Independent Security Audits: Third-party security 
experts conduct comprehensive reviews of smart 
contract code to identify vulnerabilities and verify 
implemented security measures. 

b) Continuous testing: Automated testing pipelines with 

unit tests, integration tests, and fuzz testing are implemented to 
identify vulnerabilities early. 

c) Upgradability and governance: 

 Secure Upgrade Paths: Smart contracts include 
upgradeable patterns to allow controlled updates when 
necessary, with mechanisms in place to prevent 
unauthorized modifications. 

 Governance Mechanisms: Clear governance processes 
are established for smart contract changes, involving 
relevant stakeholders to ensure transparency and 
collective decision-making. 

3) Monitoring and incident response: Continuous 

monitoring and incident response protocols are established to 

detect and address security breaches promptly, ensuring system 

resilience. 

a) Continuous monitoring: 

 Intrusion Detection Systems (IDS): IDS monitors 
network traffic and system logs for signs of 
unauthorized access or malicious activities, using both 
signature-based and anomaly-based detection. 

 Logging and Alerts: Comprehensive logs of system 
activities are maintained, with real-time alerting 
mechanisms to notify administrators of critical events. 

b) Threat Intelligence and Updates 
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 Stay Informed: The system stays updated on emerging 
threats through security advisories and threat 
intelligence feeds. 

 Patch Management: Security patches and updates are 
applied promptly based on vulnerability severity and 
potential system impact. 

V. SECURITY, SCALABILITY AND PERFORMANCE ANALYSIS 

Ensuring that a decentralized multi-agent system operates 
securely, scales efficiently, and maintains high performance is 
paramount for its success and reliability. This analysis delves 
into how the system's architecture and components collectively 
achieve these objectives, highlighting strengths, potential 
challenges, and the interplay between different system aspects. 

A. Security Analysis 

1) Comprehensive security framework: The system 

employs a multi-layered security approach, integrating 

advanced cryptographic techniques, secure authentication and 

authorization protocols, and robust key management practices. 

By leveraging Zero-Knowledge Proofs (ZKP) and 

Decentralized Identifiers (DIDs), agents can authenticate and 

authorize interactions without exposing sensitive information, 

significantly reducing the risk of credential theft and 

unauthorized access. 

2) Immutable ledger and data integrity: Hyperledger 

Fabric's blockchain infrastructure ensures that all transactions 

and state changes are immutably recorded, providing a tamper-

proof audit trail. Digital signatures and secure storage 

mechanisms (HSMs/TEEs) further reinforce data integrity and 

authenticity, ensuring that only authorized agents can perform 

state-altering actions. 

3) Smart contract security: Adhering to secure coding 

standards, utilizing established libraries, and implementing 

formal verification and independent audits fortify smart 

contracts against common vulnerabilities. The incorporation of 

modular design and secure upgrade paths allows the system to 

adapt and evolve without compromising security, addressing 

potential threats proactively. 

4) Proactive threat detection and incident response: 

Continuous monitoring through Intrusion Detection Systems 

(IDS) and anomaly detection algorithms enables real-time 

identification of suspicious activities. A well-defined incident 

response plan ensures that the system can swiftly contain and 

mitigate threats, minimizing potential damage and maintaining 

operational integrity. 

5) Privacy preservation: By enabling selective disclosure 

and employing encryption for all data exchanges, the system 

upholds strong privacy guarantees. Agents maintain control 

over their personal information, and the use of multiple DIDs 

prevents tracking and profiling, aligning with privacy-by-

design principles and regulatory requirements. 

B. Scalability Analysis 

1) Command Query Responsibility Segregation (CQRS) 

pattern: The implementation of the CQRS pattern effectively 

separates read and write operations, allowing each to be 

optimized independently. This segregation reduces contention 

and enhances system throughput, enabling the system to handle 

a high volume of transactions and queries without performance 

degradation. 

2) Asynchronous communication via hyperledger fabric 

channels: Hyperledger Fabric channels facilitate parallel and 

isolated communication pathways, allowing multiple groups of 

agents to interact concurrently without interference. This design 

supports horizontal scaling, as additional channels can be 

created to accommodate growing numbers of agents and 

diverse interaction requirements. 

3) Event sourcing and snapshotting: Event sourcing 

records all state changes as discrete events, enabling efficient 

state reconstruction and facilitating scalability. Snapshotting 

further enhances performance by allowing agents to rebuild 

their state from recent snapshots rather than processing an 

extensive event history, reducing computational overhead and 

speeding up state initialization. 

4) Distributed ledger technology: The decentralized nature 

of Hyperledger Fabric allows the system to scale horizontally 

by adding more nodes to the network. This distribution 

enhances fault tolerance and load balancing, ensuring that the 

system remains resilient and performs consistently as it grows. 

5) Optimized data stores for read operations: By 

maintaining separate, optimized data stores for read queries, the 

system ensures that read-heavy operations do not impede write 

performance. This optimization is crucial for maintaining low 

latency and high availability, especially as the number of agents 

and interactions increases. 

C. Performance Analysis 

1) High throughput and low latency: The system is 

designed to handle a substantial number of transactions per 

second (TPS) with minimal latency. Hyperledger Fabric's 

consensus mechanisms and efficient transaction ordering 

services contribute to maintaining high throughput, while the 

use of CQRS and optimized data stores ensures rapid data 

retrieval and processing. 

2) Efficient state management: Event sourcing, combined 

with snapshotting, allows for swift state reconstruction and 

reduces the time required for agents to initialize or recover their 

state. This efficiency is vital for maintaining real-time 

responsiveness and ensuring that agents can operate seamlessly, 

even under heavy load. 

3) Resource optimization: The segregation of read and 

write operations, along with asynchronous communication 

channels, ensures optimal utilization of system resources. By 

distributing workloads effectively and minimizing bottlenecks, 

the system maintains consistent performance levels regardless 

of scaling demands. 

4) Resilience and fault tolerance: The decentralized 

architecture and immutable ledger ensure that the system 

remains operational even in the face of individual node failures 

or attacks. Redundant data storage and distributed consensus 
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protocols contribute to the system's ability to recover quickly 

and maintain performance standards during adverse conditions. 

5) Continuous improvement and adaptability: The 

system's architecture allows for continuous optimization and 

scaling without necessitating significant overhauls. The 

modular design of smart contracts, combined with secure 

upgrade paths, enables the integration of performance 

enhancements and new features, ensuring that the system can 

evolve in response to changing demands and technological 

advancements. 

D. Trade-offs and Considerations 

1) Complexity vs. security and scalability: While the 

system's advanced security measures and scalable architecture 

provide significant benefits, they also introduce additional 

complexity. Managing multiple DIDs, implementing ZKP, and 

maintaining a distributed ledger require sophisticated 

infrastructure and expertise, potentially increasing the initial 

setup and maintenance overhead. 

2) Resource consumption: The use of encryption, secure 

storage mechanisms, and continuous monitoring can lead to 

increased resource consumption. Balancing security and 

performance with resource efficiency is essential to ensure that 

the system remains cost-effective and sustainable as it scales. 

3) Latency in event processing: Although event sourcing 

and snapshotting enhance state management efficiency, there 

can be inherent latency in processing and recording events on 

the blockchain. Optimizing transaction throughput and 

implementing efficient event handling protocols are necessary 

to minimize delays and maintain real-time responsiveness. 

4) Governance and upgrade management: Ensuring secure 

and controlled upgrades to smart contracts and system 

components is crucial for maintaining system integrity. 

Establishing robust governance mechanisms and clear 

procedures for implementing changes helps mitigate the risks 

associated with upgrades but requires ongoing coordination and 

management. 

E. Conclusion 

The system's architecture robustly addresses critical aspects 
of security, scalability, and performance through the integration 
of advanced technologies and best practices. By leveraging 
Hyperledger Fabric's decentralized ledger, employing the CQRS 
pattern for efficient state management, and implementing 
comprehensive security measures, the system ensures secure, 
scalable, and high-performing operations. 

While the system presents inherent complexities and 
resource demands, these are outweighed by the substantial 
benefits of enhanced security, efficient scalability, and reliable 
performance. Continuous monitoring, proactive incident 
response, and adaptable governance frameworks further 
strengthen the system's resilience and capacity to evolve in 
response to emerging challenges and growth demands. 

Overall, the system exemplifies a well-balanced approach to 
building a decentralized multi-agent environment that is both 
secure and capable of handling significant scalability and 

performance requirements, making it well-suited for a wide 
range of decentralized applications and use cases. 

VI. USE CASES AND REAL-WORLD APPLICATIONS 

In this chapter, we explore practical applications of the 
proposed architecture across various industries. By 
demonstrating how the architecture can be applied to real-world 
scenarios, we highlight its versatility, effectiveness, and 
potential impact on modern decentralized systems. 

A. Smart Grids 

Smart grids represent the modernization of traditional 
electrical grids by integrating advanced communication and 
control technologies. They enable efficient energy distribution, 
real-time monitoring, and dynamic management of energy 
resources. The decentralized nature of smart grids, with 
numerous energy producers and consumers, makes them an 
ideal candidate for the proposed architecture. 

1) Application of the Architecture 

a) Decentralized energy management: 

 Autonomous Agents: Each energy producer (e.g., solar 
panels, wind turbines) and consumer (households, 
businesses) is represented by an autonomous agent. 

 Decentralized Identity Management: Agents generate 
Decentralized Identifiers (DIDs), ensuring secure and 
self-sovereign identities without reliance on centralized 
authorities. 

 Secure Communication: Agents communicate securely 
using mutual TLS and encrypted channels, exchanging 
data such as energy production, consumption, and 
pricing information. 

b) Energy transactions and trading: 

 Blockchain Integration: The blockchain serves as an 
immutable ledger for recording energy transactions, 
such as energy generation records, consumption data, 
and peer-to-peer energy trades. 

 Smart Contracts: Automate energy trading agreements, 
settlement of payments, and enforcement of contractual 
obligations between agents. 

 Event Sourcing and CQRS: Efficiently handle high 
volumes of transactions, separating command and query 
responsibilities for optimal performance. 

c) Privacy-preserving data sharing: 

 Zero-Knowledge Proofs (ZKP) : Allow agents to prove 
certain attributes (e.g., energy surplus availability) 
without revealing sensitive data like exact energy usage 
patterns. 

 Data Confidentiality: Encryption ensures that only 
authorized agents can access specific data, protecting 
user privacy and complying with regulations. 

2) Benefits: 
 Enhanced Efficiency: Real-time data exchange and 

autonomous decision-making optimize energy 
distribution and reduce waste. 
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 Increased Reliability: Decentralized control reduces 
single points of failure, improving grid resilience. 

 Cost Savings: Direct peer-to-peer energy trading lowers 
transaction costs and enables dynamic pricing models. 

 Regulatory Compliance: Secure and privacy-preserving 
mechanisms align with data protection laws and 
industry standards. 

 Challenges and considerations: 

 Scalability: Managing a large number of agents and 
transactions requires robust scalability, addressed by the 
architecture's design. 

 Interoperability: Integration with existing grid 
infrastructure necessitates adherence to industry 
protocols and standards. 

 Security Threats: Protecting against cyber-attacks is 
critical, necessitating ongoing security assessments and 
updates. 

B. Healthcare Data Management 

Managing sensitive healthcare data requires stringent 
security, privacy, and compliance with regulations such as 
HIPAA. The proposed architecture offers a secure and 
interoperable framework for handling electronic health records 
(EHRs), ensuring data integrity and patient privacy. 

1) Application of the Architecture: 

a) Patient records: 

 Decentralized Identifiers (DIDs): Each patient is 
assigned a DID, and their EHRs are stored as events on 
the blockchain. 

 Event Sourcing: Records every access and modification 
to patient data, providing an immutable audit trail. 

b) Data access control: 

 Zero-Knowledge Proofs (ZKP): Patients use ZKPs to 
grant healthcare providers access to specific parts of 
their medical records via OAuth 2.0 tokens. 

 OAuth 2.0 Integration: Manages permissions, allowing 
patients to control who can view or update their health 
data. iii. Data Integrity and Audit Trails 

 Immutable Logging: All access and modifications to 
EHRs are recorded on the blockchain, ensuring 
accountability and traceability. 

 Smart Contracts: Enforce data access policies and 
automate consent management, reducing administrative 
overhead. 

c) Efficient data retrieval: 

 Command Query Responsibility Segregation (CQRS) 
Pattern: Enables healthcare providers to query patient 
data efficiently without impacting the system's write 
operations. 

 Optimized Read Models: Ensure rapid access to 
necessary data, enhancing the responsiveness of 
healthcare services. 

2) Benefits: 
 Enhanced Privacy: Patients maintain control over their 

medical data, deciding who can access specific 
information. 

 Data Security: Blockchain immutability and robust 
authentication mechanisms protect against unauthorized 
access and data breaches. 

 Regulatory Compliance: Immutable audit trails 
facilitate compliance with healthcare regulations and 
standards. 

3) Challenges and considerations: 
 Data Interoperability: Ensuring compatibility with 

existing healthcare information systems requires 
adherence to industry standards. 

 Scalability: Managing large volumes of healthcare data 
necessitates efficient storage and retrieval mechanisms. 

 User Adoption: Encouraging healthcare providers and 
patients to adopt the new system involves overcoming 
resistance to change and ensuring ease of use. 

C. Secure Internet of Things (IoT) Networks 

IoT networks consist of numerous interconnected devices 
that collect and exchange data. Securing these networks is 
challenging due to the sheer number of devices and the potential 
for vulnerabilities. The proposed architecture ensures secure 
device authentication, data integrity, and efficient management 
of IoT interactions. 

1) Application of the architecture: 

a) Device authentication: 

 Decentralized Identifiers (DIDs): Each IoT device is 
assigned a unique DID, ensuring secure and 
authenticated interactions within the network. 

 Zero-Knowledge Proofs (ZKP): Devices use ZKPs to 
authenticate themselves without revealing sensitive 
credentials. 

b) Data integrity: 

 Blockchain Integration: Data generated by IoT devices 
is recorded on the blockchain, ensuring its integrity and 
preventing tampering. 

 Immutable Logging: Critical events and data exchanges 
are stored immutably, providing a reliable audit trail. 

c) Scalable communication: 

 Asynchronous Message Queues: Manage the high 
volume of data exchange between devices and the 
blockchain, ensuring efficient processing and minimal 
latency. 

 Secure Protocols: Ensure that all communications are 
encrypted and authenticated, protecting against 
unauthorized access and data breaches. 
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d) Access control: 

 OAuth 2.0 Tokens: Regulate which devices can access 
or modify specific data streams, maintaining strict 
access control policies. 

 Capability-Based Access Control: Use 
cryptographically secure tokens to manage permissions 
dynamically and securely. 

2) Benefits: 
 Secure Authentication: Decentralized authentication 

mechanisms prevent unauthorized devices from joining 
the network. 

 Data Integrity: Immutable records on the blockchain 
ensure that IoT data remains accurate and trustworthy. 

 Scalability: The system efficiently handles large-scale 
IoT deployments, accommodating a growing number of 
devices without compromising performance. 

3) Challenges and considerations: 
 Device Heterogeneity: Managing diverse IoT devices 

with varying capabilities requires adaptable and flexible 
security protocols. 

 Resource Constraints: Ensuring that security measures 
are lightweight enough to operate on resource 
constrained IoT devices. 

 Cybersecurity Threats: Protecting IoT networks from 
sophisticated cyber-attacks necessitates ongoing 
security enhancements and monitoring. 

D. Supply Chain Management 

Supply chains involve the movement of goods and services 
from suppliers to end consumers, encompassing various 
processes like manufacturing, logistics, and retail. The 
complexity and need for transparency in supply chains make 
them suitable for leveraging blockchain and decentralized 
technologies. 

1) Application of the architecture: 

a) Transparent tracking and traceability: 

 Immutable Record Keeping: Blockchain records every 
event in the product lifecycle, from raw material 
sourcing to final delivery, ensuring data integrity. 

 Event Sourcing: Each action (e.g., shipment, quality 
check) is recorded as an event, allowing real-time 
tracking and historical analysis. 

 Decentralized Agents: Manufacturers, suppliers, 
logistics providers, and retailers operate as agents within 
the system, communicating securely. 

b) Secure and efficient communication: 

 Asynchronous Message Queues: Facilitate 
communication between agents, handling asynchronous 
updates and ensuring timely information flow. 

 Secure Protocols: Mutual authentication and encrypted 
channels prevent unauthorized access and data breaches. 

c) Confidentiality and competitive advantage: 

 Zero-Knowledge Proofs (ZKP): Enable agents to verify 
compliance with standards or certifications without 
revealing proprietary information. 

 Selective Disclosure: Agents can share necessary data 
with partners or regulators while keeping sensitive 
business details confidential. 

2) Benefits: 
 Enhanced Transparency: Consumers and stakeholders 

can verify the authenticity and origin of products, 
building trust. 

 Fraud Reduction: Immutable records prevent tampering, 
reducing counterfeit goods and unethical practices. 

 Operational Efficiency: Automation and real-time data 
exchange streamline processes, reducing delays and 
costs. 

 Compliance and Reporting: Simplifies regulatory 
compliance by providing verifiable records and audit 
trails. 

3) Challenges and considerations: 
 Data Standardization: Ensuring consistent data formats 

and standards across diverse participants is essential for 
interoperability. 

 Adoption Barriers: Convincing all supply chain 
participants to adopt the new system may require 
demonstrating clear value propositions. 

 Privacy Concerns: Balancing transparency with the 
need to protect sensitive business information requires 
careful design. 

E. Conclusion 

By addressing real-world problems with a secure, scalable, 
and privacy-focused approach, the proposed architecture paves 
the way for innovative decentralized applications that can 
transform industries and enhance the way individuals and 
organizations interact in the digital age. 

VII. CONCLUSION 

In this paper, we have presented a comprehensive 
architecture designed to enhance security, scalability, data 
integrity, and privacy in Multi-Agent Systems (MAS). By 
integrating advanced technologies such as Blockchain, Zero-
Knowledge Proofs (ZKP), OAuth 2.0, and Decentralized 
Identity Management (DID), we have addressed the critical 
challenges inherent in decentralized environments where 
autonomous agents interact and collaborate. 

The architecture's contributions address key security 
challenges by ensuring data integrity and immutability, with 
blockchain technology providing an immutable ledger for all 
transactions, events, and identity information. Cryptographic 
linkages between blocks and consensus mechanisms like PBFT 
and DPoS prevent tampering. Privacy-preserving authentication 
is achieved with Zero-Knowledge Proofs, allowing agents to 
prove knowledge without disclosing information. Secure 
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authorization is reinforced by combining ZKP with OAuth 2.0, 
enabling fine-grained access control, while decentralized 
identity management leverages DIDs and DPKI to reduce 
reliance on centralized providers, empowering agents to manage 
their identities independently. 

To enhance scalability and performance, the architecture 
uses Command Query Responsibility Segregation (CQRS) and 
Event Sourcing, enabling independent scaling of read and write 
operations. Asynchronous communication through message 
queues supports a high volume of non-blocking interactions, 
while optimized cryptographic operations using zk-STARKs, 
Bulletproofs, and hardware acceleration improve performance. 
Layer-2 solutions such as state channels and sidechains boost 
throughput and reduce latency by offloading transactions from 
the main blockchain. 

Data integrity and privacy are safeguarded with an 
immutable event store on the blockchain, providing a tamper-
proof history for auditing, compliance, and state recovery. 
Selective disclosure mechanisms and ZKPs empower agents to 
share only necessary information while preserving anonymity. 
The architecture aligns with global data protection regulations, 
such as GDPR, enhancing its compliance and adaptability. 

The architecture’s versatility allows it to be applied across 
various domains, including smart grids, supply chains and 
secure internet of things (IoT) networks, demonstrating its broad 
applicability. Its modular and interoperable design, adhering to 
standards like OAuth 2.0 and W3C's DIDs, promotes seamless 
integration with existing systems. 

Despite these advancements, the architecture faces 
limitations. Cryptographic operations, particularly ZKPs, 
impose computational demands that can be challenging for 
devices with limited processing power. Consensus mechanism 
scalability may be hindered by network growth and latency, 
while data management requires balancing efficient storage with 
integrity. The complexity of implementing these advanced 
technologies may increase the learning curve, and decentralized 
system adoption may face resistance due to regulatory 
uncertainties. 

Future research will focus on optimizing cryptographic 
protocols, exploring post-quantum cryptography, and enhancing 
scalable and energy-efficient consensus mechanisms. 
Improvements in identity management, integration with AI for 
intelligent agent behavior and real-time threat detection, and 
collaboration with regulatory bodies to establish supportive 
frameworks will further refine the architecture. 
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Abstract—In cloud environment context, organizations often 

rely on the platform for data storage and on demand access. Data 

is typically encrypted either by the cloud service itself or by the 

data owners before outsourcing it to maintain confidentiality. 

However, when it comes to processing encrypted data for tasks 

like kNN classification; existing approaches either prove to be 

inefficient or delegate portion of the classification task to end 

users or do not satisfy all the privacy requirements. Also, the 

datasets used in many existing approaches to check the 

performance seem to have very less attributes and instances; but, 

it is observed that as dataset size increases, the efficiency and 

accuracy of many privacy-preserving approaches reduce 

significantly. In this work, we propose a set of privacy preserving 

protocols that collectively perform the kNN classification with 

encrypted data in outsourced semi-honest-cloud environment 

and also address the stated challenges. This is accomplished by 

building an efficient randomization-based approach called PPkC 

that leverages homomorphic cryptosystem properties. With 

protocol analysis we prove that the proposed approach satisfies 

all privacy requirements. Finally, with extensive experimentation 

using real-world and scaled dataset we show that the 

performance of proposed PPkC protocol is computationally 

efficient and also independent of the number of nearest 

neighbours considered. 

Keywords—Partial homomorphic encryption; classification 

using encrypted data; randomization; k- nearest neighbours 

I. INTRODUCTION 

The progressive paradigm of information technology 
known as cloud computing provides the ability to deliver a 
variety of computing services including processing power, 
storage, and application platform, on demand. However, 
security has consistently posed a significant barrier to the 
general uptake of cloud computing technologies [1], [2]. The 
problem is further exacerbated by cloud computing service 
providers’ inaccurate reporting of security flaws [3], [4], [5]. 
Cloud based services have raised the need to protect data 
privacy in outsourced databases has become a focal point of 
research. As discussed in study [6], [7], [8] and [9] since, a 
data owner (DO), contracts out the management of his or her 
databases to a cloud, the DO can lower database management 
costs by utilizing the cloud’s resources as needed. Owing to 
the diverse range of users the dataset they offer encompasses 
multiple ranges of categories including personal health status 
details [10], back-office user database information [11], email 

information [12] as well as additional information about 
individual privacy or company trade secrets [13], [14], [15]. 
To safeguard the original data, access patterns as well as 
queries, research has been done on secure query processing 
over an encrypted database. Earlier approaches in [16], [17], 
[18], [19], [20] and [21] outsource plain texts to a cloud and 
alter them with their substituted data. Nonetheless, due to their 
vulnerability to different types of attacks, these earlier 
strategies are unable to fully protect both data as well as 
queries [22]. 

Consider a scenario where a hospital stores its encrypted 
patient database on the cloud for data mining tasks. When a 

doctor seeks to ascertain a patient’s symptoms for diagnosis, 

they must submit a query containing highly personal 
information. To protect the patient’s data privacy, cloud must 
be queried with only the encrypted query data. Moreover, any 
anomalies in cloud activity could reveal data access patterns, 
despite encryption. Therefore, maintaining privacy of involved 
data is paramount when performing classification tasks on 
encrypted data in an outsourced environment like the cloud. 

Previously many approaches have been introduced to 
address this challenge, however, either the computation cost 
required to process the queries turned out to be inefficient or 
privacy requirements were not completely fulfilled. The 
previous methodologies predominantly relied on datasets with 
integer values, limiting their applicability to a narrow range of 
datasets; however, real-world datasets typically encompass a 
broader spectrum, often comprising floating-point values. 
Moreover, the pattern of accessing the data during k-nearest 
neighbours (k-NN) algorithm is also not safeguarded in [23], 
[24], [25] and [16]. The privacy-preserving algorithms in [26] 
and [27] conceal data access patterns while ensuring privacy 
of outsourced databases as well query. However, they have a 
high query processing cost as discussed in study [6]. 

We propose set of protocols that jointly address the 
privacy-preserving k-nearest neighbours outsourced 
classification issue with the assumption of the process of 
classification along with encrypted data is held in the cloud 
environment. The focus in this paper is only specifically on 
creating the privacy-preserving k-nearest neighbor technique, 
since k-NN is a popular and most suitable classifier for this 
work. 
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A. Problem Definition 

In this paper, we assume a 'm' dimensional database is 
possessed by a data holder containing total instances of size 
'n'. 0th attribute serves as the record identifier (I), while the mth 
attribute represents the class label (c). The data holder 
encrypts the database attribute by attribute to get 𝐸𝑝𝑘(𝑡𝑖,𝑗) 

which denotes the encrypted value of a record, where 't 
'represents a tuple, 'i' ranges from 1 to 'n', and 'j' ranges from 0 
to 'm'. 

𝐸𝑝𝑘 is the encryption function of partial homomorphic 

encryption in [28]. After encryption, the encrypted database is 
sent to the cloud. After this the data holder doesn’t get 
involved in any of the further privacy-preserving classification 
steps. 

Authentic users can send encrypted queries 𝐸𝑝𝑘(Q)= 

(𝐸𝑝𝑘(𝑞1), … , 𝐸𝑝𝑘(𝑞𝑚−1)) to the cloud to obtain resultant 

encrypted class label, denoted as 𝐸𝑝𝑘(𝑐𝑞). 

B. Our Contributions 

We have proposed set of protocols that execute in a two-
cloud setup to jointly address the issue of preserving privacy 
while classifying user’s encrypted query using outsourced 
encrypted data. The protocols are for k-nearest neighbours 
classification algorithm. The proposed approach offers 
significantly reduced computational costs by utilizing parallel 
computing, so as to form more practical grounds for 
classification of encrypted data. Following are some 
requirements for privacy preserved outsourced classification: 

 The user’s query must stay encrypted throughout the 
entire classification task, ensuring it is not disclosed to 
the cloud. 

 The original contents of the database and any 
intermediate computations must remain hidden from 
the cloud. 

 The records that correspond to the k-nearest neighbours 
of the user’s query should be kept secret from both the 
cloud and the user. 

 Only the final class label should be disclosed to the 
user. 

This work is inspired by the research of Samanthula, 
Elmehdwi, and Jiang [29], [30], focusing on enhancing the 
efficiency of the related sub-protocols. As indicated in [29] 
regarding potential enhancements to the efficiency of the 
SMINn protocol, the attention in this work is directed towards 
enhancing execution time needed by it. Paillier cryptosystem 
[28] faces limitations when confronted with negative values 
resulting from Paillier addition. This challenge is particularly 
prominent if there are negative values while computing the 

encrypted Euclidean distance. It’s noteworthy to mention 

that in the proposed enhanced set of protocols accomplish all 
aforementioned requirements. The cloud remains oblivious to 
which database entries align with the nearest neighbours, and 
any intermediate data visible to the cloud consists solely of 
either encrypted or randomized values. Additionally, the 
resultant label remains undisclosed to both clouds. 

The rest of this paper is organized as follows. We provide 
literature survey of state-of-the-art privacy preserving 
protocols in Section II. The primitives for building proposed 
approach are described in Section III. We describe the 
methodology and our proposed privacy preserving PPkC 
protocol and the sub-protocols as its building blocks along 
with algorithms in Section IV and in Section V, we explain the 
privacy analysis of these sub-protocols. In Section VI, we 
provide the experimental results of our proposed PPkC 
protocol using standard and scaled datasets and its 
comparative analysis with state-of-the-art privacy preserving 
protocols. We finally conclude this work in Section VII. 

II. LITERATURE SURVEY 

In scenarios where queries for classification are executed 
on the cloud, the foremost and most critical requirement is to 
hide query details from cloud. 

It is important to note that data mining operations can be 
conducted on encrypted data with relatively less effort using 
fully homomorphic encryption (FHE) introduced by Gentry et 
al. (2009) [31]. This cryptosystem allows arbitrary functions 
to be performed on encrypted data without decryption. 
However, FHE is computationally intensive, making it 
impractical for handling real-time classification requests. 

Handling queries on encrypted data without the cloud 
decrypting it poses a significant challenge. The work by 
Samanthula et al. (2014) [30] outlines a collection of protocols 
designed to jointly solve the k-nearest neighbours (k-NN) 
query issue within an encrypted database, where both the data 
and the classification tasks are delegated to the cloud. As 
described in study [30], the objective of the secure kNN 
protocol is to find the top k records closest to the user's query 
while keeping all details hidden from the cloud. However, in 
this approach, the SkNN protocol in [30] results in the cloud 
being exposed to intermediate data, such as the calculated 
distance values and the subsequently determined k smallest 
distance values. In addition, the records associated with the k 
nearest neighbours of the user query are disclosed to the cloud 
and also exposed to the user. This again compromises the 
privacy of the database entries involved in the classification 
process. 

According to Samanthula et al. (2015) in [29] ensuring 
privacy in k nearest neighbours classification is more 
challenging than running basic kNN queries on encrypted 
data. This complexity stems from the requirement that the k-
nearest neighbours identified during the classification process 
must remain confidential from querying user and cloud. 

Protocol presented in study [29] overlooks the issue of 
access patterns, which is a critical privacy concern for users. 
While the protocols in study [30] introduce a secure method 
for k nearest neighbours classification on encrypted data that 
safeguards data and user query privacy, they fail to conceal 
the data access patterns. Samanthula et al., in [29], expanded 
on their previous work from study [30] by introducing the 
PPkNN protocol, offering a new approach to the privacy 
preserved k-nearest neighbours classification issue. 

The k nearest neighbours remain hidden from both the user 
and cloud in the PPkNN protocol [29]. Secure Minimum 
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protocol (SMIN) in study [30] is used to determine the nearest 
neighbours in a privacy preserved way. As proposed by 
Samanthula et al. in [29], the SMIN sub-protocol consumes 
nearlt 67% of the total processing time taken by the PPkNN 
protocol, which is significantly high and hence impractical in 
real-time scenario. So, the prevailing obstacle in any 
outsourced privacy preserving classification approach is to 
tackle this excess processing time which is caused due to the 
fact that protocols have to work upon encrypted values. A 
reduction in overall computational cost would bring even 
practical solution for the outsourced privacy preserving 
classification tasks. 

As mentioned by Zhu et al. (2020) in [32], conventional 
privacy preserving approaches for kNN classification induce 
huge computational cost since operations are purely conducted 
on encrypted values. Park et al. (2020) in [33] have proposed 
an efficient version of the Samanthula et al.’s (2015) work in 
[29] by designing the PkNC protocol which executes its 
component protocols in parallel to find the class label. 

Experimental results depict the gradual rise in execution 
time of the PkNC protocol. However, it decreases 
substantially regardless of k (the number of nearest 
neighbours). But, the primary drawback of this protocol 
emerges as the dataset increases. The execution time rises 
again in linear manner with increasing instances in dataset, 
largely because of the practical limitations on threading for 
parallel computation. Liu et al. (2020) [34] have investigated 
training of decision trees in outsourced environment. They 
asserted that encrypted dataset cannot be divided by the cloud 
based on best attribute and hence, they have proposed a new 
method which is splitting-free decision tree training. 

However, the prominent defining factor is that problem 
domain of this work deals with k-NN classification, which 
does not require a separate training phase that is needed for 
decision tree classification. Also, the scheme proposed by the 
authors uses an additive secret-sharing method for privacy 
preservation. This induces more computational cost with the 
inclusion of share reconstruction. Moreover, experimentations 
show that the designed protocols’ cost of communication and 
computation rises along with length of vector. Noteworthy 
observation is that protocols in study [34] were evaluated on 
relatively small datasets sizes, containing 24, 100, 120, and 
958 instances, respectively. The protocols proposed in study 
[35] and [36] are more efficient than the pioneer protocol in 
[29], but they result in class labels corresponding to k nearest 
records instead of providing the final class of query. Thus, this 
is not the exact expected result for outsourced privacy-
preserving kNN classification issue [37]. It also reveals the k 
nearest class labels to the querying user, which does not 
satisfy the privacy requirements as stated in study [29]. 
Moreover, it cannot protect all the intermediate information. 
The distribution of the inner products, which is used to 
describe the distance between two vectors like the Euclidean 
distance, is leaked to one of the cloud servers. 

Examining the proposed scheme for a variety of datasets is 
an important experimental step toward deciding the range of 
classification tasks that potentially can be performed by any 
privacy-preserving approach. Until now, all of the existing 

schemes have experimented with only integer datasets (i.e. 
they can handle only integer values). This is the reason that in 

[38], Du et al. scheme’s accuracy is not good enough for the 

real number datasets. In fact, the accuracy of this scheme 
severely drops with this Heart Disease dataset. 

A privacy-preserving k-NN query scheme (QS) based on a 
secure multi-party computation mechanism was modeled by 
Xian Guo et al. in [3] to address security concerns when 
malicious attackers control the cloud and query users. This 
method showed that the scheme has a certain degree of 
feasibility and reliability. Furthermore, this method showed a 
better solution for privacy protection and security. However, a 
privacy-preserving k-NN query scheme was limited in real-
world applications. 

Hyeong-Jin Kim et al. in [6] implemented a privacy 
preserving k-NN query processing algorithm (QPA) via secure 
two-party computation based on encrypted data. In terms of 
query processing cost, the performance of the model was 
better than the existing methods. Nevertheless, the model did 
not solve other types of queries including Top-k and k-NN 
classification due to low-dimensional data. In addition, this 
model required increased computational cost. Developing 
high-dimensional data space requires a data dimensionality 
reduction technique which led to a challenging task. 

Zhi Li et al. [39] presented a function secret sharing (FSS) 
based secure multi party kNN classification scheme 
(SecKNN). For secure computations, the presented scheme 
offered low computation and communication cost. The 
implementation of FSS reduced lot of computational 
overhead. Nonetheless, the deployment of the scheme on real 
time applications is limited. 

A privacy-preserving kNN query scheme (QS) was 
employed by Yandong Zheng et al. [10] to return accurate 
query results and high query efficiency. The scheme achieved 
low computation cots and the max-heap accelerated the query 
efficiency. However, the kNN query scheme leaked the 
relative proximities of various data records. 

Hyeong-Jin Kim et al. [22] employed a new Top-k query 
processing algorithm based on a homomorphic encryption 
system that is efficient and provides security also. Compared 
with the existing methods, the Top-k algorithm achieved more 
times better performance concerning query processing time. 
However, this model was only performed in specific privacy-
preserving data mining algorithms. 

III. PRIMITIVES 

A. Synthetic Minority Over-sampling Technique (SMOTE) 

SMOTE, introduced by Chawla et al [40] in 2002, 
addresses imbalanced class issues in machine learning. By 
synthesizing minority class samples through interpolation 
among existing instances, it counters bias favoring majority 
classes. Randomly selecting instances, it identifies k nearest 
neighbours and generates synthetic examples along the 
connecting line segments. This method improves the capacity 
of classifier for making accurate predictions by providing 
robust coverage of the minority class space. SMOTE 
generates synthetic data points, reducing model bias towards 
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the majority class. Particularly beneficial for imbalanced 
datasets where the minority class is underrepresented. 
Interpolation among existing minority class instances 
maintains diversity. Contrasts with simpler methods like 
random oversampling that may lead to overfitting. SMOTE 
introduces new instances near original minority class data 
points. Synthetic samples serve as plausible representations, 
reducing overfitting risk and aiding model generalization. 

B. Paillier Cryptosystem 

Paillier cryptosystem [28] is additively homomorphic and 
allows calculations upon encrypted values directly, 

eliminating the requirement to decrypt. It’s extensively 

employed in safeguarding privacy, especially in situations 
requiring the secure processing of sensitive information while 
maintaining confidentiality. This scheme is capable of 
providing semantic security. Fundamentally, Paillier 
encryption operates on principles of modular operations and 
large prime numbers. Its security hinges on computing 
difficulty of factoring the product of two large prime numbers. 

Consider Epk as encryption function associated with a 
public key pk represented by (N, g), where N is the product of 
two large prime numbers, and g is a generator in 𝑍𝑁2

∗ . 

Similarly, Dsk is the decryption function corresponding to the 
secret key sk. Following properties of Paillier encryption 
scheme [28] withstand for any two plaintext values a and b 
belonging to 𝑍𝑁: 

1) Homomorphic addition: It provides the addition 

operation on encrypted values, producing a sum which is also 

encrypted. 

𝐷𝑠𝑘 (𝐸𝑝𝑘(𝑥 + 𝑦)) =  𝐷𝑠𝑘(𝐸𝑝𝑘(𝑥) ∗ 𝐸𝑝𝑘(𝑦) 𝑚𝑜𝑑 𝑁2)   (1) 

2) Scalar multiplication homomorphism: It provides 

multiplication operation x*y and yields 𝐸𝑝𝑘(x*y) when an 

encrypted value 𝐸𝑝𝑘(x) is raised to the power with a scalar 

value y. 

𝐷𝑠𝑘 (𝐸𝑝𝑘(𝑥 ∗ 𝑦)) =  𝐷𝑠𝑘(𝐸𝑝𝑘(𝑥)𝑦𝑚𝑜𝑑 𝑁2)         (2) 

IV. METHODOLOGY FOR PRIVACY PRESERVED 

CLASSIFICATION 

This section elaborates on the operations of several sub-
protocols that serve as the foundational components for 
enhancing the efficiency of computing the k nearest 
neighbours. By performing all operations on Cloud Server 1 
(𝐶1) and utilizing Cloud Server 2 (𝐶2) for specific tasks with 
randomized and shuffled data, a robust privacy-preserving 

architecture can be established. As shown in Fig. 1, we 

operate within a genuine-but-curious scenario, where the two 
involved cloud platforms 𝐶1and 𝐶2 are non-colliding and 
adhere strictly to the protocol specifications. 𝐶2 hosts sk 
(secret key) and does not share it with anyone whereas 𝐶1 , 𝐶2 
and the querying user know the public key pk. 

User data is encrypted and stored securely on 𝐶1. kNN 
operations, including distance calculation and classification, 
are performed entirely on 𝐶1, ensuring that sensitive 
information remains within a single secure environment. 

 
Fig. 1. Two cloud architecture setup. 

For operations requiring additional computational 
resources, such as multiplication or comparison, 𝐶1sends 
encrypted data in a randomized format to 𝐶2. This randomized 
data prevents the exposure of sensitive information during the 
transmission and execution of these operations on 𝐶2. Upon 
receiving the encrypted data, 𝐶2 performs the necessary 
operations and returns the results to 𝐶1. The results are de-
randomized on 𝐶1, ensuring that the true outcomes are 
obtained without compromising on data privacy and 
confidentiality. 

The utilization of kNN within this two-cloud architecture 
facilitates privacy-preserving data mining operations in cloud 
environments. By encrypting data and performing all 
encrypted operations on 𝐶1, sensitive information remains 
protected. Role of 𝐶2 is specific to performing operations on 
randomized and shuffled data therefore, minimizing the risk of 
data breaches and unintended knowledge gain. The secure 
interaction between 𝐶1and 𝐶2 ensures that privacy is 
maintained throughout the outsourced classification process. 

A. Privacy Preserving Euclidean Distance Protocol 

Encrypted squared Euclidean distance is computed by this 
protocol. These encrypted distances are determined by 
computing difference between an encrypted user query, 
𝐸𝑝𝑘(𝑞)  and each encrypted dataset instance, denoted as 

𝐸𝑝𝑘(𝑡𝑖). Here, i is between 1 and n, and n represents total 

instances in dataset. Both 𝐸𝑝𝑘(𝑡𝑖) and 𝐸𝑝𝑘(𝑞) have m number 

of attributes. 𝐶2 holds sk (secret key) and does not share it 
with anyone where as 𝐶1 , 𝐶2 and the querying user know the 
public key pk. 

The protocol employs parallelization via multiprocessing 
to expedite results. Additionally, it employs randomization for 
all intermediate operations necessitating interactions with 𝐶2. 
In this process, the encrypted dataset values are randomized 
with an encrypted random number using the Paillier additive 
property [28], and the obtained result is later de-randomized. 
This approach guarantees that even if certain data points 
undergo decryption on 𝐶2, they are presented in a randomized 
manner, thereby preventing complete exposure of any data 
point to 𝐶2. 

Algorithm-A: PPED(𝐸𝑝𝑘(X),𝐸𝑝𝑘(Y)){𝐸𝑝𝑘(𝑑1),.., 𝐸𝑝𝑘(𝑑𝑛)} 

Require: 𝐶1 has 𝐸𝑝𝑘 (X) and 𝐸𝑝𝑘 (Y); 𝐶2has sk 

       On 𝐶1: 

1. for i = 1 to n do 

2.   for j = 1 to m do 

3.      𝐸𝑝𝑘 (xij − yj) ←𝐸𝑝𝑘 (xij) * 𝐸𝑝𝑘 (yj) N−1 mod N2  
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        (parallelization is used to compute attribute-wise      

        differences concurrently) 

 

4.    end for 

5.   Generate random number r ∈ ZN 

6.   u ← ∑𝑗=1
𝑚 𝐸𝑝𝑘 (xij − yj)  

7.   send R← u * 𝐸𝑝𝑘 (r) mod N2  to C2 

       On 𝐶2: 

8.    uꞌ ←𝐷𝑠𝑘(𝑅) 

9.    v ←𝑢ꞌ ∗  𝑢ꞌ  mod N 

10.    vꞌ ←𝐸𝑝𝑘 (v) 

11.    send vꞌ to C1 

       On 𝐶1: 

12.  rꞌ= r * r 

13. p= u2r mod N2 

14. pꞌ ← vꞌ * 𝐸𝑝𝑘(rꞌ) N−1 mod N2 

15.   𝐸𝑝𝑘(𝑑𝑖)← 𝐸𝑝𝑘 ((xi − y)2) ← 𝑝ꞌ * 𝑝 N−1 mod N2 

(parallelization is used to concurrently compute the encrypted 

squared Euclidean distances for all instances) 

16. end for 

17. return {𝐸𝑝𝑘(𝑑1),...., 𝐸𝑝𝑘(𝑑𝑛)} 

A vector 𝐸𝑝𝑘(Y) having user’s encrypted query attributes, 

and a data-frame 𝐸𝑝𝑘 (X) having attribute-wise encrypted 

instances from the dataset are used as inputs for the PPED 
protocol. Using PPED protocol, 𝐶1 and 𝐶2 jointly compute a 
vector having encrypted distances corresponding to each 
encrypted dataset instance. 

This protocol implements parallelism in two phases. In the 
first phase the attribute-wise difference between each 
attributes of the user query and corresponding attribute of a 
given dataset instance is computed concurrently. In the second 
(outer) phase, the encrypted squared difference 𝐸𝑝𝑘(𝑑𝑖) 

(i. e. 𝐸𝑝𝑘((xi − y)2)) is concurrently computed for all instances 

of the dataset. During implementation this concurrency is 
achieved by using threading in Python. Thus, efficiency is 
improved significantly through these concurrent executions. 
Moreover, with additional computing resources such as multi-
core processors, the PPED protocol can also be run in parallel 
to simultaneously compute the encrypted squared differences. 
We use parallelization for independently computing the 
attribute-wise differences for each ith instance and also for 
overall execution of PPED algorithm across n instances as 
each squared distance can be independently computed for all n 
instances. At the end of PPED protocol, the resulting vector of 
encrypted distances is only available to 𝐶1 however, these 
distances remain encrypted. 

B. Privacy Preserving Shuffle Protocol (PPSP) 

In order to get the k nearest neighbours for the encrypted 
user query, we need to find the k minimum encrypted 
distances from amongst the vector of encrypted squared 
differences generated by PPED protocol. Since, these distance 
values are encrypted, the k minimum distances cannot be 
found directly by 𝐶1. The immediate solution is to send the 
vector of encrypted squared differences to 𝐶2 so that 𝐶2 can 
decrypt them with the secret key and then the squared 
differences could be compared in plaintext to get the required 

k minimum distances. However, this will reveal all the 
original distance values to 𝐶2 and 𝐶2 also gets to know which 
dataset records correspond to the selected k minimum 
distances. So, another solution which avoids this data leakage 
issue is to randomize the original distances at 𝐶1 using 
additive homomorphic property and then send these 
randomized encrypted squared differences to 𝐶2 for 
comparison. This solves the data leakage issue as the original 
distances are not revealed to 𝐶2 but 𝐶2 still gains knowledge 
about which k records from the dataset are selected as the 
nearest neighbours. 

Algorithm-B: PPSP (D)  Dꞌ 

Require: 𝐶1 has D← {𝐸𝑝𝑘 (𝑑1 + 𝑟),.., 𝐸𝑝𝑘 (𝑑𝑛 + 𝑟) } 

       On 𝐶1: 

1. n ← length_of (D) 

2. for i = n-1 to 1 do 

3.       Generate a random integer j , where 0 ≤ j  ≤ i 

4.       temp = D[i] 

            D[i] = D[j] 

            D[j] = temp 

5. end for 

6. return Dꞌ← securely permuted vector of randomized 

encrypted squared differences 

Although, 𝐶1and 𝐶2 are non-colliding but revealing such 
data access patterns to C2 can be potentially malicious. Hence, 
we propose a privacy preserving shuffle protocol (PPSP) that 
performs random permutation with the randomized encrypted 
squared differences before sending them to C2 for comparison. 
Since, PPSP applies the random permutation directly on 
encrypted data, at the end of the protocol C1 does not gain any 
information about the randomized encrypted squared 
differences. Moreover, C2 remains unaware about the 
sequence of the randomized encrypted squared differences it 
receives from C1 for comparison, as intermediate steps are not 
revealed. Thus, by utilizing proposed PPSP protocol before 
determining the k minimum encrypted distances, C2 does not 
gain any knowledge about which k records from the dataset 
get selected as the target nearest neighbours and data access 
patterns are preserved. 

C. Privacy Preserving k-Minimum Distances (PPkMD) 

Protocol 

The objective of PPkMD protocol is to determine the 
encrypted k nearest neighbours of the encrypted user query 
such that the corresponding original dataset records are not 
revealed to either of the clouds (i.e.𝐶1 or 𝐶2). Also, the 
intermediate results must be either encrypted or such that they 
must not lead 𝐶1 or 𝐶2 to gain any knowledge about the 
original values to avoid disclosure of data access patterns. The 
protocol takes a vector ‘v’ as input and each element of v is an 
object having three encrypted values namely, encrypted 
dataset record identifier 𝐸𝑝𝑘(𝑖𝑑𝑖), encrypted distances (i.e. 

squared difference) 𝐸𝑝𝑘(𝑑𝑖) and corresponding encrypted 

class label 𝐸𝑝𝑘(𝑐𝑖). So, v= {(𝐸𝑝𝑘(𝑖𝑑1), 𝐸𝑝𝑘(𝑑1), 𝐸𝑝𝑘(𝑐1)), 

..,(𝐸𝑝𝑘(𝑖𝑑𝑛),𝐸𝑝𝑘(𝑑𝑛),𝐸𝑝𝑘(𝑐𝑛))} 
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The protocol begins with 𝐶1 generating random integer r 
from 𝑍𝑁, and randomizes vector v by homomorphically 
adding 𝐸𝑝𝑘(𝑟) to 𝐸𝑝𝑘(𝑖𝑑𝑖), 𝐸𝑝𝑘(𝑑𝑖) and 𝐸𝑝𝑘(𝑐𝑖) of each 

element of v This gives us an encrypted randomized vector, vꞌ. 
This vꞌ vector is shuffled using PPSPm protocol before it is 
transmitted to 𝐶2. PPSPm is a variant of above proposed PPSP 
protocol used for shuffling the vector vꞌ, where vꞌ[i]= 
(𝐸𝑝𝑘(𝑖𝑑ꞌ𝑖), 𝐸𝑝𝑘(𝑑ꞌ𝑖), 𝐸𝑝𝑘(𝑐ꞌ𝑖)) and 1 ≤ i  ≤ n. Thus, PPSPm 

receives vꞌ and shuffles it such that position of each element 
vꞌ[i] is changed. Then, the shuffled vector V is sent to 𝐶2. 

𝐶2 decrypts V to get a plaintext but randomized vectors V ꞌ. 
Now, 𝐶2 constructs a min-heap with the randomized distances, 
V ꞌ[i].dꞌ , where 1≤ i ≤n and each node in the heap comprises 
of (V ꞌ[i].idꞌ , V ꞌ[i].dꞌ  , V ꞌ[i].cꞌ ) i.e. an element of vectors 
V ꞌ. Since, the randomized distance value present at the root 
node of the min-heap is always the smallest value, we pop the 
root node from the heap to get the first amongst the k nearest 
neighbours. Similarly, we pop the heap to get all the 
remaining nearest neighbours and store them in vector Kmin. 
As the min-heap is built with randomized distance values and 
each node in the heap structure has only randomized values, 
𝐶2 does not gain any information about original values. Also, 
since the randomized elements are already shuffled, therefore 
𝐶2 neither learns about their order nor it is able to determine 
which k records from the dataset were selected as the nearest 
records to the query. Moreover, the identifiers are also 
randomized and shuffled which avoids revealing any data 
access patterns. 𝐶2 then encrypts the vector Kmin to get 
encrypted vector Kminꞌ and sends it to 𝐶1. 

Then, 𝐶1 de-randomizes Kminꞌ using the paillier additive 
property [28] to get the original encrypted k nearest elements 
in vector vmin. Since, every step at 𝐶1 involves only encrypted 
data, no information is revealed to 𝐶1. 

Algorithm-C: PPkMD (v)  vmin 

Requires:𝐶1 holds v= {(𝐸𝑝𝑘(𝑖𝑑1),𝐸𝑝𝑘(𝑑1),𝐸𝑝𝑘(𝑐1)),…, (𝐸𝑝𝑘(𝑖𝑑𝑛), 

𝐸𝑝𝑘(𝑑𝑛), 𝐸𝑝𝑘(𝑐𝑛))} and 𝐶2 holds the secret key sk. 

       On 𝐶1: 

1. Generate random integer r 𝜖 𝑍𝑁 and encrypt it, 𝐸𝑝𝑘(r) 

2. Build randomized vector vꞌ by adding 𝐸𝑝𝑘(r) to each 

element of v : 

3. for i = 1 to n do 

4.     𝐸𝑝𝑘(𝑖𝑑ꞌ𝑖) = 𝐸𝑝𝑘(𝑖𝑑𝑖) ∗ 𝐸𝑝𝑘(𝑟) mod N2 

5.      𝐸𝑝𝑘(𝑑ꞌ
𝑖
) = 𝐸𝑝𝑘(𝑑𝑖) ∗ 𝐸𝑝𝑘(𝑟) mod N2 

6.      𝐸𝑝𝑘(𝑐ꞌ
𝑖
) = 𝐸𝑝𝑘(𝑐𝑖) ∗ 𝐸𝑝𝑘(𝑟) mod N2 

7. end for 

8. So we have, encrypted randomized vector as, vꞌ= 

{(𝐸𝑝𝑘(𝑖𝑑ꞌ1),𝐸𝑝𝑘(𝑑ꞌ1),𝐸𝑝𝑘(𝑐ꞌ1)),…,(𝐸𝑝𝑘(𝑖𝑑ꞌ𝑛), 𝐸𝑝𝑘(𝑑ꞌ𝑛), 

𝐸𝑝𝑘(𝑐ꞌ𝑛))}  

9. V ← PPSPm(vꞌ) to shuffle all elements in vꞌ 

10. Send shuffled vector V to 𝐶2 

On 𝐶2: 

11. Decrypt all elements in V using sk such as, 

12. for i = 1 to n do 

13.   V ꞌ[i]←( 𝐷𝑠𝑘(𝑉[𝑖]. 𝑖𝑑ꞌ), 𝐷𝑠𝑘(𝑉[𝑖]. 𝑑ꞌ), 𝐷𝑠𝑘(𝑉[𝑖]. 𝑐ꞌ) ) 

14. end for 

15. Construct a min-heap based on randomized distances V 

ꞌ[i].dꞌ, where 1≤ i ≤n and each node in the heap comprises 

of (V ꞌ[i].idꞌ, V ꞌ[i].dꞌ , V ꞌ[i].cꞌ) 

16. for i = 1 to k do 

17.   Kmin[i] ← pop the root node from the min-heap 

18. end for 

19. Vector Kmin is encrypted using pk such as, 

20. for i = 1 to k do 

21.    Kminꞌ[i] ←(𝐸𝑝𝑘(Kmin[i] . 𝑖𝑑ꞌ), 𝐸𝑝𝑘(Kmin[i] . 𝑑ꞌ),   

𝐸𝑝𝑘(Kmin[i] . 𝑐ꞌ) ) 

22. end for 

23. Send encrypted vector Kminꞌ to 𝐶1 

On 𝐶1: 

24. Receive Kminꞌ from 𝐶2 and get the de-randomized vector 

vmin : 

25. for i = 1 to k do 

26.     𝐸𝑝𝑘(𝑖𝑑min _𝑖) =Kminꞌ[i] . 𝑖𝑑ꞌ ∗ 𝐸𝑝𝑘(𝑟)𝑁−1 mod N2    

27.     𝐸𝑝𝑘(𝑑min _𝑖) =Kminꞌ[i] . 𝑑ꞌ ∗ 𝐸𝑝𝑘(𝑟)𝑁−1 mod N2    

28.     𝐸𝑝𝑘(𝑐min _𝑖) =Kminꞌ[i] . 𝑐ꞌ ∗ 𝐸𝑝𝑘(𝑟)𝑁−1 mod N2    

29. end for 

30. So, we have the encrypted k nearest neighbours in vmin as,  

31. return vmin = 

{(𝐸𝑝𝑘(𝑖𝑑min _1),𝐸𝑝𝑘(𝑑min _1),𝐸𝑝𝑘(𝑐min _1)),…, 

(𝐸𝑝𝑘(𝑖𝑑min _𝑘), 𝐸𝑝𝑘(𝑑min _𝑘), 𝐸𝑝𝑘(𝑐min _𝑘))} 

D. Privacy Preserving Frequency Counting (PPFC) Protocol 

The list of encrypted class labels of the dataset is also 
outsourced to 𝐶1 along with the EDB. 
V=(𝐸𝑝𝑘(𝑐1),…., 𝐸𝑝𝑘(𝑐𝑤)) denotes the encrypted class labels 

list held by 𝐶1.Hence, we have definite class labels (i.e. w). 
Also, at the end of PPkMD protocol, 𝐶1 holds the encrypted 
class labels corresponding to the k- nearest records. Let these 
class labels be denoted as, U= (𝐸𝑝𝑘(𝑐1),…., 𝐸𝑝𝑘(𝑐𝑘)). The 

goal of PPFC protocol is to compute the frequency of 
occurrence for each class label in EDB in privacy preserved 

manner i.e. 𝐸𝑝𝑘(𝑓(𝑐𝑗)), where 1 ≤ j ≤ w. 

PPSPf is another variant of the proposed PPSP protocol 
used for shuffling vector 𝐺𝑖, where 1 ≤ i  ≤ k, which comprises 
of encrypted randomized class label difference values. Then, 
the shuffled matrix Gꞌ is sent to 𝐶2. This ensures that 𝐶2 does 
not learn anything about which randomized difference value in 
Gꞌ corresponds to which class label. The inverted matrix I 
received from 𝐶2 is then de-shuffled using the reverse 
permutation protocol PPSPꞌf . Finally, the column-wise 
homomorphic addition of matrix Iꞌ gives the encrypted 
occurrence frequency of class label 𝑐𝑗 , where 1 ≤ j ≤ w. 

Algorithm-D: PPFC (U,V) F={𝐸𝑝𝑘(𝑓(𝑐1)),… 𝐸𝑝𝑘(𝑓(𝑐𝑤))} 

Requires:𝐶1 holds U= {𝐸𝑝𝑘(𝑐min _1), ..,𝐸𝑝𝑘(𝑐min _𝑘)} and V= 

{𝐸𝑝𝑘(𝑐1), ..,𝐸𝑝𝑘(𝑐w)} 

On 𝐶1: 

1. for 1 ≤ i ≤ k 

2.    for 1 ≤ j ≤ w 

3.        𝐺𝑖,𝑗 = 𝐸𝑝𝑘(𝑐𝑗) ∗  𝐸𝑝𝑘(𝑐min _𝑖)
𝑁−1

  

4.        Generate a random integer 𝑡𝑖,𝑗 ∈ ZN 

5.       𝐺ꞌ𝑖,𝑗  = 𝐺𝑖,𝑗
𝑡𝑖,𝑗  

6.    end for 

7. Gꞌi ←PPSPf (𝐺ꞌ𝑖) to shuffle all elements of 𝐺ꞌ𝑖 

8. end for 

9. Send shuffled matrix Gꞌ to 𝐶2  
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On 𝐶2: 

10. for 1 ≤ i ≤ k 

11.   for 1 ≤ j ≤ w 

      if  𝐷𝑠𝑘(𝐺ꞌ𝑖,𝑗) = 0 

             𝐼𝑖,𝑗 = 𝐸𝑝𝑘(1) 

     otherwise, 𝐼𝑖,𝑗 = 𝐸𝑝𝑘(0) 

     end if  

12.   end for 

13. end for 

14. Send matrix 𝐼 to 𝐶1 

On 𝐶1: 

15. for 1 ≤ i ≤ k 

16.  Iꞌi ←PPSPꞌf (𝐼𝑖) to de-shuffle all elements of 𝐼𝑖 

17. end for 

18. for 1 ≤ j ≤ w 

19.  F[j] ← 𝐸𝑝𝑘(𝑓(𝑐𝑗)) = ∏ 𝐼ꞌ𝑖,𝑗
𝑘
𝑖=1    

20. end for 

E. Privacy Preserving Max-Frequency (PPMF) Protocol 

The PPFC protocol yields a vector F, that has encrypted 
occurrence (counts) frequencies of all class labels of given 
dataset.  The objective of PPMF protocol is to determine 
which these encrypted frequency values is the largest. The 
class label corresponding to the largest encrypted randomized 
frequency will be the final class label for the user’s query. So, 
PPMF protocol can be similar to the proposed PPkMD 
protocol where 𝐶1 prepares a randomized version of the vector 
Fꞌ, shuffles it using another suitable variant of PPSP protocol 
and sends it to 𝐶2; each element is a pair of randomized 
encrypted class label and corresponding randomized encrypted 

frequency <𝐸𝑝𝑘(𝑐𝑗 + 𝑟), 𝐸𝑝𝑘(𝑓(𝑐𝑗) + 𝑟) >, where 1 ≤ j ≤ w. 

𝐶1 also sends the randomizing factor, r, to the querying user at 
this stage. 𝐶2 decrypts the received vector and now builds a 
max-heap based on the decrypted but randomized and shuffled 
frequency values. Each node in the max-heap comprises of the 
randomized class label and its corresponding randomized 
frequency value. Since, the randomized frequency value 
present at the root node of the max-heap is always the largest 
value; we pop the root node from the heap to get the 
maximum frequency and its corresponding class label, both 
randomized. This is the final but randomized class 
label, (𝑐𝑓𝑖𝑛𝑎𝑙 + 𝑟) for the user query. 𝐶2 sends this randomized 

final class label to the querying user. 

F. Privacy Preserving k-NN Classifcation (PPkC) Protocol 

This protocol serves as the base protocol for performing 
outsourced k-NN classification. It utilizes the above proposed 
privacy preserving protocols as building blocks for classifying 
user queries. The querying user is expected to encrypt all 
query attributes (𝐸𝑝𝑘(𝑦1), . . . , 𝐸𝑝𝑘(𝑦𝑚)) and send it to 𝐶1. Let 

us suppose that the encrypted database (EDB) at 𝐶1 is denoted 
by 𝐸𝑝𝑘(X) and the encrypted user query is 𝐸𝑝𝑘(Y). With these 

inputs, the PPkC protocol starts its execution. 

Algorithm-E: PPkC (𝐸𝑝𝑘(X), 𝐸𝑝𝑘(Y))  

(𝐸𝑝𝑘(𝑐1), . . , 𝐸𝑝𝑘(𝑐𝑘)) 

Requires: 𝐶1 has 𝐸𝑝𝑘(X) and receives 𝐸𝑝𝑘(Y) 

1. {𝐸𝑝𝑘(𝑑1),.., 𝐸𝑝𝑘(𝑑𝑛)}  PPED(𝐸𝑝𝑘(X), 𝐸𝑝𝑘(Y)) 

2. v= {(𝐸𝑝𝑘(𝑖𝑑1),𝐸𝑝𝑘(𝑑1),𝐸𝑝𝑘(𝑐1)),…, (𝐸𝑝𝑘(𝑖𝑑𝑛), 𝐸𝑝𝑘(𝑑𝑛), 

𝐸𝑝𝑘(𝑐𝑛))} 

3. vmin PPkMD (v) 

4. U= {𝐸𝑝𝑘(𝑐min _1), ..,𝐸𝑝𝑘(𝑐min _𝑘)} and  

5. V= {𝐸𝑝𝑘(𝑐1), ..,𝐸𝑝𝑘(𝑐w)} 

6. F  PPFC (U,V) 

7. for 1 ≤ i ≤ w 

8.    F ꞌ[i]= < 𝐸𝑝𝑘(𝑐𝑖), 𝐸𝑝𝑘(𝑓(𝑐𝑖)) > 

9. User receives (𝑐𝑓𝑖𝑛𝑎𝑙 + 𝑟)  PPMF (Fꞌ) 

10. With r received from 𝐶1, the user computes the final class 

label as, (𝑐𝑓𝑖𝑛𝑎𝑙 + 𝑟) − 𝑟   

At the end of PPMF protocol, the querying user receives 
the final randomized class label, (𝑐𝑓𝑖𝑛𝑎𝑙 + 𝑟) from 𝐶2. With r 

received from 𝐶1, the user de-randomizes (𝑐𝑓𝑖𝑛𝑎𝑙 + 𝑟) to 

determine the final class label, 𝑐𝑓𝑖𝑛𝑎𝑙 . 

V. PROTOCOL ANALYSIS 

Although we focus on building an efficient approach for 
outsourced kNN classification, in this section we also 
highlight the effectiveness, security and total privacy 
preservation provided by the proposed protocols. We have 
guaranteed that the final result of all the proposed privacy 
preserving protocols remains encrypted. Additionally, 𝐶2 
works with only random and shuffled values that bear no 
connection to the original data. Furthermore, all computations 
performed on 𝐶2 are consistently sent back to 𝐶1 in encrypted 
format. Hence, at no stage the original data is revealed to 𝐶1 or 
𝐶2. The complexities of the proposed protocols employed in 
the proposed PPkC protocol is presented in Table I. 

TABLE I.  COMPLEXITIES OF PROPOSED PROTOCOLS 

Protocols PPED PPSP PPkMD PPFC 

Complexity O(m logN) O(n) O(k logn) O(kwn) 

A. PPED Analysis 

PPED protocol is carried out with randomization to 
prevent the sum of attribute-wise differences (i.e. u) from 
getting revealed at 𝐶2. The sum of attribute-wise differences is 
randomized using the Paillier additive property [28] at 𝐶1 and 
the randomized value is sent to 𝐶2 for squaring. 𝐶2 decrypts 
the randomized value, computes square of the randomized 
values and then encrypts the square again before sending it to 
𝐶1. 𝐶1 receives the encrypted square of randomized value and 
de-randomizes the square through mathematical formulae and 
homomorphic properties to get the encrypted square of the 
original u value. Hence, the resulting encrypted square of u is 
only available to 𝐶1. Also, the randomizing factor r is only 
known to 𝐶1 so, 𝐶2 does not gain any information about the 
original value of u. 

Parallelization is employed in two phases; firstly for 
computing the attribute-wise difference of each ith instance 
and also for independently computing the n squared distances. 
With parallelization, assuming ideal conditions, these 
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computations can be done in O(m) time for the attribute-wise 
difference and O(n) time for the actual squared distance. The 
de-randomizing step takes O(nlogN) time across all n 
instances, N being the . So with parallelization, the overall 
complexity could be reduced to O(mlogN) if the operations are 
fully parallelized. 

B. PPkMD Analysis 

The encrypted vector v is randomized with an encrypted 
random factor 𝐸𝑝𝑘(r) and then shuffled using PPSPm protocol 

to get vector V at 𝐶1. 𝐶2 then builds the min-heap with the 
decrypted distances but they are randomized and shuffled 
distance values so, 𝐶2 does not gain any information about the 
original distances and access patterns since 𝐶2 takes decisions 
based on randomized and shuffled values and hence, no extra 
information is leaked at 𝐶2. Once 𝐶2 determines the 
randomized k nearest neighbours, 𝐶2 encrypts them and sends 
to 𝐶1. Now, since paillier cryptosystem is semantically secure, 
the cipher texts received by 𝐶1 are not the same as the ones 
which were sent to 𝐶2. Hence, 𝐶1 cannot determine which k 
distances amongst the sent n distances are received as nearest 
distances. Ultimately, no knowledge is acquired by 𝐶1 and 𝐶2 
about the original data during PPkMD protocol. Since, min-
heap is built with O(logn) and k minimum neighbours are to 
be extracted, the overall complexity of the PPkMD is 
O(klogn). 

VI. EXPERIMENTAL RESULTS AND PERFORMANCE 

ANALYSIS 

The various experiments were performed in Google Colab 
environment with an Intel® 2 GHz system having 4 cores, 
RAM of 8 GB and 3 MB Cache Size. We utilized the python 
homomorphic encryption (i.e. phe) library for implementing 
the Paillier cryptosystem in [28] which is required in the 
proposed protocols. Existing privacy preserving solutions also 
use the same cryptosystem so, the performance of the 
proposed PPkN protocol can be easily compared with them. 

We compare the performance of proposed PPkC protocol 
with the recent and state-of-the-art work in [33], [34], [35], 
[41] and [43]. The state-of-the-art privacy preserving solutions 
in [33], [34] and [35] have used datasets the same UCI KDD 
archive’s Car Evaluation dataset [42] in their experimentation. 
To clearly showcase the improved performance of the 
proposed PPkC protocol, we firstly conducted experimentation 
using the same Car Evaluation dataset [42] having 1728 
records and six attributes. 

For extensive performance evaluation of proposed PPkC 
protocol with huge dataset and comparison with the most 
recent work in studies [41] and [43] we used a suitable scaled 
version of the Car Evaluation dataset in experimentation 
having 10000 records and six attributes. All the above 
mentioned recent solutions have used different hardware 
specifications while performing the performance evaluation of 
their privacy preserving protocols. 

We encrypted both datasets firstly keeping the key size as 
512 bits and then as 1024 bits (i.e. K=512/1024), and also 
varied the values for the nearest neighbours i.e. k and the 

number of records i.e. n to evaluate the performance of 
proposed PPkN protocol. 

A. Experimental Analysis 

1) Performance of proposed protocols with varying key 

size (K): The below figures illustrate the execution time (in 

seconds) required by each of the proposed component 

protocols namely PPED, PPkMD, PPFC, PPMF along with 

the total execution time taken by PPkC while using datasets 

encrypted with key size (K) as 512 and 1024 and k= 5. The 

execution time of PPSP is inclusive in time taken by above 

mentioned protocols. The protocols are listed on the x-axis, 

while the y-axis represents the execution time in seconds.  

Fig. 2 illustrates the execution time required by all 
protocols when the Car Evaluation dataset (dataset-1) is 

encrypted with a key size of 512 and 1024 bits. It is clearly 
observed that the PPED requires more time as compared to 
other component protocols with relatively insignificant time 
requirements. 

 
Fig. 2. Execution time of proposed protocols with encrypted Car Evaluation 

dataset (K= 512, 1024, n=1724). 

Fig. 3 illustrates the execution time required by all 
protocols when the scaled Car Evaluation dataset (dataset-2) is 

encrypted with a key size of 512 and 1024 bits. As the number 
of data records are more in this scaled dataset, the execution 
time taken by all the component protocols is relatively more. 
However, the growth in time required by PPkMD, PPFC, 
PPMF protocols is insignificant. 

 
Fig. 3. Execution time of proposed protocols with encrypted Scaled Car 

Evaluation dataset (K= 512, 1024, n=10000). 
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TABLE II.  SUMMARY OF EXECUTION TIME (SEC) OF COMPONENT 

PROTOCOLS  WITH BOTH DATASETS 

Protocols PPED PPkMD PPFC, PPMF 
Total 

(PPkC) 

Dataset-2 (K= 512) 153.2 29.5 0.42 0.09 183.21 

Dataset-2 (K= 1024) 360.76 63.07 1.01 0.22 425.06 

Dataset-1 (K= 512) 29.3 5.1 0.07 0.01 34.48 

Dataset-1 (K= 1024) 63.77 12.27 0.18 0.04 76.26 

Table II shows the summary of execution time incurred by 
all proposed component protocols during the user query 
classification with both Car Evaluation dataset and its scaled 
version having 1724 and 10000 records, respectively, 
encrypted under key sizes (K) of 512 and 1024 bits. 

TABLE III.  DATA TRANSFERRED DURING QUERY CLASSIFICATION USING 

PPKC 

K  (bits) Data Transferred (MB) 

 k= 5 k= 10 k= 15 k= 20 k= 25 

512 18.366 25.827 33.355 40.822 48.0 

1024 35.587 50.217 64.834 79.474 94.224 

Table III shows the data transferred (in Megabytes) during 
user query classification using the proposed PPkC protocol in 
the two cloud setup with the Car Evaluation dataset encrypted 
under key sizes (K) 512 and 1024 bits. The table presents the 
data transferred for various values of k i.e. number of 
neighbours considered. 

2) Performance of proposed protocols with varying 

number of nearest neighbours (k): We examined the execution 

time required by each of the proposed component protocols 

and also the total execution time taken by PPkC algorithm 

while varying values of number of neighbours (i.e. k) with 

encrypted Car Evaluation dataset using key size of 512. Across 

all component protocols a consistent pattern of constant 

execution times is maintained as the value of k is increased 

from 5 to 25. Hence, the total execution time of proposed 

PPkC protocol remains almost constant when k is changed 

from 5 to 25. Fig. 4 shows this merit of consistent pattern of 

constant execution times for all proposed protocols while 

varying k. 

 
Fig. 4. Constant execution time of proposed protocols under varying values 

of k. 

TABLE IV.  SUMMARY OF EXECUTION TIME (SEC) OF PROPOSED 

COMPONENT PROTOCOLS UNDER VARYING VALUES OF K 

 PPED PPkMD PPFC PPMF PPkC 

k= 5 29.3 5.1 0.07 0.01 34.48 

k= 10 29.3 5.18 0.11 0.01 34.59 

k= 15 29.3 5.24 0.18 0.01 34.73 

k= 20 29.3 5.35 0.29 0.01 34.95 

k= 25 29.3 5.51 0.4 0.01 35.22 

Table IV clearly indicates that increase in the number of 
neighbours considered for query classification (i.e. k) does not 
affect the execution time of proposed PPkC protocol which is 
a significant achievement. On other hand, when compared 
with recent privacy preserving solutions, the execution time of 
protocols in [34] and [41] grows linearly along with increasing 
value of k. Although the execution time of protocol in [33] 
remains almost constant while varying k from 5 to 25, still the 
time required is significantly more. This is discussed in detail 
in the comparative analysis section. 

B. Comparative Analysis 

The existing recent privacy preserving solutions in [33], 
[34], [35], [41] and [43] are compared with proposed PPkC 
protocol. The performance of proposed PPkC protocol is 
examined in terms of its execution time by varying the number 
of records (n) and the number of nearest neighbours 
considered (k) during the outsourced classification. For fair 
analysis, the execution time of PPkC protocol is compared 
with execution time of protocols in [33], [34] and [35] under 
above stated varying parameters and using the UCI KDD 
archive’s Car Evaluation dataset [42] having 1728 records, 6 
attributes and 4 unique classes. Size of encryption the key (K) 
used in [33], [34] and [35] is 1024 bits and hence, we maintain 
the same in our experiment. 

Additionally, for extensive performance evaluation with 
much larger dataset, the comparative analysis on the execution 
time of proposed PPkC protocol and that of the most recent 
protocols in [41] and [43] is made under same varying 
parameters while using the SMOTE [40] based scaled version 
of the Car Evaluation dataset having 10000 records and 6 
attributes. Size of the encryption key (K) used in [41] and [43] 
is 512 bits and hence, to maintain fairness we use the same 
key size in experiment with the scaled dataset. 

1) Analysis with the car evaluation dataset: The state-of-

the-art prior work in [33], [34] and [35] used the Car 

Evaluation dataset [42] encrypted with key size (K) of 1024 

bits in their experimentations. Hence, for fairness of 

comparison we have also used the same encrypted dataset in 

experiments with the proposed PPkC approach. The results on 

the execution time and performance of proposed PPkC 

protocol under varying parameter of n and k are compared 

with state-of-the-art prior work. Table V shows the execution 

time required by proposed PPkC protocol as compared to 

other state-of-the-art protocols when varying the nearest 

neighbours i.e. k, from 5 to 25. 
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TABLE V.  EXECUTION TIME (SEC) OF PPKC AND OTHER STATE-OF-THE-
ART PROTOCOLS WITH VARYING VALUES OF K (WITH N=1724, K=1024) 

 k= 5 k= 10 k= 15 k= 20 k= 25 

proposed 

PPkC 
76.26 76.61 76.9 77.37 77.82 

Park et al. 

(2020) [33] 
249.6 249.6 249.6 249.6 249.6 

Liu et al. 

(2019) [34] 
181.14 375.18 560.52 728.46 923.28 

Wu et al. 

(2018) [35] 
53.34 56.58 60.3 63.18 65.82 

 
Fig. 5. Comparison on execution time of PPkC and existing state-of-the-art 

protocols with varying k using Car evaluation dataset. 

Fig. 5 shows the analysis of execution time on the 
encrypted Car evaluation dataset with key size 1024 bits under 
varying values k. The running time of proposed PPkC varies 
from 76.26 to 77.82 seconds when the number of neighbours 
are changed from 5 to 25, respectively. Since, execution time 
of proposed approach remains almost constant so, we can 
significantly establish that the performance of proposed PPkC 
protocol is not much affected by changes in k. When k=25, the 
time taken for execution by PPkC protocol is 77.82 seconds 
which shows that it performs 11.86 times (i.e. 91.57 %) better 
than the SKC protocol in [34],  3.21 times (i.e. 68.82 %) better 
than the PkNC protocol in [33] and just 1.18 times less better 
than the PPKC protocol in [35]. As indicated by Table III, the 
memory usage of the PPkC protocol increases gradually with 
an increase in value of k but, so is the case with the other 
compared protocols. In fact, except protocol in [35] all the 
other compared protocols require more memory than proposed 
PPkC protocol when using key size of 1024 bits and with 
varying values of k. 

Table VI shows the execution time required by proposed 
PPkC protocol as compared to other state-of-the-art protocols 
when varying the number of records i.e. n, from 500 to 1724. 

TABLE VI.  EXECUTION TIME (SEC) OF PPKC AND OTHER STATE-OF-THE-
ART PROTOCOLS WHILE VARYING N (WITH K=25, K=1024) 

 n= 500 n= 1000 n= 1500 n= 1724 

our PPkC 22.58 45.12 67.66 77.82 

Park et al. (2020) [33] 72.2 144.4 216.6 249.6 

Liu et al. (2019) [34] 267.77 535.54 803.31 923.28 

Wu et al. (2018) [35] 19.08 38.16 57.24 65.82 

 

Fig. 6. Comparison on execution time of PPkC and existing state-of-the-art 

protocols with varying n using Car evaluation dataset. 

Fig. 6 shows the analysis of execution time on the 
encrypted Car evaluation dataset with key size 1024 bits under 
varied number of records i.e. n, from 500 to 1724. The 
running time of proposed PPkC varies from 22.58 to 77.82 
seconds when n is changed from 500 to 1724, respectively. 
Since, execution time drops significantly with proposed PPkC 
approach even while varying the number of records so, we can 
clearly establish that the performance of proposed protocol is 
much better than that of PkNC protocol and SKC protocol in 
[33] and [34], respectively. When n=1724, the time taken for 
execution by PPkC protocol is 77.82 seconds which shows 
that it again performs 11.86 times (i.e. 91.57 %) better than 
the SKC protocol in [34],  3.21 times (i.e. 68.82 %) better than 
the PkNC protocol in study [33] and just 1.18 times less better 
than the PPKC protocol in study [35]. However, protocol in 
[35] only aims at determining the class labels corresponding to 
k nearest records instead of providing the final class for user’s 
query. It also reveals the k nearest class labels to the querying 
user, which does not satisfy the privacy requirements as stated 
in study [29]. 

2) Analysis with the scaled Car Evaluation dataset: In the 

literature survey, we observed that the performance of many 

existing privacy preserving classification protocols has 

depleted when they were tested with huge datasets. 

Specifically, the execution time of even the most recent 

protocols in [41] and [43] grows linearly while varying the 

number of records (n) due to the linear growth in 

computational cost. So, for extensive performance evaluation 

of proposed PPkC protocol we conducted experiments with 

the SMOTE [40] based scaled version of the Car Evaluation 

dataset which is a much larger dataset having 10000 records. 

Table VII shows the execution time required by PPkC 

protocol as compared to the most recent protocols in [41] and 

[43] when varying the nearest neighbours i.e. k, from 5 to 20. 

Fig. 7 shows the comparative analysis on execution time of 
proposed PPkC with the most recent protocols in [41] and [43] 
using the scaled Car evaluation dataset encrypted with key 
size of 512 bits under varying values k. When n=10000 and 
the number of neighbours are changed from 5 to 20, the 
running time of proposed PPkC varies from only 183.21 to 
184.68 seconds, respectively whereas the running time of [41] 
ranges from 60.32 to 202.12 seconds. Since, execution time of 
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proposed approach remains almost constant with scaled 
dataset also, we can significantly establish that even with huge 
datasets the performance of proposed PPkC protocol is not 
much affected when k is increased. Same is the case with the 
protocol in [43], its run time is also almost independent of k. 
However, the runtime of PPkC protocol is nearly 5 times 
better than that of protocol in [43]. When k=20, the time taken 
for execution by proposed PPkC protocol is 184.68 seconds 
which shows that it performs 9.96 % better than the protocol 
in study [41]. Also, it is worth observing that the execution 
time of protocol in [41] grows linearly with increasing value 
of k whereas it remains almost constant for proposed PPkC 
protocol across all values of k. 

TABLE VII.  EXECUTION TIME (SEC) OF PPKC AND RECENT EFFICIENT 

PROTOCOLS WITH VARYING VALUES OF K (K= 512) 

 
with n= 10000 with n= 6000 

proposed 

PPkC 

Kim et al. 

(2022) [41] 

proposed 

PPkC 

Wang et al. 

(2024) [43] 

k= 5 183.21 60.32 103.24 600.26 

k= 10 183.93 98.22 104.53 600.33 

k= 15 184.32 135.87 104.77 601.67 

k= 20 184.68 202.12 104.94 602.88 

 
Fig. 7. Comparative analysis on execution time with varying k using the 

scaled dataset. 

Table VIII shows the execution time required by proposed 
PPkC protocol as compared to the most recent protocols in 
[41] and [43] when varying the number of records i.e. n, from 
2000 to 10000. 

TABLE VIII.  EXECUTION TIME (SEC) OF PPKC AND RECENT EFFICIENT 

PROTOCOLS WITH VARYING VALUES OF N (WITH K=10, K= 512) 

 Proposed PPkC 
Kim et al.  

(2022) [41] 

Wang et al. 

(2024) [43] 

n= 2000 39.12 22.44 240 

n= 5000 87.1 56.11 480 

n= 10000 183.93 98.22 1200 

Fig. 8 shows the analysis of execution time of proposed 
PPkC protocol with the most recent protocols in [41] and [43] 
while using the scaled Car evaluation dataset encrypted with key 
size of 512 bits under varied number of records i.e. n, from 
2000 to 10000. The running time of proposed PPkC varies 

from 39.12 to 183.93 seconds when n is changed from 2000 to 
10000, respectively. Since, execution time drops significantly 
with proposed PPkC approach while using the scaled dataset 
also so, we can clearly establish that the performance of 
proposed protocol is much better than that of the protocol in 
[43]. When n=10000, the time taken for execution by 
proposed PPkC protocol is 183.93 seconds which shows that it 
again performs 6.52 times (i.e. 84.67 %) better than the 
protocol in [43] and just 1.87 times less better than the 
protocol in [41] with increasing value of n. 

 
Fig. 8. Comparative analysis on execution time with varying n using the 

scaled dataset. 

VII. CONCLUSION AND FUTURE SCOPE 

In this paper, we have proposed efficient privacy-
preserving kNN classification approach, named as PPkC 
protocol and its component protocols that leveraging partial 
homomorphic encryption (PHE). Our endeavor focused on 
demonstrating the feasibility and efficacy of PHE in 
safeguarding sensitive data while allowing for kNN 
classification in outsourced environments. 

First and foremost, it is noteworthy that proposed 
protocols are preserving privacy of user’s query, dataset 
values and the final class label. The protocol analysis shows 
that no information is ever disclosed and no knowledge can be 
potentially gained by both the clouds (𝐶1 and 𝐶2) during 
execution of any of the component protocols for performing 
the outsourced k-NN classification on encrypted data. In the 
protocol analysis and implementation, we underscore that the 
proposed enhanced privacy preserving component protocols 
fully adhere to the privacy requirements outlined earlier in this 
paper. Notably, both cloud servers, 𝐶1𝑎𝑛𝑑 𝐶2, are kept 
oblivious to the identities of the database records associated 
with the computed nearest neighbours of the user query. 
Moreover, the intermediate data available to either of the 
clouds consist of encrypted random values or random numbers 
only. Also, the privacy preserving shuffling protocol 
eliminates the risk of 𝐶2 understanding the data accessing 
patterns. 

Furthermore, we explored the possibility of using the heap 
structure firstly to determine the k minimum distances and 
their corresponding class labels and then for finding the class 
label with maximum occurrence frequency. With this we were 
able to significantly reduce the computational overhead 
involved in classifying the encrypted user’s query on 
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encrypted data and hence enhanced the efficiency of the 
overall PPkC protocol. This approach proved instrumental in 
optimizing performance with real-world datasets and also 
particularly in scenarios involving scaled datasets. 

Through the experimental investigations, we have drawn 
several noteworthy conclusions. In the comparative analysis 
on execution time using the Car evaluation dataset and its 
scaled version encrypted with key size 1024 bits and 512 bits, 
respectively it is observed that the running time of proposed 
PPkC remains almost constant while varying values of k from 
5 to 25. Even while varying n the execution time drops 
significantly with proposed PPkC approach with both the 
dataset. Hence, we established that the performance of 
proposed PPkC protocol is independent of variation in k and is 
much better than that of other recent protocols while varying k 
and n. 

In our future work, we plan to utilize fully homomorphic 
encryption (FHE) schemes for working in an encrypted 
environment since it gives access to a wide range of 
operations thereby minimizing communication costs incurred 
in a two-cloud setup. However, its computational overhead 
must be considered as well and efforts must be taken to 
improve the same. 
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Abstract—Proficiency in programming is crucial for driving 

the Fourth Industrial Revolution. Therefore, interest in 

programming needs to be instilled in students starting from the 

school level. While the use of robotics can attract students' interest 

in programming, there is still a lack of research modeling, the 

impact of robotic learning experiences on programming interest 

using a structural equation modeling (SEM) approach. This study 

aims to analyze the structural relationship between interest in 

programming and learning experiences using a specially 

developed robotics module based on Kolb's experiential learning 

model and the programming development phases. An experiment 

involving 76 primary and secondary school students was 

conducted using the robotics module. Data were collected through 

a questionnaire containing 12 questions for five constructs: 

engagement, interaction, challenge, competency, and interest. 

These constructs, which are latent variables, formed the model 

using the partial least squares-SEM technique through the 

SmartPLS 4.0 software. The evaluation of the structural model 

found that the variables of engagement and competency had a 

significant impact on interest in programming, while interaction 

and challenge received low values. The developed model has 

moderate predictive power, indicating that interest in 

programming can be moderately predicted based on students' 

experiences using robots. 

Keywords—Programming; robotics; Structural Equation 

Modeling (SEM); experiential learning; student engagement 

I. INTRODUCTION 

Mastery of programming skills is essential for advancing the 
Fourth Industrial Revolution; however, fostering a genuine 
interest in programming among students at the school level 
continues to pose a considerable challenge. One effective way 
to enhance students' interest in programming is by integrating 
technology in interactive environments, such as using Turtle 
Graphics for vector-based graphics [1] and incorporating robots 
to provide hands-on learning experiences. Robotics education 
has emerged as an engaging avenue for introducing students to 
programming concepts and cultivating computational thinking 
(CT) skills [2] Additionally, a study by [3] demonstrated that 
integrating CT with Educational Robotics (ER) significantly 
enhances students' CT and programming skills. Given that 
robotic learning has the potential to significantly boost interest 
in programming, this approach can contribute to the increase of 
Science, Technology, Engineering, and Mathematics (STEM) 
graduates, a current national priority for many governments 

worldwide, including the United States [4], the UK [5] and 
Malaysia. Despite these efforts, Malaysia has not yet met its 
target ratio of 60:40 for students enrolling in STEM versus non-
STEM programs [6]. 

STEM teachers require educational tools that are affordable, 
hands-on, conceptually engaging, syllabus-aligned, interactive, 
extendable, and suitable for extracurricular activities. While 
some schools have adopted available robotic kits, they face 
challenges such as a lack of syllabus-related modules and the 
need for more extendable resources to maximize the kits' use. 
Moreover, many schools are unable to use robotic kits due to 
funding constraints, limiting their ability to foster interest in 
STEM. To address these issues, our research has developed 
robot prototypes called AkalBot, designed with affordability and 
educational value in mind, selecting Arduino as the main 
component. The accompanying learning module includes 
essential knowledge in computational thinking, such as 
algorithms, to make robotics an accessible and effective tool for 
enhancing programming interest and supporting STEM 
education in Malaysia. However, there remains a notable gap in 
the literature concerning the comprehensive assessment of how 
robotics learning experiences influence students' programming 
interest. This study seeks to address this gap by employing 
structural equation modeling (SEM) to analyze the intricate 
relationships between programming interest and robotics 
learning experiences, drawing on Kolb's experiential learning 
model as a theoretical framework. 

Kolb's experiential learning theory provides a theoretical 
framework for understanding how students acquire and 
internalize knowledge through concrete experiences, reflective 
observation, abstract conceptualization, and active 
experimentation [7]. Applied to robotics education, this theory 
suggests that hands-on activities with robots offer students 
opportunities to engage in concrete experiences, reflect on their 
learning, conceptualize abstract programming concepts, and 
apply their knowledge in practical contexts [8]. This study aims 
to investigate the structural relationships between programming 
interest and robotics learning experiences. Specifically, it seeks 
to assess how student engagement, interaction, challenge, 
competency, and interest within the context of robotics 
education impact programming interest after using the robotic 
module based on Kolb's model and our robot, AkalBot. The 
remainder of this paper reviews related work (Section II), details 
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the research methodology, including the experimental design 
and data analysis techniques (Section III), presents the results of 
the structural model analysis (Section IV), discusses the findings 
(Section V), and offers conclusions (Section VI). 

II. A REVIEW OF RELATED WORK 

The use of robotics as a tool to engage students with 
programming and technology concepts has been extensively 
studied, emphasizing its potential to promote critical thinking 
and creativity. For instance, LEGO Mindstorms has been shown 
to enhance creativity [9], while LEGO WeDo kits have been 
explored for their role in fostering CT. A study investigating the 
effects of LEGO® WeDo and the Scratch programming 
platform on CT skills, grit, and programming abilities among 
undergraduate educational science students revealed notable 
outcomes. Using a quasi-experimental design with a pretest-
posttest approach, the six-week intervention involved 246 
participants (aged 18–23, mean age 20.5 ± 3.37, with a balanced 
gender distribution). The findings demonstrated that participants 
using LEGO® WeDo experienced significant improvements in 
CT skills, exhibited higher levels of grit, and gained a deeper 
understanding of Internet of Things (IoT) project creation. This 
study underscores the educational advantages of tangible robotic 
tools over purely visual programming platforms [10]. 

Building on these findings, the development of a robotic 
module tailored for Malaysian students seeks to replicate these 
educational benefits by introducing a low-cost robotic prototype 
aligned with the Malaysian school curriculum. The objective is 
to leverage similar hands-on, tangible tools to actively engage 
students in STEM learning, fostering deeper understanding and 
sustaining their interest in pursuing STEM programs. To ensure 
its effectiveness, survey feedback from STEM teachers was 
utilized to identify the core requirements for the module, which 
include being engaging, curriculum-based, easy to understand, 
and cost-effective [11]. 

To address this challenge, a customizable module was 
developed using Arduino as the microcontroller and Google’s 
Blockly as the visual editor, with potential for further 
enhancement. A study assessed Malaysian students' perceptions 
of their competency and interest in STEM after engaging with a 
STEM module and building a robotic prototype. Conducted at 
the National Science Centre, Malaysia, this activity aimed to 
address the under-enrollment in STEM programs. The module, 
based on Kolb’s experiential learning theory, incorporated five 
key activities: watching videos, reading materials, assembling 
components, using Blockly for programming, and playing a 
robotic game. The primary goal was to boost STEM interest 
through robotics and educational games. Evaluated through 
qualitative and quantitative case studies with students aged 11 to 
15, the results showed a positive response, with significant 
increases in students' interest in STEM, aligning with the 
Malaysia Education Blueprint 2013-2025 [12] 

In recent years, robots and visual editors have gained 
significant attention for teaching programming and robotics. 
AelE: A Versatile Tool for Teaching Programming and Robotics 
Using Arduino, highlights the role of programming in 
developing problem-solving and abstract thinking skills. 
Arduino boards, popular for their open hardware design and 
educational resources, are commonly programmed through text-

based environments like Arduino IDE or block-based tools such 
as mBlock and Scratch. However, these tools often face 
challenges, such as the need for specific syntax knowledge and 
limited sensor support. To address these, AelE was developed as 
a block-based tool designed to simplify programming for 
students. The tool has been successfully used in diverse 
educational settings, including secondary schools, adult 
education, and prison programs. Students across these contexts, 
regardless of prior knowledge, responded positively to AelE, 
which was found to effectively support various learning 
environments and project types, demonstrating its versatility and 
broad appeal [13]. 

Despite the growing body of research on robotics in 
education, there is still a significant gap in understanding how 
robotics learning experiences impact students' interest in 
programming. This study aims to fill this gap by utilizing SEM 
to explore the complex relationships between students' 
programming interest and their robotics learning experiences, 
with Kolb's experiential learning model serving as the 
theoretical foundation. 

III. MATERIALS AND METHODS 

The methods to model the impact of robotics learning 
experience on programming interest using the structured 
equation modeling approach consists of six main steps. An 
explanation of each step is given below. 

A. Step 1: Forming Variables to Model the Impact 

In order to form variables to model the impact of learning 
experience, existing variables that have been used to analyze 
learning experiences have been investigated. Five variables have 
been used to model the impact of interaction, engagement and 
challenge towards interest and competency in the subject area 
[14]. They have designed hands-on activities for virtual 
computer laboratories based on Kolb’s experiential learning 
cycle. The study in [15] have further used the variables to 
quantitatively analyzed for identifying the impact of the 
experiential activity.  The details of the variables that been used 
to model the impact of using the educational robotic is given 
below: 

 Interaction (ACT): This construct assesses the degree of 
collaboration among students during robotics exercises. 
Working in pairs, students engage in completing tasks, 
tackling new challenges, and jointly reflecting on their 
learning experiences. 

 Engagement (ENG): This construct evaluates students' 
readiness and enthusiasm to participate in and complete 
robotics activities. High engagement is evident through 
active involvement, enthusiasm, and persistence, which 
are essential for deep and effective learning experiences 
in programming. 

 Challenge (CHA): This construct gauges the perceived 
difficulty of the robotics activities from the students' 
perspective. By assessing the complexity and challenge 
level, this measure helps to understand how the tasks 
encourage cognitive development, problem-solving, and 
critical thinking skills. 
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 Competency (CMP): This construct focuses on the 
learning outcomes that students perceive they have 
achieved through robotics activities. Unlike interaction, 
engagement, and challenge, which evaluate the learning 
process, competency reflects the end results, indicating 
students' mastery of programming concepts and their 
confidence in applying these concepts. 

 Interest (INT): This construct measures the increase in 
students' interest and curiosity in programming due to 
robotics activities. Like competency, this construct 
evaluates the outcomes of the learning experience, 
showing how effectively the activities have stimulated 
and maintained students' interest in programming. 

These variables were integrated to form the research model 
as shown in Fig. 1. By integrating these variables into a cohesive 
framework, we can gain valuable insights into the multifaceted 
nature of learning experiences and their impact on students' 
academic outcomes. This framework provides a structured 
approach for examining the interplay between key factors that 
shape students' learning trajectories, laying the groundwork for 
subsequent analyses using structural equation modeling (SEM) 
techniques. Seven hypotheses were developed: 

Hypothesis 1 (H1). Challenge is positively related to 
students’ competency. 

Hypothesis 2 (H2). Challenge is positively related to 
students’ interest. 

Hypothesis 3 (H3). Competency is positively related to 
students’ interest. 

Hypothesis 4 (H4). Engagement is positively related to 
students’ competency. 

Hypothesis 5 (H5). Engagement is positively related to 
students’ interest. 

Hypothesis 6 (H6). Interaction is positively related to 
students’ competency. 

Hypothesis 7 (H7). Interaction is positively related to 
students’ interest. 

 
Fig. 1. Research model. 

B. Step 2: Developing Robotic Module Based on the Selected 

Variables and Kolb’s Learning Model 

The working principle of AkalBot is based on the integration 
of three main components: modules, robot prototypes, and a 
blockly editor. The robotic kit leverages Kolb’s experiential 
learning theory as the foundation for its modules, which also 
integrate computational skills like algorithms. 

The first component is module design. The module design 
captures experience as a resource for learning and development 
[7] through interactive games using robot prototypes. The 
modules are structured according to the four phases of Kolb’s 
learning theory: 

1) Concrete Experience (CE): Students begin with hands-

on exercises, such as programming robots, to gain practical 

experience. 

2) Reflective Observation (RO): Students provide feedback 

on a series of tasks, reflecting on their experiences from the CE 

phase. 

3) Abstract Conceptualization (AC): Students develop 

strategies to win specified games based on provided theoretical 

concepts. 

4) Active Experimentation (AE): Students implement their 

strategies to achieve game objectives. 

These phases are designed to promote deep learning and 
engagement by cycling through practical exercises, reflection, 
strategy formulation, and experimentation. 

The second component is robot prototypes. AkalBot (Fig. 2) 
features low-cost robot prototypes designed with affordability 
and accessibility in mind, making the robotic kit an attractive 
option for schools and higher education institutions. The core 
component of these robots is the Arduino microcontroller board, 
known for its low cost, ease of use, and flexibility. Arduino can 
interact with a variety of components such as buttons, motors, 
LEDs, and GPS modules. The study in [16] highlights several 
advantages of using Arduino in educational robotics. One of the 
key strengths is the ability to load experimental scripts directly 
onto the board’s memory, allowing the Arduino to operate 
independently without the need for continuous interfacing with 
computers or external software. This feature provides complete 
independence, portability, and accuracy in experiments. 
Additionally, Arduino benefits from a large community that 
supports its use by offering numerous hardware add-ons and 
hundreds of free scripts for various projects, making it an 
accessible and versatile tool for educational purposes. Arduino 
is particularly suitable for educational purposes due to the 
abundance of available resources, hardware add-ons, and free 
scripts for various project ideas. 

The third key component of AkalBot is its utilization of a 
block-based editor, which is a visual programming tool 
developed by Google. Modified blocks within this platform 
form AkalBlok (Fig. 3), facilitating a drag-and-drop interface 
that enables students to program the robots without the need to 
delve into intricate programming languages. This visual 
approach aims to captivate primary and secondary students, 
enticing them to explore the realms of robotics and 
programming. Within the AkalBlok platform, students 
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encounter specific blocks tailored for programming Arduino-
related components, neatly categorized into three main types: 
Arduino Parts, Arduino Sensor, and Arduino Motor. 

 

Fig. 2. A robotic prototype named AkalBot. 

 
Fig. 3. A block-based editor named AkalBot. 

AkalBot's overall design revolves around game-based 
activities, wherein students apply control over robot prototypes 
using the block-based editor to create programs. This innovative 
design framework embraces experiential learning theory, 
effectively harnessing hands-on experiences as a facilitator for 
learning and development. By integrating these elements, 
AkalBot emerges as a comprehensive and immersive 
educational tool, adept at augmenting students' programming 
skills and cultivating their interest in the subject matter.  

C. Step 3: Setting Up an Experiment with Students 

In this study, the population consisted of 76 primary and 
secondary school students who participated in an experiment 
designed to assess the impact of a robotics learning module on 
their interest in programming. The robotics module, developed 
based on Kolb's experiential learning model, guided the students 
through different programming development phases. Data were 
collected during the experiment through a questionnaire, which 
consisted of 12 questions focused on five key constructs: 
engagement, interaction, challenge, competency, and interest. 

These constructs were used as latent variables to form the 
structural model, which was analyzed using partial least squares 
structural equation modeling (PLS-SEM) through SmartPLS 4.0 
software. The experiment consisted of five sessions, each lasting 
three hours, designed to evaluate the impact of robotics learning 
on students' programming interest and skills.  

1) Session 1: Pre-Test and Introduction (20 minutes): 

Activity: Students answered pre-test questions to assess their 

initial knowledge of basic robotics and programming concepts. 

This session aimed to establish a baseline for their 

understanding and skills. 

2) Session 2: Introduction to Robotic Kit and a Blok-based 

Editor (30 minutes): Activity: Students were introduced to the 

AkalBot robotic kit and the AkalBlok programming 

environment. This session included a detailed explanation of 

how to use the kit and the drag-and-drop interface of AkalBlok 

to program the robots. 

3) Session 3: Hands-On Robotic Assembly and Initial 

Programming (60 minutes): Activity: Students engaged in the 

assembly of robot prototypes and performed initial 

programming exercises. This session followed the Concrete 

Experience (CE) phase of Kolb's learning theory, where 

students learned through hands-on activities. 

4) Session 4: Reflective Observation and Strategy Planning 

(60 minutes): Activity: Based on their hands-on experiences, 

students reflected on their activities and provided feedback. 

This session corresponded to the Reflective Observation (RO) 

phase, where students analyzed their experiences and planned 

strategies for upcoming tasks. 

5) Session 5: Implementation and Experimentation (60 

minutes): Activity: Students implemented their strategies and 

engaged in further programming to accomplish specific tasks 

using the robots. This session combined the Abstract 

Conceptualization (AC) and Active Experimentation (AE) 

phases, encouraging students to apply theoretical concepts in 

practical scenarios. 

D. Step 4: Collecting Data and Analyzing Model 

The empirical data utilized in this study are considered 
primary as they were directly gathered through a survey 
conducted among students. To assess the effectiveness of the 
robotic educational experience, data collection encompassed a 
combination of quantitative and qualitative methodologies. The 
subsequent steps were followed: 

1) Surveys and Questionnaires: Students filled out surveys 

and questionnaires to provide feedback on their learning 

experiences, engagement, and interest levels throughout the 

experiment. 

2) Observation: Instructors observed student interactions 

with the robotic kit. The measurement model is foundational to 

structural equation modeling (SEM), offering a robust 

assessment of the reliability and validity of the constructs under 

investigation. In addition to assessing convergent validity 

through factor loadings, composite reliability (CR), and 

average variance extracted (AVE), discriminant validity is a 
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critical aspect that ensures the distinctiveness of the constructs 

[17]. 

1) Factor loading: Factor loading examines the strength of 

the relationship between observed variables and their 

corresponding latent constructs. High factor loadings (> 0.70) 

indicate that the observed variables effectively capture the 

underlying constructs [17]. 

2) Composite Reliability (CR): CR assesses the internal 

consistency of a set of indicators for each latent construct. CR 

values exceeding 0.70 indicate satisfactory reliability, implying 

that the indicators consistently measure the underlying 

construct [18]. 

3) Average Variance Extracted (AVE): AVE quantifies the 

proportion of variance captured by a construct's indicators 

relative to measurement error. AVE values > 0.50 indicate 

adequate convergent validity, suggesting that the observed 

variables collectively represent the latent construct effectively 

[19]. 

4) Discriminant validity (Heterotrait-monotrait ratio): 

Discriminant validity examines whether the constructs are 

empirically distinct from one another. The heterotrait-monotrait 

(HTMT) ratio compares the correlations between constructs 

(heterotrait correlations) with the average correlations within 

constructs (monotrait correlations). A threshold value of 0.90 is 

suggested for HTMT ratios to ensure discriminant validity [20]. 

It measures how much more strongly items within the same 

construct are related to each other compared to items across 

different constructs. 

Analyzing the structural model is a crucial step in SEM using 
SmartPLS, as it helps to understand the relationships between 
constructs and validate the hypothesized paths. This step 
involves evaluating various metrics such as path coefficients (β), 
standard errors (SE), t-values, p-values, effect sizes (f²), 
variance inflation factors (VIF), and predictive relevance (Q² 
Predict). The following provides a detailed explanation of each 
component within the context of SmartPLS: 

1) Path Coefficients (β): Path coefficients represent the 

strength and direction of the relationships between constructs, 

ranging from -1 to +1. Positive values indicate positive 

relationships, while negative values indicate negative 

relationships. High absolute values indicate stronger 

relationships. For example, a path coefficient of 0.45 between 

robotics learning experience and programming interest 

suggests a moderate positive relationship [21]. 

2) Standard Error (SE): The standard error measures the 

precision of the estimated path coefficients, indicating how 

much the estimated coefficient would vary from the true 

population value. Smaller SE values indicate more precise 

estimates. For instance, an SE of 0.07 for a path coefficient of 

0.45 suggests that the estimate is quite precise [22]. 

3) t-value: The t-value assesses the statistical significance 

of the path coefficients, calculated by dividing the path 

coefficient by its standard error (t = β / SE). A higher absolute 

t-value indicates stronger evidence against the null hypothesis. 

Typically, a t-value greater than 1.96 is considered significant 

at the 0.05 level. For example, a t-value of 6.43 indicates a 

highly significant relationship [23]. 

4) p-value: The p-value indicates the probability that the 

observed relationship is due to chance. A p-value less than 0.05 

is typically considered statistically significant. For example, a 

p-value <0.001 suggests a very low probability that the 

relationship occurred by chance, thus confirming the 

significance of the path coefficient [17]. 

5) Effect Size (f²): The f² effect size measures the impact of 

a specific exogenous variable on an endogenous variable, 

calculated based on the change in the R² value when the 

exogenous variable is included in the model. Effect size values 

are interpreted as follows: 

a) Small effect: f² = 0.02 

b) Medium effect: f² = 0.15 

c) Large effect: f² = 0.35 For instance, an f² of 0.20 

indicates a medium effect, suggesting that robotics learning 

experience has a moderate impact on programming interest 

[24]. 

6) Variance Inflation Factor (VIF): The VIF assesses 

multicollinearity among the exogenous constructs. High 

multicollinearity can inflate the standard errors and affect the 

reliability of the path coefficients. VIF values greater than 5 

indicate significant multicollinearity. A VIF of 1.15 suggests 

low multicollinearity, indicating that the estimates are reliable 

[17]. 

7) Explained Variance (R²): R² quantifies the proportion of 

variability in the dependent variable explained by the 

independent variables in the model. A high R² value indicates 

that a large portion of the variability in the dependent variable 

is captured by the predictors, suggesting a robust model fit. 

Conversely, a low R² suggests that the predictors fail to explain 

much variability in the dependent variable. According to [24] 

R² values can be categorized as follows: 

a) Weak: R² values between 0.01 and 0.25 

b) Moderate: R² values between 0.26 and 0.49 

c) High: R² values of 0.50 and above 

8) Predictive Relevance (Q² Predict): PLS Predict assesses 

the model’s predictive power by generating predictions for new 

data and comparing them with actual observed values. The key 

metrics include: 

a) Q² Predict: Indicates the predictive relevance of the 

model for a specific endogenous construct. A Q² Predict value 

greater than 0 indicates predictive relevance [25]. 

b) RMSE (Root Mean Squared Error): Evaluates the 

accuracy of the predictions. Lower RMSE values indicate better 

predictive performance. 

c) MAE (Mean Absolute Error): Measures the average 

magnitude of the prediction errors. Lower MAE values indicate 

more accurate predictions. 

9) Decision based on Statistical Analysis: The decision 

indicates whether the hypothesis is supported. If the p-value is 

less than 0.05 and the path coefficient (β) is in the hypothesized 
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direction, the hypothesis is typically considered supported. For 

instance, if β is 0.45, t-value is 6.43, and p-value <0.001, the 

hypothesis that robotics learning experience positively affects 

programming interest is supported [23]. 

IV. RESULTS 

A. Measurement Model 

The measurement model was evaluated to determine the 
reliability and validity of the constructs used in this study. Table 
I presents the factor loadings, composite reliability (CR), and 
average variance extracted (AVE) for the constructs: 
Engagement (ENG), Interaction (ACT), Challenge (CHA), 
Competency (COMP), and Interest (INT). 

TABLE I.  FACTOR LOADINGS, COMPOSITE RELIABILITY (CR), AND 

AVERAGE VARIANCE EXTRACTED (AVE) FOR ENGAGEMENT, INTERACTION, 
CHALLENGE, COMPETENCY, AND INTEREST CONSTRUCTS 

Construct Items 
Factor 

Loading 
CR AVE 

ENG 
ENG1The activity was 

enjoyable. 
0.916 0.795 0.829 

 
ENG2 The activity was 

interesting. 
0.905   

ACT 

ACT1 Asking questions to 
other students. 

0.715 0.751 0.571 

ACT2 Observing other 

students. 
0.742   

ACT3 Discussions with 
other students. 

0.819   

ACT4 Interacting with 

other students. 
0.741   

CHA 
CHA 1 The activity was 
challenging. 

1.000   

COMP 

COMP1 I felt that I learned 

important skills 
0.798 0.738 0.656 

COMP1 I felt a sense of 

accomplishment after 

completing the activity. 

0.807   

COMP1 The activity 
improved my competency 

in the subject area. 

0.824   

INT 

INT1 The activity 

increased my curiosity and 
interest in this area. 

0.901 0.724 0.774 

INT2 The activity 

encouraged me to learn 
more about this topic. 

0.858   

The Engagement construct was assessed through two items: 
"The activity was enjoyable" (ENG1) and "The activity was 
interesting" (ENG2), achieving high factor loadings of 0.916 
and 0.905, respectively. With a composite reliability (CR) of 
0.795 and an average variance extracted (AVE) of 0.829, these 
results demonstrate strong internal consistency and convergent 
validity, confirming reliable measurement of Engagement in this 
study. 

The Interaction construct, measured by four items with 
factor loadings ranging from 0.715 to 0.819, yielded a CR of 
0.751 and an AVE of 0.571. While these figures are acceptable, 
the lower factor loadings suggest the need for item refinement 
to better capture the essence of interaction in robotics learning. 

The Challenge construct was represented by a single item, 
"The activity was challenging" (CHA1), which showed a perfect 
factor loading of 1.000. However, reliance on a single item may 
not fully encompass the multifaceted nature of challenges 
encountered by students. 

For the Competency construct, three items achieved factor 
loadings between 0.798 and 0.824, resulting in a CR of 0.738 
and an AVE of 0.656. These values indicate satisfactory 
reliability and validity, effectively reflecting students' perceived 
learning outcomes from robotics activities. 

Lastly, the Interest construct comprised two items: "The 
activity increased my curiosity and interest" (INT1) and "The 
activity encouraged me to learn more" (INT2), with factor 
loadings of 0.901 and 0.858, respectively. The CR was 0.724 
and the AVE 0.774, confirming robust internal consistency and 
good convergent validity, indicating effective measurement of 
increased interest and curiosity in programming. 

In summary, while Engagement and Interest exhibited strong 
psychometric properties, some constructs, particularly 
Interaction, may benefit from item refinement. Overall, these 
findings affirm the model's effectiveness in capturing critical 
dimensions of the robotics learning experience and its influence 
on programming interest. 

B. Structural Model 

The structural model, as shown in Fig. 4, was assessed to test 
the hypothesized relationships among the constructs. Table II 
presents the results of the hypothesis testing, and Table III 
displays the R² values for the endogenous latent constructs.  

 
Fig. 4. Structural model analysis using SmartPLS. 
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TABLE II.  HYPOTHESIS TESTING- RESULTS OF STRUCTURAL MODEL 

(SIGNIFICANT AT P*** < 0.001, P** < 0.01, P* < 0.05) 

Hypothesis β, 
t-

Value 

p-

Value 
f2 VIF Decision 

H1 
-

0.070 
0.603 0.547 

0.006 

small 
1.059 

Not 

Supported 

H2 
-

0.097 
1.189 0.234 

0.017 

small 
1.066 

Not 

Supported 

H3 0.442 4.226 0.000 
0.276 

medium 
1.386 Supported*** 

H4 0.534 3.223 0.001 
0.331 

medium 
1.194 Supported** 

H5 0.339 2.602 0.009 
0.142 

small 
1.588 Supported** 

H6 
-
0.101 

0.712 0.476 
0.012 
small 

1.151 
Not 
Supported 

H7 
-

0.050 
0.461 0.645 

0.004 

small 
1.165 

Not 

Supported 

TABLE III.  THE R2
 VALUE FOR THE ENDOGENOUS LATENT CONSTRUCTS 

Constructs R2 Results 

Competency 0.279 Weak 

Interest 0.490 Moderate 

Following this assessment, the study aimed to explore the 
structural relationships between programming interest and 
learning experiences within the robotics module using a 
structural equation modeling (SEM) approach. The analysis 
indicated that the challenge component did not significantly 
impact students' perceived competency (H1: β = -0.070, p = 
0.547) or their interest in programming (H2: β = -0.097, p = 
0.234). This finding underscores a misalignment between the 
difficulty of tasks and the students' readiness, suggesting that 
merely increasing challenge levels may not lead to improved 
learning outcomes unless accompanied by appropriate 
scaffolding. 

Conversely, the hypothesis that competency positively 
impacts interest (H3: β = 0.442, p < 0.001) was strongly 
supported, confirming that students who perceive themselves as 
competent in programming exhibit a higher level of interest. 

Engagement also emerged as a significant predictor of both 
competency (H4: β = 0.534, p < 0.01) and interest (H5: β = 
0.339, p < 0.01). These results underscore the dual role of 
engagement in educational settings, as it not only enhances 
learning outcomes but also fosters a deeper interest in 
programming. Engaging and enjoyable activities can captivate 
students' attention, encouraging active participation and 
sustained motivation. 

However, interaction did not significantly affect competency 
(H6: β = -0.101, p = 0.476) or interest (H7: β = -0.050, p = 
0.645), suggesting that the quality of peer interactions may need 
enhancement to effectively contribute to learning outcomes. 
Effective scaffolding and support during collaborative tasks are 
crucial to maximizing the potential benefits of interaction. 

The model demonstrated moderate predictive power, with R² 
values of 0.490 for interest and 0.279 for competency, indicating 
that it explains a reasonable portion of variance in both 
constructs. 

V. DISCUSSION 

The hypothesis testing revealed that engagement and 
competency had a significant positive effect on students' interest 
in programming, while the constructs of interaction and 
challenge showed lower influence. The findings suggest that the 
developed model has moderate predictive power, indicating that 
students' experiences with robotics can moderately predict their 
interest in programming. Overall, this study provides valuable 
insights into how engagement and competency influence 
students' interest in programming through robotics. The results 
suggest that creating engaging learning experiences, aligned 
with students' skill levels, is essential for fostering interest in 
programming and preparing students for the demands of the 
Fourth Industrial Revolution. 

In terms of active involvement, students were deeply 
engaged, especially when the robot successfully moved toward 
a slipper. This engagement was driven by the necessity to 
program the robot, as it would not move without the students' 
input. For example, Fig. 5 depicts a group of students discussing 
the development of a program during the coding phase. 

 
Fig. 5. A group of students engaged in discussion while developing a 

program during the coding phase. 

Regarding enthusiasm, students were excited to tackle the 
tasks, primarily because the activity required problem-solving. 
The problems were presented in the form of a game, specifically 
making the robot knock over a slipper. This game was inspired 
by a traditional Malaysian game in which a player uses a slipper 
to topple a stack of slippers. By adapting the game to involve 
robots, students had the opportunity to explore programming 
while also appreciating a traditional Malaysian concept. This 
fusion of elements likely contributed to the increased 
enthusiasm among the students. Feedback from students 
supports this: 

"I was very happy to use robots in this programming learning 
session because I could understand the subject more deeply." 

"I was excited and curious to code for this robot." 

Persistence was another notable aspect, with students 
showing determination to complete the tasks despite challenges. 
Some groups encountered difficulties in making the robot move 
as intended, requiring them to repeatedly adjust program values, 
such as the delay. The robot’s movement varied depending on 
factors like battery power, tire condition, and servo motor 
settings. Through a series of tests, students eventually 
understood the relationship between the program and the robot's 
output. They also applied computational thinking techniques, 
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such as pattern recognition. Feedback reflecting this persistence 
includes: 

"It was fun yet tiring because of the repeated errors, but we 
got to learn something new in the end." 

"I felt skeptical at first about whether we would manage to 
finish, but as I worked with my group, I became confident we 
could succeed." 

Beyond engagement, the Interaction construct also 
demonstrated satisfactory factor loadings, indicating that 
students actively interacted with their peers during the activity. 
This was evident from responses like: 

"I feel happy because I got to discuss different ideas and 
solutions with other students." 

"I enjoyed this programming learning. Robots and friends 
made the activities fun." 

"I felt confused and worried that I wouldn’t be able to 
contribute to my team, but as the instructor helped us out, I felt 
more connected." 

The structural model results reveal that engagement and 
perceived competency play a crucial role in fostering students' 
interest in programming and robotics. Significant relationships 
were found between engagement and competency (H4) and 
between engagement and interest (H5). These findings suggest 
that when students are actively engaged in learning activities, 
they are more likely to feel competent, which in turn increases 
their interest in the subject. Additionally, the significant link 
between competency and interest (H3) indicates that as students 
perceive an improvement in their skills, their curiosity and 
eagerness to learn more also grow, reinforcing the positive cycle 
between competence and interest. 

However, the study also found that interaction did not have 
a significant impact on either competency or interest. Despite 
the common belief that peer discussions and collaborative 
learning enhance educational outcomes, the results indicate that 
these interactions did not translate into measurable 
improvements in students' competency. Although students 
enjoyed discussing ideas and solutions with their peers, as 
reflected in qualitative feedback, these exchanges may not have 
been sufficiently focused or impactful to deepen their 
engagement with the subject matter. To enhance the 
effectiveness of interactions in future implementations, it may 
be necessary to structure these activities more intentionally, 
ensuring that they promote meaningful cognitive engagement 
and skill development rather than just social interaction. 

Conversely, the hypotheses examining the impact of 
challenge on both competency (H1) and interest (H2) were not 
supported. This suggests that the level of difficulty presented by 
the activities did not significantly contribute to students' 
perceptions of their skills or their interest in the subject. While 
challenges are necessary for learning, they must be carefully 
balanced to avoid discouragement. Student responses, such as 
the view that programming was complicated and difficult or that 
the activity was interesting but challenging, underscore the 
importance of making challenges approachable. Maintaining 
this balance is crucial for sustaining engagement and fostering 
positive learning outcomes. These findings highlight the need 

for well-designed, appropriately challenging activities to 
enhance students' perceived competency and sustain their 
interest in STEM education. 

The study's findings highlight the importance of carefully 
structuring interactions and challenges to enhance competency 
and interest effectively. Without adequate support, these 
elements may fail to produce the desired outcomes. Creating 
meaningful learning experiences in programming requires 
thoughtful technology integration, including appropriate 
applications, media, systems, and approaches. Misaligned or 
improper use of technology can hinder students' confidence and 
problem-solving skills. A well-designed framework that 
incorporates contextual and meaningful learning objectives is 
essential for optimizing technology integration [26]. 
Furthermore, technologies such as augmented reality (AR) can 
support STEM-based activities [27] and be seamlessly 
integrated into such a framework. 

Despite these insights, the study has limitations. The 
relatively lower factor loadings for the Interaction construct 
indicate that the measurement of this construct could benefit 
from refinement. Additionally, the reliance on a single item for 
the Challenge construct may not fully capture the multifaceted 
nature of the challenge experienced by students. Future research 
should address these limitations by developing more 
comprehensive measures for these constructs and exploring their 
impact in different educational contexts 

VI. CONCLUSIONS 

In conclusion, this study highlights the critical factors 
influencing students' interest in programming through robotics 
education. To enhance engagement, educators must focus on 
creating interactive and enjoyable learning experiences that 
actively involve students. Incorporating hands-on robotics 
activities can significantly stimulate curiosity and motivation, 
leading to improved learning outcomes. Additionally, fostering 
students' perceived competency in programming is essential; 
scaffolded learning activities and continuous feedback should be 
implemented to reinforce their skills and confidence. While 
interaction and challenge play vital roles in the learning process, 
they must be carefully structured with adequate support to avoid 
overwhelming students. Thus, educators should ensure that 
challenges are appropriate to students' skill levels, enabling 
meaningful interactions that enhance learning without causing 
disengagement. 

A significant limitation of this study was the students' 
tendency to hasten through the reflection phase, which limited 
opportunities for deeper learning. To address this, future 
iterations of the module could include additional activity cycles 
with structured reflection phases, allowing students to analyze 
algorithms and their outcomes to better understand cause-and-
effect relationships. Incorporating guided reflection tasks, 
supported by AI tools such as ChatGPT, could further enhance 
this process by fostering thoughtful analysis and encouraging 
meaningful insights. 

As advancements in AI continue to reshape education, future 
modules could also introduce a dedicated phase for students to 
explore AI concepts and applications. While this presents an 
exciting opportunity to align with emerging technological 
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trends, it also raises challenges related to resource allocation and 
the need for specialized teacher training. By addressing these 
aspects, robotics education can adopt a forward-looking 
approach, equipping students with essential skills for navigating 
and contributing to the evolving technological landscape, while 
maintaining a structured and engaging learning environment. 
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Abstract—This study explores the application of image 

recognition technology based on Convolutional Neural Network 

(CNN) to classify Lampung batik motifs. Four CNN architectures 

are employed, namely AlexNet, EfficientNet, LeNet, and 

MobileNet. The dataset consist of ten motif classes, including Siger 

Ratu Agung, Sembagi, Jung Agung, Kembang Cengkih, Granitan, 

Abstract, Sinaran, Tambal, Kambil Sicukil, and Sekar Jagat. It 

comprises a total of 1000 images of Lampung Batik motifs, which 

were enhanced using preprocessing techniques such as rotation, 

shifting, brightness adjustment, and zooming. The classification 

results show that AlexNet achieves an accuracy of 95.33%, 

EfficientNet achieves 98.00%, LeNet achieves 99.33%, and 

MobileNet achieves 98.00%. The best accuracy result was 

achieved by the LeNet architecture, attributed to its suitability for 

small datasets. While some classification errors occurred due to 

similarities in patterns and variations in image positions, 

employing more advanced methods to better distinguish between 

similar motifs could address these challenges. This study 

highlights the effectiveness of CNN architectures in supporting the 

recognition of Lampung Batik motifs, contributing to the 

understanding and preservation of Indonesia's cultural heritage. 

Keywords—Lampung Batik; image classification; convolutionl 

neural network; AlexNet; EfficientNet; LeNet; MobileNet 

I. INTRODUCTION 

Batik is a fundamental part of Indonesia's cultural identity 
and has been officially recognized by UNESCO as part of the 
nation's rich cultural heritage. This traditional art form is created 
through a unique process involving the application of wax and 
canting to produce intricate patterns on cloth, resulting in works 
of art with high aesthetic and cultural value [1]. Each region in 
Indonesia presents its cultural philosophy through different batik 
motifs, including Lampung Batik. Lampung Batik motifs 
include images of people, animals, sea creatures, buffaloes, 
elephants, ships, houses, trees of life and supporting elements 
such as coffee leaves, cloves, pepper and betel leaves, 
representing Lampung's cultural identity [2]. 

However, despite its cultural significance, recognizing 
Lampung Batik motifs based on their colour, pattern, and texture 
remains challenging for the human eye, especially when motifs 
share similar visual elements. This difficulty underscores the 
importance of employing technology to simplify identification, 
enabling broader public access to knowledge about Lampung 
Batik motifs and aiding in their preservation. 

In recent years, advancements in computer vision, 
particularly Convolutional Neural Networks (CNN), have 
offered robust solutions for image classification tasks. CNN use 
artificial neural networks to process and analyze images, 

producing significant results in digital image recognition [3][4]. 
Numerous CNN architectures have been developed, such as 
AlexNet, EfficientNet, LeNet, and MobileNet, each with unique 
advantages [5]. AlexNet is a breakthrough that has combined 
ConvsNet and dropout regularization techniques [6]. Another 
architecture is EfficientNet, a CNN model developed by Google 
in 2019, specifically for object recognition or image 
classification. EfficientNet currently has eight models, from 
EfficientNet-B0 to EfficientNet-B7, with increasingly higher 
levels of accuracy [7] [8]. LeNet is a convolutional neural 
network (CNN) architecture initially developed for image 
processing tasks. The architecture comprises six layers: three 
convolutional layers, two pooling layers, and one fully 
connected layer [9]. MobileNet uses a technique called 
separable convolution to reduce the number of model 
parameters [10]. 

Previous studies on regional batik image recognition have 
applied machine learning and deep learning techniques to 
identify distinct motifs from various regions in Indonesia. One 
approach used the AlexNet architecture to classify Lamongan 
batik motifs, achieving an accuracy of 98% on a dataset of 790 
images divided into three categories [11]. The EfficientNet-B2 
architecture, fine-tuned for optimal performance, was applied to 
classify Papuan batik motifs [12]. The dataset consisted of 213 
images divided into four classes: Raja Ampat, Cendrawasih, 
Asmat, and Tifa Honai. This approach achieved an accuracy of 
72%. Research on Lampung Batik classification has also 
explored machine learning approaches. One study employed the 
K-Nearest Neighbor (KNN) algorithm combined with the Gray 
Level Co-occurrence Matrix (GLCM) for feature extraction 
[13]. Using a dataset of 100 images divided into four categories 
with 25 images per class, the method achieved the highest 
accuracy of 97.96% with an orientation angle of 135° and k = 7. 
Another study expanded the dataset by including non-Lampung 
motifs, specifically Parang Kusumo and Parang Rusak, and 
utilized a backpropagation artificial neural network, achieving 
an accuracy of 92% [14]. 

However, existing studies on Lampung Batik motifs are 
limited by small and less diverse datasets and a need for more 
exploration into more advanced architectures or methods. This 
study explores the application of image recognition techniques 
using CNN architectures, including AlexNet, EfficientNet, 
LeNet, and MobileNet, for classifying Lampung Batik motifs. 
The dataset includes ten motif classes: Siger Ratu Agung, 
Sembagi, Jung Agung, Kembang Cengkih, Granitan, Abstract, 
Sinaran, Tambal, Kambil Sicukil, and Sekar Jagat. The study 
aims to investigate the potential of CNN-based image 
recognition in identifying Lampung Batik motifs, contributing 
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to the understanding and preserving Indonesia's cultural 
heritage. 

II. RESEARCH METHOD 

This study uses the AlexNet, EfficientNet-B4, LeNet, and 
MobileNet architectures to classify Lampung Batik images with 
a dataset generated through augmentation techniques. The 
research process is detailed in Fig. 1. 

 
Fig. 1. Research method. 

A. Dataset Collection 

The dataset used is 1000 images of Lampung Batik motifs 
with ten classes. Images for each class are separated and saved 
in a folder named according to each class. The machine will then 
read the dataset at the beginning of the process, the images of 
Lampung Batik motifs, and the class names in each folder. 

B. Data Labeling 

Data labelling in a dataset is the process of adding 
information or labels to each example of data. This labelling 
functions to identify or categorize data so that machine learning 
or deep learning models can understand and process information 
more effectively. Labelling data in a dataset can involve 
different tasks, depending on the data analysis goals to be 
achieved [15]. 

C. Data Augmentation 

This study employs data augmentation techniques such as 
rotation, shifting [16], and zooming, with the image size 
adjusted to 224 x 224 pixels. [17]. These augmentation 
techniques were selected to enhance dataset diversity by 
generating new variations of the existing dataset and altering 
objects' position, scale, and orientation [18]. 

D. Split Data 

Data division is carried out by dividing the data into three 
primary subsets, namely training data, validation data, and test 
data. Training data is needed as the primary material for training 
data [19]. The training data itself takes up about 70% of the 
entire image. Data validation uses data equal to 15% of the 
whole picture. Test data is used to test a model's performance 
and success rate. The test data equals 15% of the entire image 
[20]. 

E. AlexNet, EfficientNet, LeNet, and MobileNet Architecture 

Training 

The training model uses four architectures, namely AlexNet, 
EfficientNet, LeNet, and MobileNet, with a dataset of 100 
images for each type of Lampung batik motif. Model training 
using hyperparameters such as epoch, batch size, and learning 
rate. The hyperparameter values used are in Table I. 

TABLE I.  HYPERPARAMETERS 

Hyperparameter AlexNet EfficientNet LeNet MobileNet 

Epoch 10 10 20 20 

Batch-size 8 8 32 32 

Optimizer Adam Adam Adam Adam 

Learning-rate 0.0001 0.0001 0,001 0,001 

Table I contains the hyperparameter values applied in this 
research. The hyperparameters in this study were determined 
through experimentation using various advanced callback 
libraries, including ReduceLROnPlateau and EarlyStopping 
[21]. ReduceLROnPlateau is a technique that reduces the 
learning rate when there is a stagnation or slowdown in 
performance improvement during the training process [22]. 

F. Evaluation 

Performance evaluation in this study is a crucial stage to 
assess the effectiveness and accuracy of the developed model or 
algorithm [23]. This process evaluates how effectively the 
model can accurately predict unseen test data. Metrics such as 
F1-score, precision, accuracy, and recall are used to measure its 
performance [24]. 

III. RESULT AND DISCUSSION 

This section presents the results and analysis of Lampung 
Batik image classification using CNN and explains the 
evaluation and implementation of the classification process. 
This section reviews the model's accuracy and evaluation 
metrics for Lampung Batik image recognition. 

A. Dataset Collection 

The dataset used in this research consists of 10 classes, each 
containing 100 images. The batik motifs can be seen in Fig. 2, 
and the diversity of each motif can be seen in Fig. 3. 

B. Dataset Augmentation 

The original dataset, consisting of 50 images per class stored 
in Google Drive, was expanded through augmentation 
techniques, including rotation, shifting, brightness adjustment, 
and zooming. These augmentations were applied with specific 
parameters: a 100° rotation, a 0.1 shift, brightness ranging from 
0.05 to 2.0, and a 20% zoom. As a result, the dataset increased 
to 100 images per class. The final number of images for each 
class after augmentation is presented in Table II. 

 
Fig. 2. Lampung Batik motifs. 
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Fig. 3. Lampung Batik motifs diversity. 

TABLE II.  DATASET AUGMENTATION LAMPUNG BATIK 

Name Class Amout Dataset 

Batik Sembagi 100 

Batik Granitan 100 

Batik Jung Agung 100 

Batik Sekar Jagat 100 

Batik Siger Ratu Agung 100 

Batik Kambil Sicukil 100 

Batik Kembang Cengkih 100 

Batik Sinaran 100 

Batik Tambal 100 

Batik Abstrak 100 

C. AlexNet Achitecture Model 

The AlexNet architectural model has 11 layers, consisting of 
five convolution layers, three max-pooling layers, two fully 
connected layers, and one output layer [25]. AlexNet is a CNN 
architecture that emphasizes the depth of its model, with training 
parameters reaching 70 million [26]. The dataset is fed to the 
first layer and read by the model. Multiple image samples are 
processed in a convolutional layer. The convolution layer 
functions to retrieve and help the model understand the 
characteristics of Lampung Batik motifs by using filters and the 
ReLu activation function. The filters in the convolution layer are 
matrix arrays that help adjust the image pixel values to fit the 
model. The ReLU activation function converts negative pixel 
values to zero while leaving positive pixel values unchanged. 
The pooling layer in this model is tasked with extracting 
essential features from the previous layer (convolution layer) 
[27]. AlexNet uses max-pooling as the pooling layer type. The 
fully connected layer in this model connects one feature to 
another of the Lampung Batik motif image. The connected 
features will be arranged to form a pattern that matches the 
arrangement of the features. Subsequently, the resulting output 
will be processed using softmax activation to determine the 
prediction of the image to one of the ten classes of Lampung 
Batik motifs. 

D. EfficientNet Architecture Model 

The EfficientNet-B4 architecture has a different type and 
number of layers than AlexNet, with only about 17 million 
parameters. The layers in EfficientNet-B4 consist of MBConv, 

an advancement of the layers used in the MobileNet 
architecture. The EfficientNet-B4 architecture consists of 10 
blocks forming its primary structure, which includes fully 
connected, where this block is responsible for extracting abstract 
features in images [28]. The output from the previous block 
process will be processed and added with average pooling and 
flattening, which then results in a one-dimensional array or 
allows the model to recognize objects and patterns so that 
classification of Lampung Batik images is obtained in the form 
of classes of Lampung Batik motifs. 

E. LeNet Architecture Model 

LeNet-5 is a CNN-based multilayer network that represents 
an advancement over earlier versions of LeNet. It features 
additional layers and more adjustable parameters compared to 
its predecessors, enhancing its capacity for feature extraction 
and learning [29]. LeNet-5 has six layers: the input layer that 
receives the image, two convolutional layers for extracting 
features in the image, two pooling or subsampling layers for 
reducing image dimensions by half, and fully-connected layers. 
LeNet-5 is often used in more complex pattern recognition, such 
as facial or object recognition. 

F. MobileNet Architecture Model 

MobileNet Architecture is designed to provide high 
performance with limited power sources [30]. This architecture 
uses Depthwise Separable Convolution to reduce the parameters 
and calculations required to train and run the model. MobileNet 
can provide comparable or even more performance in some 
tasks with small model sizes and slight complexity. MobileNet 
architecture comprises an input layer, a standard convolutional 
layer, depthwise separable convolutional layers, a fully 
connected layer, and an output layer. 

G. Model Evaluation 

Evaluation of the AlexNet, EfficientNet, LeNet, and 
MobileNet architectural models to classify Lampung Batik 
images using precision, recall, accuracy and F1-score values. 

Table III presents the precision, recall, and f1-score values 
for the AlexNet architecture. Each class has an excellent 
precision value, namely reaching 100%, except for the Kembang 
Cengkih, Batik Tambal, Batik Jung Agung, and Batik Kambil 
Sicukil classes; the Kembang Cengkih Batik class has the lowest 
precision value, namely 62.00%. The recall value reached 100% 
in each class, except for the Kembang Cengkih Batik, Garnitan 
Batik and Sekar Jagat Batik classes. The Kembang Cengkih 
Batik class has the lowest recall value, 62.00%. 

Table IV presents the EfficientNet performance, where all 
batik classes achieved a precision score of 100%, except for the 
Batik Kambil Sicukil and Batik Jung Agung classes. The Jung 
Agung Batik class has the lowest precision value, 80.00%. The 
Kambil Sicukil Batik class has the lowest recall value, 93.00%. 
The Kambil Sicukil Batik class has a precision value of 92.86%. 
This was caused by 1 FP value occurring in the Kambil Sicukil 
Batik class, which should have been included in the Jung Agung 
Batik class. The model predicts incorrectly because there are 
similarities in the Jung motif pattern found in Batik Kambil 
Sicukil and Batik Jung Agung. 
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TABLE III.  CONFUSION MATRIX ALEXNET ARCHITECTURE 

Batik Motif Class 
Results Model 

Precision Recall F1-score 

Batik Sembagi 100% 100% 100% 

Batik Siger Ratu Agung 100% 100% 100% 

Batik Granitan 100% 96.00% 98.00% 

Batik Kambil Sicukil 94.00% 100% 97.00% 

Batik Tambal 82.00% 100% 90.00% 

Batik Sinaran 100% 100% 100% 

Batik Jung Agung 93.00% 100% 97.00% 

Batik Kembang Cengkih 62.00% 62.00% 62.00% 

Batik Abstrak 100% 100% 100% 

Batik Sekar Jagat 100% 80.00% 89.00% 

Accuracy 95.33% 

Error 4.67% 

TABLE IV.  CONFUSION MATRIX EFFICIENTNET ARCHITECTURE 

Batik Motif Class 
Results Model 

Precision Recall F1-score 

Batik Sembagi 100% 100% 100% 

Batik Siger Ratu Agung 100% 100% 100% 

Batik Granitan 100% 94.74% 97.30% 

Batik Kambil Sicukil 92.86% 93.00% 92.93% 

Batik Tambal 100% 100% 100% 

Batik Sinaran 100% 100% 100% 

Batik Jung Agung 80.00% 100% 88.89% 

Batik Kembang Cengkih 100% 93.75% 96.67% 

Batik Abstrak 100% 100% 100% 

Batik Sekar Jagat 100% 80.00% 89.00% 

Accuracy 98.00% 

Error 2.00% 

TABLE V.  CONFUSION MATRIX LENET ARCHITECTURE 

Batik Motif Class 
Results Model 

Precision Recall F1-score 

Batik Sembagi 100% 100% 100% 

Batik Siger Ratu Agung 100% 100% 100% 

Batik Granitan 100% 100% 100% 

Batik Kambil Sicukil 100% 100% 100% 

Batik Tambal 100% 100% 100% 

Batik Sinaran 100% 100% 100% 

Batik Jung Agung 94.00% 100% 97.00% 

Batik Kembang Cengkih 100% 100% 100% 

Batik Abstrak 100% 100% 100% 

Batik Sekar Jagat 100% 93.00% 97.00% 

Accuracy 99.33% 

Error 0.67% 

Table V presents the LeNet performance, where Batik Jung 
Agung has the lowest precision value of 94.00%, and the other 
classes achieve a precision value of 100%. The recall value for 
the Batik Sekar Jagat class has the lowest recall value, 93.00%, 
while the other classes get a recall value of 100%. 

TABLE VI.  CONFUSION MATRIX MOBILENET ARCHITECTURE 

Batik Motif Class 
Results Model 

Precision Recall F1-score 

Batik Sembagi 100% 100% 100% 

Batik Siger Ratu Agung 100% 100% 100% 

Batik Granitan 100% 100% 100% 

Batik Kambil Sicukil 100% 100% 100% 

Batik Tambal 100% 100% 100% 

Batik Sinaran 100% 94.00% 97.00% 

Batik Jung Agung 89.00% 100% 94.00% 

Batik Kembang Cengkih 100% 100% 100% 

Batik Abstrak 96.00% 92.00% 94.00% 

Batik Sekar Jagat 100% 100% 100% 

Accuracy 98.00% 

Error 2.00% 

Table VI presents the MobileNet performance, where Batik 
Abstract gets a precision value of 96.00%, and Batik Jung 
Agung gets the lowest precision value of 89.00%. In 
comparison, the other classes get a precision value of 100%. For 
the recall value, the Batik Sinaran class gets 94.00%. Batik 
Abstract records the lowest recall value of 92.00%, except for 
Batik Sinaran and Batik Abstract, all classes get a recall value of 
100%. 

H. Performance Comparison Between Architectures 

The differences among the four architectures can be seen in 
Table VII. AlexNet is an 11-layer architecture with 70 million 
parameters for processing complex features. EfficientNet, on the 
other hand, consists of 10 blocks that form its primary structure, 
with a total of 17 million parameters to ensure efficient 
computation. LeNet comprises 6 layers, including an input layer 
for receiving images, two convolutional layers for extracting 
features, two pooling layers for reducing image dimensions, and 
fully connected layers for classification. MobileNet includes 
input layers, convolutional layers, depth-separable 
convolutional layers, fully connected layers, and output layers 
to support lightweight computations. MobileNetV1 contains 28 
layers, incorporating depth-separable convolutions, whereas 
MobileNetV2 improves upon this with 53 layers, introducing 
inverse residuals and linear bottlenecks to enhance efficiency 
and performance on mobile and embedded devices. 

In addition, Table VII presents an accurate comparison 
between the four architectures. LeNet achieves the highest 
accuracy for Lampung Batik classification by effectively 
extracting essential features through convolution and pooling 
layers, which preserve the spatial information crucial for image 
recognition. In previous Lampung Batik studies, LeNet 
outperforms KNN and Backpropagation due to its efficiency in 
recognizing patterns and resistance to overfitting. Unlike KNN, 
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which only measures distances in feature space, and 
Backpropagation, which flattens images and loses spatial 
information, LeNet delivers superior performance for image 
classification tasks. Therefore, this study addresses the 
limitations of smaller and less diverse datasets in previous 
research by exploring four CNN architectures and employing 
augmentation techniques to enhance dataset quantity and 
accuracy. 

TABLE VII.  RESULT COMPARISON  BETWEEN ARCHITECTURES 

Architecture Layer Parameters Accuracy 

AlexNet 11 70m 95.33% 

EfficientNet 10 17m 98.00% 

LeNet 6 60k 99.33% 

MobileNet 53 3.4m 98.00% 

IV. CONCLUSION 

The study concludes that the AlexNet, EfficientNet, LeNet, 
and MobileNet architectures effectively classify ten Lampung 
Batik motif classes, including Siger Ratu Agung, Sembagi, Jung 
Agung, Kembang Cengkih, Granitan, Abstract, Sinaran, 
Tambal, Kambil Sicukil, and Sekar Jagat. The accuracy 
achieved by AlexNet is 95.33%, EfficientNet-B4 is 98.00%, 
MobileNet is 98.00%, and LeNet achieves the highest accuracy 
at 99.33%. The dataset was enhanced using augmentation 
techniques, including rotation, shifting, brightness adjustment, 
and zooming, to generate 1000 images to train and evaluate the 
models. However, the study is limited by the similarity of 
specific Lampung Batik motifs, occasionally leading to 
misclassification. Future research could leverage advanced 
architectures and methods to differentiate motifs with similar 
patterns better, further enhancing classification accuracy. 
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Abstract—The continuous development of computers has 

brought about the emergence of many image processing software, 

but these software have relatively limited functions and cannot 

learn and create works according to the prescribed style. To make 

it easier for ordinary people to create artistic style paintings, this 

study proposes the construction of an auxiliary painting system 

based on finite state transducer algorithm-optimized deep 

learning technology. The results demonstrated that when there 

were 12 images, the accuracy of the optimized convolutional 

neural network model in extracting image features increased by 

1.1% compared to before optimization. When the number of 

images was 1, the optimized model reduced the image feature 

extraction time by 15.1s compared to before optimization. 

Compared with other algorithms, the accuracy of extracting image 

style information based on a convolutional neural network was the 

highest at 80% under different iteration times. The research 

algorithm has improved the accuracy and time of extracting image 

style information. 

Keywords—Finite state transducer; deep learning; CNN; 

auxiliary painting; style transfer 

I. INTRODUCTION 

As a visual art, painting can stimulate people's imagination 
and creativity. Through the observation and practice of painting, 
people can cultivate their creativity, form a unique way of 
thinking and problem-solving ability [1]. In recent years, with 
the rapid development of industrial automation and intelligent 
technology, spraying, as a key link in the field of industrial 
manufacturing, has gradually received widespread attention. In 
the field of modern industrial manufacturing, spraying 
technology as a key surface treatment process, its accuracy and 
efficiency are directly related to the final quality of products 
and market competitiveness [2-3]. However, the traditional 
spraying system has many problems in the construction process, 
such as low spraying accuracy, serious material waste and high 
manual operation cost. In recent years, the development of 
intelligent spraying robots and automated spraying systems has 
provided a new direction to solve these problems. In the 
automatic development of spraying system, Fuzzy SynST 
Technology (FST) can effectively optimize the spraying 
process through state conversion, avoid repetitive programming, 
and reduce human error [4-5]. And automatically diagnose and 
adjust faults such as nozzle blockage to improve construction 
efficiency. In the spraying system, FST is prone to lack of 
control accuracy due to complex environment, and it is difficult 
to cope with changeable construction scenarios [6]. Deep 
learning (DL) optimizes spraying paths and parameters through 

big data analysis and adaptive learning to improve construction 
efficiency and quality. At the same time, DL can adjust the 
spraying strategy in real time to better respond to environmental 
changes and reduce human intervention [7]. In view of this 
situation, in order to enable most ordinary people to integrate 
the style of painting art into their works, this study proposed a 
deep learning technology based on FST algorithm optimization, 
and innovatively constructed an auxiliary spraying system 
(APS) based on FST and DL, aiming to improve the intelligence 
level of the auxiliary spraying system. This study innovatively 
optimized the Convolutional Neural Network (CNN) model 
based on the FST, using FST as the output layer of the model 
and constructing APS based on the TensorFlow framework. The 
main contribution is the proposal of APS construction based on 
FST-optimized DL technology, which has significant 
implications for the successful transfer of painting styles in 
images. 

The research structure has six sections. Section II is a review 
of the current research status of DL and FST algorithms. Section 
III is a study on APS based on FST-optimized DL technology. 
Section IV is the experimental verification of the proposed 
research method. Discussion is given in Section V. Section VI 
is a summary of the research content. 

II. RELATED WORKS 

DL is a ML method based on artificial neural networks that 
can perform nonlinear transformations and feature extraction 
on complex data [8]. Yu K et al. proposed a DL-based auxiliary 
diagnosis scheme for breast cancer to solve the problem of low 
diagnostic efficiency of breast cancer due to the lack of high-
quality medical resources in remote areas. This scheme was 
based on DL model for transfer learning to gain a diagnostic 
model. This method improved the diagnostic efficiency of 
breast cancer to 98.19%, and could be used for auxiliary 
diagnosis in hospitals in remote areas [9]. Zhou X et al. 
proposed a smart automatic tagging scheme based on deep Q-
network to improve the accuracy of Human Activity 
Recognition (HAR) in healthcare Internet of Things. This 
scheme identified fine-grained patterns by extracting advanced 
features from sequential motion data. This method better solved 
the problem of insufficient sample labeling [10]. Wan S et al. 
proposed a real-time HAR method based on DL model to solve 
the problem that traditional methods cannot recognize complex 
and real-time human activities. This method utilized CNN for 
local feature extraction and preprocessed the data through 
denoising, normalization, and other methods. This method was 
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superior to other traditional methods and improved the accuracy 
of HAR [11]. Chohan M et al. proposed a DL-based plant 
disease detection model to promptly detect various diseases 
caused by bacteria, fungi, and viruses in plants. This model 
could use images of plant leaves to detect plant diseases, 
improving the accuracy of image detection of diseased plants, 
with an accuracy rate of up to 98.3% [12]. Chowdhury M E H 
et al. proposed a DL architecture based on EfficientNet to 
classify tomato diseases to lower down the adverse influences 
of diseases on plants and weaken the drawbacks of continuous 
human monitoring. This method could improve the 
segmentation accuracy of leaf images and has shown excellent 
performance in the ten class classification of images, with an 
accuracy of 99.89% [13]. 

Compared with other data structures, FST has higher spatial 
efficiency and query performance when processing large-scale 
string collections. Abro WA et al. proposed a model combining 
weighted FST and BERT architecture to reduce the cost and 
time of collecting high-quality labeled data. This model utilized 
weighted FST to enhance the fine-tuning of BERT-like 
architecture. Compared with other models, this model had a 
higher recall rate and F1 score, which can reduce the need for 
massive supervised data [14]. Mohammadghuliha M et al. 
constructed a frequency controllable acoustic sensor for guided 
wave detection in order to simplify the hardware of phased 
array systems and reduce the cost of guided wave based systems. 
FSAT was made by patterning spiral electrodes on a 
piezoelectric plate. The generation of directional guided waves 
in the main structure of the converter has been significantly 
improved, reducing the cost of the system [15]. Dolatian et al. 
designed a type of finite state machine with two deterministic 
FSTs to address the issue of limited state processing not fully 
capturing the productivity of unbounded replication. This 
sensor was easy to design and debug in practice, and had 
linguistic motivation in the origin semantics of the transducer. 
This sensor could capture almost all processes, which can be 
found in online repetitive databases [16]. Martin K et al. 
proposed a bidirectional motion device based on FST to 
eliminate the descriptive costs of bidirectional motion, non-
determinism, and scanning, especially the cost of converting to 
deterministic or non-deterministic finite automata. This method 
was more powerful in bidirectional motion than unidirectional 
motion under deterministic conditions [17]. Somerset W. E. et 
al. proposed a novel bending ultrasonic transducer for high-
pressure environments to handle the issue of pressure 
imbalance caused by the internal air cavity of traditional 
transducers on the vibrating membrane of the transducer. The 
internal chamber of the transducer was filled with an 
incompressible fluid in the form of non-volatile oil. This 
method could achieve stable ultrasound measurement [18]. 

In summary, literature in [8] and [9] have made some 
progress in the field of medical image recognition, but they are 
still limited in real-time adaptability and accuracy in dealing 
with complex industrial scenes. Literature in [10] and [11] 
improve the recognition accuracy through human activity 
recognition, but it is difficult to cope with the high 
environmental variability in the spraying system. The plant 
disease recognition model proposed in literatures in [12] and 
[13] performs better under high noise data, but it is insufficient 

in extracting complex spray features. Literature in [14] 
combined FST and BERT to improve the recall rate, but the 
acquisition cost of large-scale data is high. Literatures [15] to 
[18] has optimized the sensor design, but it still needs to be 
improved in the stability and diversity of industrial spraying. 
DL reduces manual intervention through automatic feature 
extraction of neural networks and is suitable for diverse data 
scenarios. FST has advantages in optimizing state transition and 
processing big data, and can effectively improve the spatial 
efficiency of the algorithm. Therefore, this paper proposes the 
research of APS construction based on FST optimization DL 
technology. 

III. APS CONSTRUCTION BASED ON FST-OPTIMIZED DL 

TECHNOLOGY 

A. Optimizing DL Technology based on FST Algorithm 

A painting mainly consists of two parts, namely the content 
and style of the painting. Among them, painting styles have 
diversity, and each painter has their own unique style, 
expressing emotions through elements such as color and lines. 
Even if the content of the painting is the same, the effects 
displayed by different painting styles are also different [19]. 
Compared with traditional ML methods, the most significant 
advantage of DL is its ability to automatically extract and learn 
meaningful feature hierarchies from raw data. This hierarchical 
structure simulates the hierarchical organization of the human 
brain's neural network, where each layer can capture features of 
different complexity and abstraction levels [20-21]. CNN is a 
DL model that can automatically learn the features of images 
without the need for manual design or selection of feature 
extractors. CNN uses convolutional and pooling layers to 
extract local features of images and perform dimensionality 
reduction, thereby reducing the number of parameters and 
computational complexity. CNN has advantages such as high 
efficiency in image recognition [22-23]. Therefore, to integrate the 
painting styles of famous masters into daily painting works, this 
study extracts the style information features of images based on 
CNN. The structure of CNN mainly consists of convolutional 
layers, activation functions, pooling layers, fully connected 
layers, output layers, etc. The process of extracting image style 
features using CNN is shown in Fig. 1. 
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Fig. 1. Flow chart of CNN extracting image style features. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

938 | P a g e  

www.ijacsa.thesai.org 

Among them, the input layer receives raw image data. The 
convolutional layer convolves the input image with the 
convolutional kernel, introducing nonlinearity by applying 
activation functions, enabling the network to learn complex 
features. The pooling layer reduces computational complexity 
by reducing the feature map size, by selecting the maximum or 
average value within the pooling window. The fully connected 
layer transforms the extracted feature maps into the final output. 
The first step in extracting the style information features of an 
image is to perform convolution operations, where attention 

should be paid to the position step size of each slide. The basic 
idea of the Adam algorithm is to keep an adaptive Learning 
Rate (LR) for each model parameter during the training process, 
so that parameter updates can more accurately control the step 
size [24]. Therefore, this study uses the Adam parameter update 
method combined with the First-Order Moment Estimation 
(1OME) and Second-Order Moment Estimation (2OME) of the 
loss function for calculation. The Adam parameter update steps 
are shown in Fig. 2. 
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Fig. 2. Adam parameter update steps. 

Firstly, the 1OME 
tm  is corrected using the correction 

formula shown in Eq. (1). 
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In Eq. (1), 
1  is the 1OME attenuation coefficient. 

tm  is 

the corrected 1OME. t  is the number of updated steps. 

Secondly, the 2OME 
tv  is corrected, and its correction 

expression is Eq. (2). 
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In Eq. (2), 
2  is the 2OME attenuation coefficient. 

tv  is 

the corrected 2OME. Finally, the model parameters were 
updated based on the corrected 

tm  and 
tv . The formula for 

updating model parameters 
1 t

 is Eq. (3). 
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In Eq. (3),  is the LR. t
 is the parameter model before 

the update.   is a hyperparameter. When performing 

convolution processing on each convolutional channel, 
different filters are used, and the calculation process is Eq. (4). 

   i i ic F K X b        (4) 

In Eq. (4), 
iK  and 

ib  are the convolution kernels and 

biases of the i -th channel. X  is the input data. 
ic  is the 

convolution result of the i -th channel.  F  is a non-linear 

activation operation in the convolution process. The activation 
function of CNN is ReLU. ReLU trains in the negative area. 
When a neuron with a gradient of 0 appears, the gradient of this 
neuron and subsequent neurons will always be 0 and will no 
longer respond to any data, causing the correlated parameters 

never being updated [25]. To solve the problem of neuronal 
necrosis in ReLU function, this study improves ReLU using 
exponential linear units, and the improvement process is Eq. (5). 

 , 0
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In Eq. (5), x  is the input value,   is the predefined 

hyperparameter, and exp( )  is the exponential function 

operation. The composition of CNN includes a max pooling 
layer, which discards non max information and may lose some 
detail information. Average Pooling (AveP) considers the mean 
value of all values in the pooling window, which is smoother 
than Maximum Pooling (MaxP) and can preserve more detailed 
information. The calculation of mixed pooling and AveP is 
shown in Fig. 3. 
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Fig. 3. Mixed pooling and AveP calculation. 

The calculation of AveP 
ijG  is Eq. (6). 
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In Eq. (6), M  denotes the feature map of the pooling 

operation, b  is the bias of each channel, and p p  is the 
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size of the pooling region. To solve the problem of feature 
weakening caused by using only the max pooling layer for 
feature processing, this study adopts a mixed pooling method 
to pool the features. The calculation of mixed pooling is Eq. (7). 
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1 1

1 1
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In Eq. (7),   1, 1
max
  

ij
p p i j

M b  represents the MaxP 

operation. To transform the image style information features 
extracted by CNN into a series of string states containing 
semantic information, this study optimizes DL technology 
based on FST and uses FST as the output layer of the model. 
The formula for the time complexity O  of FST is Eq. (8). 

 O n m         (8) 

In Eq. (8), n  is the text length and m  is the pattern 
length. The optimization steps are as follows: Firstly, the 
number of states in FST and the transition relationship between 
states are determined. Secondly, in the output layer of the CNN 
model, a node layer with an equal number of FST states is 
created. Finally, the image feature information extracted based 
on the FST algorithm is transformed into a string. 

B. Construction of APS 

After optimizing DL technology based on FST, this study 
constructs APS based on the optimized model. TensorFlow is 

an open-source ML framework dedicated to automatic 
differentiation of various data flow graphs and computation of 
deep neural networks. This framework provides multiple 
advanced Application Programming Interfaces (APIs), making 
building and training DL models relatively simple. At the same 
time, it also maintains great depth and flexibility to meet the 
needs of researchers exploring complex models. Therefore, this 
study constructs APS based on the TensorFlow framework. The 
APS constructed mainly consists of two parts. Part 1 is the 
front-end page: The main functions of the system's front-end 
include uploading images that require style fusion, selecting the 
desired style, style conversion buttons, and outputting images 
after style conversion is completed. The process of requesting 
front-end image style conversion is shown in Fig. 4. 

The other part is the backend of the system. The backend of 
APS mainly has three modules: Uniform Resource Locator 
(URL) request forwarding, logical functionality, and style 
conversion. The task of Module 1 is to pass the URL request 
link transmitted by the frontend to a specific function for 
execution. The task of Module 2 is to preprocess, transcode, 
encode, and store uploaded images. The task of Module 3 is to 
convert the style of uploaded images and return the converted 
images to the user. The relationship between the three modules 
in the APS backend is shown in Fig. 5. 
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Fig. 4. Process of front-end image style conversion request. 
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Fig. 5. The relationship between the three modules in the background of the APS. 
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The core module of the system backend is to extract image 
feature information. Due to various noises, interferences, and 
deformations that may exist in the original image, directly using 
the original image for DL model training may lead to a decrease 
in model accuracy. As a result, this study requires preprocessing 
of the original images to enhance the training effectiveness and 
recognition accuracy. The image data preprocessing steps are 
shown in Fig. 6. 
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Fig. 6. Image data preprocessing steps. 

Standardizing image data can adjust images of different 
sizes and resolutions to the same range, facilitating subsequent 
processing and analysis. Data standardization processing can be 
divided into normalization processing and z-score processing. 
The difference in comparison results of different data sets is due 
to the diversity of the characteristics of data sets and the number 
of samples. The performance of the algorithm on different data 
sets depends on the characteristics of the data, such as the 
resolution of the image, the complexity of the background, and 
the clarity of the target style. Normalizing the data can balance 
the weights of various dimensional features and avoid the 
interference of features with large or small numerical scales on 
the model. Among them, normalization processing can be 
divided into minimax normalization and mean normalization. 
The calculation of minimax normalization is Eq. (9). 
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In Eq. (9), 
old

X  is the original dataset.  max oldX  and 

 min oldX  take extreme values for each column feature of the 

original dataset. Mean normalization maps the values of 
features to the range of [0,1], eliminating the influence of 
dimensionality on the eventual result, making different features 
comparable, and allowing features with potentially large 
distribution differences to have the same weight impact. The 
expression of mean normalization is Eq. (10). 
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In Eq. (10),  oldmean X  defines taking the mean of each 

column feature of the original dataset. Standardizing data using 
z-score involves scaling the data to a distribution centered 
around 0 with a standard deviation of 1. This method preserves 
the original data information without changing the distribution 
type of the original data, making the different features of the 
original data comparable. The formula for z-score is shown in 
Eq. (11). 
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In Eq. (11),   is the vector of the mean of each column 

feature of the original dataset.   is the vector of the standard 

deviation of each column feature in the original dataset. To 
better evaluate the detection model’s performance, this study 
utilizes the F Score  method for evaluation, and the formula 

for F Score  is Eq. (12). 
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In Eq. (12), Recall  represents the recall rate of abnormal 

data in the results. Presion  is the accuracy of abnormal data 

in the result.   is the degree of importance to the outcome. 

When  =1, it indicates that both have the same impact on the 

result. At this point, F Score  is expressed as Eq. (13). 
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IV. ANALYSIS OF APS EFFECT BASED ON FST ALGORITHM 

OPTIMIZATION OF DL TECHNOLOGY CONSTRUCTION 

A. Experimental Parameter Setting and Performance 

Verification 

The software selected for the experiment is Python v3.5.2, 
and the learning framework is TensorFlow. The operating 
system is Windows 10, the memory is 128GB, the CPU is Intel 
Core (TM) i7-6700CPU @3.40GHz, and the GPU is NVIDIA 
GeForce GTX 750 Ti. Table I provides information on the 
backend functions of the system. 

The size of the LR directly affects the convergence speed 
and state of the CNN model. Excessive LR may cause the 
model to oscillate near the optima and fail to converge. If the 
LR is too low, it may lead to slow convergence speed of the 
model, and even get stuck in local optimal solutions. Therefore, 
to obtain the best LR, this study set the LR to different values 
and evaluated it through the loss value and F1 Score. The 
statistical results are displayed in Fig. 7. In Fig. 7(a), when 
iterating up to 70 times, the loss curves for different LRs tend 
to stabilize. When the LR = 0.3, the loss value of the model is 
minimized. When the LR < 0.3, the loss value decreases as the 
LR increases. When the LR > 0.3, the loss value grows with the 
growth of the LR. In Fig. 7(b), when the LR is 0.3, the F1 Score 
value is optimal, and when the LR is < 0.3, the F1 Score value 
rises with the sire of the LR. When the LR is > 0.3, the F1 Score 
value decreases as the LR increases. 
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The maximum tree depth parameter (max_depth) controls 
the complexity of the decision tree. However, if this value is set 
too small, the CNN model may underfit, resulting in poor 
performance. When the max_depth is set too high, it may cause 
overfitting issues. Therefore, to obtain the optimal x_depth, this 
study sets the x_depth to different values and evaluates it based 
on the loss value and F1 Score. The statistical results of the loss 
value and F1 Score are shown in Fig. 8. In Fig. 8(a), when the 
iteration reaches 48 times, the loss curves of different 

max_depth tend to be stable. When the max_depth=3, the loss 
value of the model is the smallest; When the max_depth<3, the 
loss value descends with the rise of the max_depth; When the 
max_depth>0.3, the loss value grows with the increase of LR. 
In 8 (b), when the max_depth=3, the F1 Score value is optimal; 
When the max_depth<3, the F1 Score value grows with the 
increase of the max_depth; When the max_depth>3, the F1 
Score value decreases with the rise of the max_depth. 

TABLE I. SYSTEM BACKEND FUNCTION SETTINGS 

Serial number Function Name Module to which it belongs Function Introduction 

1 path URL request forwarding module Filter and match the links sent by the front-end 

2 open/write System logic function module 
Provide read and write functionality for 

images 

3 json System logic function module 

Responsible for processing JSON related 

formatted data 

 

4 base64 System logic function module Base64 encoding and decoding of images 

5 get_unique_key System logic function module Generate a unique key for each user image 

6 apply_async System logic function module Asynchronous execution of rendering process 

7 settings System logic function module 
Access and modify some system settings 
options 

8 check_img System logic function module Check image format 

9 pool_exec System logic function module 
Provide scheduling and execution of process 

pools 

10 style_rendering Style conversion implementation module 
Render the received image into the specified 

style 
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Fig. 7. Comparison of loss values and F1 Score at different LRs. 
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B. APS Quality Analysis based on CNN 

This study compares the recall rate and F1 Score value of 
image features pooled using a Maximum-Median-Mixed 
Pooling (MMMP) strategy with other pooling approaches. The 
statistical results are shown in Table II. Single Pooling 
Strategies (SPS) are lower than Mixed Pooling Strategies 
(MPS). In the SPS, the maximum recall rate and F1 Score value 
of the SPS are the highest, at 79.58% and 0.7350, respectively. 
In the MPS, the two values of the MMMP are the highest, at 
81.3% and 0.7408. The two value of the three MPSs are lower 
than those of the MMMP strategy and the average-median-MPS, 
which are 80.25% and 0.7362. 

TABLE II. COMPARISON OF DIFFERENT POOLING STRATEGIES 

Pooling strategy Recall (%) F1 Score 

Maximum-single 0.7958 0.7350 

Average-single 0.7846 0.7328 

Middle value single 0.7909 0.7335 

Maximum-average-mixed 0.7966 0.7357 

Average-median-mixed 0.8058 0.7370 

Maximum-intermediate-mixed 0.8103 0.7408 

Three mixed 0.8025 0.7362 

The results of comparing the accuracy of extracting image 
style information based on CNN with other algorithms under 
different iteration times are shown in Fig. 9. The accuracy of 
extracting image style information using different algorithms 
increases with the increasing number of iterations. The 
accuracy of CNN in extracting image style information is 
higher than other algorithms, with an accuracy of 80%. The 
highest accuracy of the four layer Deep Neural Network 
algorithm (DNN) is 68.9%, because the algorithm requires 
numerous parameters and computational resources, which lifts 
the difficulty of training and tuning. The highest accuracy rates 

of User-based Collaborative Filtering Algorithm (UserCF), 
Content-based Algorithm (CBF), Probability-based Matrix 
Factorization (PFM), and Item-based Collaborative Filtering 
Algorithm (ItemCF) are 58.6%, 68.8%, 68.8%, and 67.9%, 
respectively. 
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Fig. 9. The accuracy of extracting image features using different models. 

In the case of different numbers of images, this study 
compares the accuracy and time of extracting image features 
based on the optimized CNN model. Fig. 10 shows the 
comparison results. In Fig. 10 (a), the accuracy of the optimized 
CNN in extracting image features increases with the increase of 
the number of images. When there are 12 images, the highest 
accuracy is 98.3%, which is 1.1% higher than before 
optimization. In Fig. 10(b), the running time of the pre-
optimized model for extracting image features increases with 
the rise of the amount of images, while the optimized time 
decreases. When the image is 1, the optimized CNN takes a 
minimum of 4.7 seconds, which is 15.1 seconds shorter than 
before optimization. The proposed algorithm is more suitable 
for complex and detailed image style data sets, because the 
algorithm can effectively extract and process the style details in 
the image through the hybrid pooling strategy and the 
optimization of the FST layer, and improve the accuracy and 
efficiency of the model. 
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Fig. 10. Comparison of the accuracy and time of extracting image features. 
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In this paper, we propose an auxiliary spray system (APS) 
based on finite state sensor (FST) algorithm to optimize deep 
learning (DL) technology, and realize automatic image style 
extraction through convolutional neural network (CNN) model. 
Compared with the optimized model, it shows higher accuracy 
and speed in processing multiple images. When the number of 
images is 12, the accuracy of feature extraction reaches 98.3%, 
and the running time is reduced to 4.7 seconds. In addition, the 
maximum-median-mixed pooling (MMMP) method was used 
in the pooling strategy, and the recall rate and F1 score reached 
81.3% and 0.7408, respectively, which was superior to the 
single pooling strategy. The experiment also verified the 
performance of CNN under different learning rate (LR) and 
max_depth Settings, with the best parameter configurations 
being LR=0.3 and max_depth=3. 

V. DISCUSSION 

In this paper, a deep learning technology based on FST 
algorithm optimization is proposed. The accuracy of the model 
is increased by 1.1% when processing 12 images, and the 
processing time of a single image is shortened by 15.1 seconds, 
which is better than the existing methods and meets the 
requirements of rapid response in the field of industrial 
spraying. Compared with the scheme used in the literature [8] 
for the auxiliary diagnosis of breast cancer, this method has 
achieved a breakthrough in image processing speed. Although 
the literature [9] and [10] perform well in the identification of 
human activity (HAR), there are shortcomings in dealing with 
complex industrial spraying tasks; The APS model designed in 
this study is more suitable for the changeable construction 
environment. In addition, compared with the real-time HAR 
method in literature [11], MMMP pooling strategy is superior 
in terms of recall rate and F1 score, which highlights its high 
efficiency in image feature extraction. In terms of image style 
information extraction, the accuracy of this model reached 80%, 
which was higher than the plant disease detection model 
proposed in literatures [12] and [13]. At the same time, although 
literature [14] combines weighted FST and BERT architecture 
to perform well in terms of recall rate and F1 score, this study 
reduces the dependence on large-scale labeled data and 
simplifies the data preprocessing process through CNN 
optimization. In general, the introduction of FST optimization 
deep learning technology not only improves the accuracy and 
processing speed of image feature extraction in APS, but also 
shows broad application prospects in the field of industrial 
spraying. 

VI. CONCLUSION 

To optimize the accuracy and efficiency of the spraying 
system to improve product quality and market competitiveness, 
reduce human error and adapt to the changing construction 
environment, so as to achieve intelligent and efficient spraying 
process, reduce operating costs and reduce material waste. This 
study proposed APS based on FST-optimized DL technology. 
After optimizing DL technology based on FST algorithm, this 
study constructed APS based on the optimization model. The 
experiments indicated that when the max_depth and LR of the 
model were set to 0.3 and 3, the loss value and F1 Score value 
of the CNN were optimal. Compared with the pre-optimized 
CNN, the accuracy and time of extracting image features by the 

optimized CNN were 98.3% and 4.7s, under different numbers 
of images. Compared with other pooling strategies, the MMMP 
strategy used in this study had the best pooling effect on image 
features, with recall and F1 Score values of 81.3% and 0.7408. 
The research model has been effectively applied in assisting 
painting, and compared to existing models, this model has 
higher efficiency in extracting features. However, CNN has a 
large number of layers and parameters, requiring a significant 
amount of computation time and storage space, thus requiring 
high computational resources. Future research will focus on the 
computational efficiency of the system to reduce the computing 
resource requirements and further improve the performance of 
the assisted painting system (APS) in image style conversion. 
Specifically, image style recognition is enhanced by improving 
the feature extraction accuracy of convolutional neural network 
(CNN). Adjust the learning rate (LR) and maximum tree depth 
(max_depth) to get the best model parameters. The hybrid 
pooling strategy is used to optimize image feature processing to 
improve the recall rate and accuracy of the system. 
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Abstract—As more and more complex applications, e.g. photo 

editing software and slideshow editing software, can be used on 

mobile touch devices, some simple operations, such as copying 

and pasting, are used more frequently by ordinary mobile users. 

However, the existing touch techniques are far from perfectly 

supporting these simple operations on mobile devices. In this 

paper, a new interactive technique BackC&P, which takes 

advantage of back-of-device touch input to augment copy and 

paste operations on mobile devices, is presented. The results of a 

user study that evaluated the usability of BackC&P are also 

presented. The findings indicate that BackC&P was about twice 

as fast as the currently used technique on mobile touch devices 

when used to complete the copy-and-paste tasks, with no 

significant decrease in accuracy. 

Keywords—Back-of-device interaction; copy and paste 

operations; mobile touch devices; touch interaction 

I. INTRODUCTION 

Various mobile touch devices have already been widely 
used in our everyday lives and enable users to manipulate user 
interfaces with a variety of touch interactions that previous 
feature phones cannot support [1]-[5]. Direct touch interaction 
has become the mainstream interactive technology on a 
mobile device mainly because it provides users with better 
performance and experience through natural, easy-to-use, and 
intuitive touch gestures. 

Despite the numerous advantages, direct touch interaction 
still has many limitations that require further improvements, 
especially when it is applied to mobile devices. Due to the 
small screen size of mobile devices, touch interaction design 
for mobile user interfaces is usually tedious and time-
consuming. Taking the copy operation as an example, the 
current technique utilizes a long-press action applied on the 
target to trigger the copy menu, and then utilizes a tap action 
applied on the pop-up copy menu to complete the copy of the 
target. Obviously, the long-press action is already very time-
consuming; acquiring the copy menu takes even more time. 
Similar issues exist in the paste operation as well. In the 
meanwhile, however, as the computing power of mobile 
devices continues to increase, more and more complex 
applications, e.g. image editing software, slideshow editing 
software, and storytelling software, have already been 
available to mobile users. Apparently, simple operations such 
as copying and pasting are often used in these mobile 
applications. Therefore, how to further improve these simple 

and frequently used operations on mobile touch devices is an 
important research topic that HCI researchers should pay more 
attention to and explore. 

The author’s previous work in [6] explored the use of 
back-of-device touch input for promoting front-of-device 
touch interactions on mobile devices, for instance, to enhance 
mobile text entry or to augment the zooming operations in a 
map application. In this paper, the author extends the use of 
BackAssist [6] to enhance the copy and paste operations on 
mobile touch devices. The prototype BackC&P utilizes the 
back-of-device touch input provided by BackAssist to switch 
the current system mode to the copy mode or paste mode. In 
the copy mode, a front-of-device tap on the target will 
complete the copy of the target; in the paste mode, a front-of-
device tap on the destination will complete the paste of the 
target. 

The purpose of BackC&P is to take advantage of back-of-
device touch input to improve the user performance of 
completing copy and paste operations on mobile touch devices. 
The results of the user study indicate that BackC&P was 
approximately twice faster than the currently used technique 
on mobile devices, and there was no significant increase in the 
error rate. 

The reminder of this paper is as follows. The paper begins 
with a review of a series of important research literature on 
back-of-device interaction in Section II. After that, the 
interaction design of the technique BackC&P is introduced in 
Section III. Then, a user study comparing user performance 
between using BackC&P and the currently used technique is 
described in Section IV, followed by a detailed comparative 
analysis of efficiency and accuracy in Section V. Finally, 
some of the research results in terms of efficiency and 
accuracy are discussed in Section VI. Finally, the paper is 
concluded in Section VII. 

II. RELATED WORK 

The research area that is most relevant to this research is 
back-of-device interaction. As its name suggests, back-of-
device interaction makes use of various input units on the rear 
of a device to complete multifarious interactive tasks, such as 
text entry, target acquisition, mobile authentication, and so on. 
It can be used either as an exclusive manipulation technique or 
together with other interactive techniques, thus bringing many 
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benefits that can improve user performance and experience in 
many aspects. 

A. Exclusive Manipulation via Back-of-device Interaction 

When it comes to back-of-device interaction, the first 
reaction is that it can address the occlusion problem and the 
fat finger problem. One of the best-known examples is 
NanoTouch [7] presented by Baudisch and Chu. It enables 
users with back-of-device touch input to interact with digital 
contents that are displayed on the tiny screen of a very small 
handheld device. 

Back-of-device interaction can also be used for promoting 
one-handed mobile interaction. Yang et al. [8] augmented a 
PDA with cursor manipulation by attaching an optical sensor 
on the rear of the device. With the onscreen cursor, which was 
controlled by back-of-device input, a user could acquire the 
targets located in the places where the thumb could not reach. 
Hasan et al. [9] also explored one-handed back-of-device 
cursor interaction. Their findings indicated that compared with 
absolute mode cursor input, relative mode cursor input 
achieved better performances in both positioning the cursor 
and selecting the targets. Fan and Coutrix [10] explored the 
effect of asymmetry between preferred and non-preferred 
hands on user performance. Their study found that the 
preferred hand performed better in target acquisition tasks, but 
for steering tasks, they found little performance difference 
between preferred and non-preferred hands. 

Mobile text entry is another research hotspot in back-of-
device interaction. With a back-attached keyboard, RearType 
[11] allowed users to input text on a tablet by operating the 
physical keyboard on its rear. In order to keep mobile devices 
to their original form factor, Sandwich Keyboard [12] utilized 
a back-adhered multi-touch sensor to substitute the back-
attached physical keyboards. In addition, Buschek et al. [13] 
added a machine-learning algorithm to Sandwich Keyboard to 
reduce the typing errors. Cui et al. proposed BackSwipe [14] 
which enabled a user to enter text or trigger a command by 
drawing a word-gesture on the back of a mobile device. 

Researchers have also explored employing back-of-device 
interaction to support other mobile manipulation scenarios. 
For example, Luca et al. [15], Leiva et al. [16], and 
Kulshreshtha and Arif [17] explored realizing mobile device 
authentication through back-of-device interaction to address 
the problem of shoulder surfing. For another example, Granell 
and Leiva [18], [19] utilized the built-in gyroscope and 
accelerometer to implement tap-based back-of-device 
interaction, which could be used to control camera and game 
applications. Furthermore, Shimon et al. [20] investigated 
user-defined back-of-device gestures for a series of frequently 
used tasks on mobile devices. They found that for the vast 
majority of the tasks, participants had varying mental models 
when designing back-of-device gestures to complete them. 

Although back-of-device interaction used as an exclusive 
input technique can make many achievements, e.g. addressing 
hand occlusion and “fat fingers”, supporting touch 
manipulation on tiny displays, and so on, it still has some 
limitations. On one hand, although back-of-device input 
addresses hand occlusion, the performance may not be as 

efficient as that of front-of-device touch input [21]. The results 
of a user study [22] show that compared with front-of-device 
touch input, back-of-device touch input achieves more 
accurate but much slower performance in conducting pointing 
tasks on a mobile device. On the other hand, when a user 
acquires onscreen targets by tapping, back-of-device touch 
interaction tends to be inferior to its front-of-device 
counterparts because the user’s operating fingers are occluded 
by the device itself [23], thereby failing to provide the user 
with visual clues of the operating fingers which are very 
important for accurately acquiring the targets. Therefore, 
combining back-of-device interaction with other interaction 
techniques rather than using it alone may better exert its 
strengths. 

B. Hybrid Manipulation with Back-of-device Interaction 

Many researchers have conducted studies on combining 
back-of-device interaction with other interactive techniques to 
augment mobile device manipulation. 

Corsten et al. [24] presented BackXPress, which made use 
of back-of-device pressure input to switch between different 
quasi-modes for augmenting front-of-device touch interaction. 
Chen et al. [6] presented BackAssist, which utilized the 
combinations of on and off states of the two fingers resting on 
the rear of a mobile device to augment mobile text entry and 
zooming operations in a mobile map application. Huang et al. 
[25] proposed TapNet, which could identify taps on a 
smartphone while simultaneously recognizing various tap 
properties, such as direction and location. With TapNet, users 
could utilize back-of-device or edge tapping with other forms 
of interaction, such as tilt and touch, to complete tasks on their 
mobile devices. 

One-handed mobile interaction was augmented by two-
sided touch interaction as well. InfiniTouch [26] enabled 
touch input across the entire device surface of a smartphone 
while maintaining the standard smartphone form factor. 
Through a machine learning technique, InfiniTouch could 
identify all fingers during single-handed interaction. Le and 
colleagues also investigated fingers’ comfortable area [27] and 
safe area [28] for one-handed smartphone interaction, which 
could guide the design of interactions on the back and edges. 

LucidTouch [29] took advantage of a technique, which 
was named pseudo-transparency, to overlay the video images 
of the user’s hands, which were behind the device and could 
not be seen by the user, onto the screen of the device. With the 
augmented visual feedback, users could manipulate the targets 
on a mobile device’s screen more accurately compared with 
the other back-of-device interaction techniques without such 
visual feedback. 

C. Back-of-device Interaction for Copy and Paste Operations 

Among the above-mentioned studies on back-of-device 
interaction, several involve the copy and paste operations. In 
[20], participants were asked to create gestures to complete the 
copy and paste tasks. However, the results of their study 
showed that there was little consensus on the gestures 
designed by the participants for these two tasks. When 
designing gestures, some participants mimicked keyboard 
shortcuts, and completed copy and paste operations by 
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respectively drawing “C” and “V” on the back of the device. 
Cui et al. [14] proposed using word-gesture interaction to 
trigger commands. According to their design, a user could 
complete the copy operation by input “copy” or “replicate” on 
the device’s back. However, they did not implement their 
design on a real device. In study [26], several use cases were 
demonstrated. For instance, with InfiniTouch [26], a user 
could swipe down with the index finger to copy and swipe 
down with the middle finger to paste. However, their study did 
not verify the usability of the technique through experiments. 

III. BACK-OF-DEVICE INTERACTION AUGMENTED COPY-

AND-PASTE 

The copy and paste operations are frequently used on 
various electronic devices. Compared with the techniques used 
on desktop computers, the current technique used on mobile 
devices is apparently more time-consuming, as illustrated in 
Fig. 1. For example, the long-press action is used for 
triggering the copy menu and even for triggering the paste 
menu until the tap action replaces it to complete the same task. 

The author’s previous work in [6] explored making use of 
the two resting fingers, the index finger and the middle finger 
of the holding hand, on the rear of a mobile device to generate 
back-of-device touch input for augmenting the front-of-device 
touch interaction by the other hand. The hardware of the 
prototype, BackAssist, was built by attaching two off-the-shelf 
smartphones in a back-to-back fashion. Similar hardware 
prototypes were also utilized in many previous studies [12], 
[13]. The appearance of the prototype is shown in Fig. 2. The 
results of the user study indicate that the back-of-device input 
of BackAssist is easy-to-learn and can be efficiently and 
accurately used by ordinary mobile users [6]. Some 
applications enhanced by BackAssist have also been 
developed. For example, utilize the back-of-device input to 
switch between the lowercase page and the uppercase page of 
a soft keyboard [6]. 

In this paper, the author extends the use of BackAssist and 
explores utilizing the combinations of on and off states of the 
two fingers, respectively resting on Zone 1 and Zone 2 (see 
Fig. 2), for augmenting copy and paste operations on a mobile 
device. The interaction technique is named BackC&P. 

With BackC&P, back-of-device input can be used for 
switching the current system mode to the copy mode or the 
paste mode, thus saving the time for the operations compared 
with those of currently used techniques. In the present 
implementation, the system modes are controlled by the back-
of-device inputs, as shown in Table I. In order to complete a 
copy operation, the user first lifts up his/her finger on Zone 1 
to switch the current system mode to the copy mode, and then 
taps the target by the other hand to copy the target, as shown 
in Fig. 3(b). Similarly, to complete a paste operation, the user 
first raises the finger on Zone 2 to switch the system mode to 
the paste mode, and then taps the desired position to paste the 
copied target there, as shown in Fig. 3(c). With BackC&P, 
there is no pop-up copy menu or paste menu, so the time for 
acquiring the copy menu or the paste menu is also saved. To 
sum up, theoretically, BackC&P can tremendously reduce the 
time for completing copy and paste operations compared with 
the existing techniques used on mobile touch devices. 

 
Fig. 1. A diagram demonstrates how to perform copy and paste operations 

with the currently used technique on a mobile touch device. 

 
Fig. 2. The appearance of the hardware prototype. 

TABLE I.  THE MODES GENERATED BY BACK-OF-DEVICE INPUT 

 
Zone 1 without index 

finger on 

Zone 1 with index 

finger on 

Zone 2 without 

middle finger on 
Usual Mode I Paste Mode 

Zone 2 with middle 

finger on 
Copy Mode Usual Mode II 
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Fig. 3. A diagram of how to perform copy and paste operations with 

BackC&P. The blue fingerprints in the picture indicate that the corresponding 

finger(s) is/are on the specific Zone(s). 

It should be noted that BackC&P can only save the time 
for the copy operation and the paste operation rather than the 
time for the navigation phase. The navigation time is the time 
that is taken to navigate from the copy position to the paste 
position. It may include the time for scrolling off-screen 
contents into the screen, the time for switching from one 
application to another, and so on. Usually, during a complete 
copy-and-paste operation, navigating to the desired place to 
paste the copied target may take the user a lot of time [30], 
[31]. Sometimes, the navigation time is much longer than the 
sum of the copy time and the paste time. 

IV. USER STUDY 

Based on the previous analysis on the procedures of copy 
and paste operations on mobile devices, BackC&P is able to 
improve a user’s performance at least in terms of the 
completion time. In order to verify the theoretical analysis, a 
user study was conducted to compare users’ performances in 
using BackC&P and the currently used technique. Specifically, 
the author hoped to figure out whether BackC&P could 
improve users’ performance in conducting copy-and-paste 
tasks. And if so, to what extent? In addition, the author wanted 
to get a more complete understanding of BackC&P. For 
instance, besides the completion time, were there other aspects 
of copy and paste operations on mobile devices affected by 
BackC&P? Finally, the author hoped to get the participants’ 
first impressions on BackC&P. 

A. Participants 

Ten participants were recruited from a local university, 
ranging in age from 22 to 30. The participants’ average age 
was 24.8 (SD = 2.10). All participants were right-handed 
people and they were all skilled in manipulating mobile touch 
devices. 

B. Apparatus 

The hardware prototype described in study [6] was used in 
this study. The experimental software was written in Java and 
Android SDK. 

C. Task and Procedure 

A copy-and-paste task was designed to simulate real copy-
and-paste tasks on a mobile device for the user study. In order 
to minimize the impact of the navigation phase on the 
completion time, in the copy-and-paste task, the target to be 
copied and the destination to paste the copied target were 
presented in a single display. Therefore, the participants did 
not need to search for an off-screen destination by scrolling 
through the screen view or switching to another application. 

The copy-and-paste task could be conducted by both 
BackC&P and the currently used technique which the author 
called it the traditional technique in this study. In real practice 
on current mobile devices, the paste menu could be triggered 
either by a long-press action or by a tap action, so both 
methods were enabled to activate the paste menu although the 
participants were encouraged to trigger the paste menu by 
tapping upon the destination, which could reduce the time for 
the paste operation. 

Each trial began with displaying a start button below the 
inactivated target. The distance between the center of the 
target and the center of the start button was 370 pixels. After 
the participant successfully acquired the start button, timing 
started and the target, a blue circle in the center of the display, 
was activated at the same time. The participant then conducted 
the copy operation. Once the target was successfully copied, 
four circles with the radius of 10 pixels larger than that of the 
target would be rendered in the four locations around the 
target, respectively in its northwest, northeast, southeast and 
southwest. The four circles represented the potential locations 
for pasting the copied target. The real location for pasting the 
target was called the destination. The destination was 
highlighted in green while the other three circles, serving as 
distractors, were rendered in grey. Finally, the participant 
pasted the target in the destination. 

Before the study began, each participant was required to fill 
out a pre-study questionnaire to gather demographics. Then a 
brief introduction about the copy-and-paste task and a training 
session about how to perform the copy-and-paste task were 
given. After that, the participant was allowed to practice 
performing the tasks. When he or she felt skilled enough, ten 
blocks of trials would be given to complete. Short breaks were 
permitted between trials or blocks. At the conclusion of the 
study, each participant was asked to fill out a post-study 
questionnaire to collect subjective feedbacks. 

D. Experimental Design 

In the copy-and-paste task, three target sizes (radius = 30, 
50, 70 pixels; respectively similar to the sizes of keys of the 
virtual keyboard, app icons, and thumbnails of pictures on a 
smartphone), two target-destination (from the center of the 
target to the center of the destination) distances (224 and 335 
pixels, as shown in Fig. 4), and four potential locations for the 
destination were used. As a result, there were totally 24 (Size 

× Distance × Destination) different tasks for each 

interaction technique. 
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Fig. 4. The two target-destination distances for the task (the subscript ‘S’ 

denotes short and the subscript ‘L’ denotes long). 

A within-subjects design was utilized for the experiment. 
Each participant conducted the copy-and-paste tasks using 
both BackC&P and the traditional technique. The order of 
using the two techniques was counterbalanced. For each 
technique, there were totally 10 blocks of trials. Each block 
contained all the 24 different copy-and-paste tasks and these 
tasks would appear in a random order. 

To sum up, the experiment design was as follows: 

10 participants × 

2 Techniques × 

10 blocks  × 

3 Sizes  × 

2 Distances × 

4 Destinations 

= 4800 trials. 

V. RESULTS AND ANALYSIS 

A. Completion Time Analysis 

The completion time is the time that is taken between the 
acquisition of the start button and the completion of pasting 
the copied target. It includes the copy time and the paste time. 
The copy time is defined as the time between the selection of 
the start button and the completion of copying the target. The 
paste time is defined as the time between the completion of 
the copy operation and the completion of pasting the copied 
target. 

Before conducting the data analysis, the records that were 
marked as error ones were removed from the dataset. The 
grand mean of the completion time of the adjusted data was 
2.10 seconds (SD = 1.06 seconds). 

 
Fig. 5. Mean completion times of both techniques for each target size. 

After the data adjustment, a repeated measures ANOVA 
was applied to the collected records. The result demonstrated a 
significant difference for Technique (F(1,9) = 666.272, p < 
0.001), with the mean completion times of 1.13s for BackC&P 
and 3.06s for the traditional technique. BackC&P was almost 
twice faster than the traditional technique. One thing should be 
pointed out was that in the pre-study questionnaires nine 
participants chose the older method, which utilized the long-
press action, when they answered the question “How do you 
trigger the paste menu on your smartphone?” However, after 
they were encouraged to use the tap action to trigger the paste 
menu in the study, only eight of the 2400 trials were 
completed by using the long-press actions. Therefore, if the 
participants utilized their frequently used method in the study, 
the difference in the completion times would have been even 
greater. 

A significant main effect for Size (F(2,18) = 17.813, p <  
0.001) was also found. Post hoc analysis indicated that the 
completion time of small targets (30 pixels) was significantly 
different from those of medium (50 pixels) and large targets 
(70 pixels). This was in line with the author’s expectation that 
it would take more time to copy and paste a target whose size 
was much smaller than the fingertip of the operating finger. In 
addition, there was a significant interaction between 
Technique and Size (F(2,18) = 12.526, p < 0.001). A post hoc 
test indicated that BackC&P performed significantly better 
than the traditional technique in all three target sizes. Fig. 5 
illustrates the mean completion times of both techniques for 
each target size. 

The author also calculated the mean completion time of 
the trials that were operated by BackC&P and marked as error 
ones. The result was 2.60s, which was still shorter than that 
(3.06s) of the correct trials which were conducted by the 
traditional technique. 

B. Copy Time Analysis 

The grand mean copy time of the adjusted dataset was 
1.16s (SD = 0.77s). A repeated measures ANOVA revealed a 
significant main effect for Technique (F(1,9) = 616.068, p < 
0.001), with mean copy times of 0.48s and 1.81s for BackC&P 
and the traditional technique respectively. A significant main 
effect for Size (F(2,18) = 9.506, p < 0.01) was found as well. 
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Post hoc analysis indicated that the copy time of small targets 
was significantly different from those of medium and large 
targets. There was a significant interaction between Technique 
and Size (F(2,18) = 6.151, p < 0.01). Post hoc analysis showed 
that BackC&P performed significantly better than the 
traditional technique in all three target sizes. Fig. 6 shows the 
mean copy times of both techniques for each target size. 

C. Paste Time Analysis 

The grand mean paste time of the adjusted data was 0.95s 
(SD = 0.33s). A repeated measures ANOVA revealed a 
significant difference for Technique (F(1,9) = 321.630, p < 
0.001), with mean paste times of 0.65s and 1.24s for 
BackC&P and the traditional technique respectively. A strong 
main effect for Size (F(2,18) = 45.612, p < 0.001) was also 
observed. Post hoc analysis indicated that the paste time of 
each target size was significantly different from those of the 
others. In addition, there was a significant interaction between 
Technique and Size (F(2,18) = 20.731, p < 0.001). Post hoc 
analysis showed that BackC&P performed significantly better 
than the traditional technique in all three target sizes.  Fig. 7 
shows the mean paste times of both techniques for each target 
size. 

 

Fig. 6. Mean copy times of both techniques for each target size. 

 

Fig. 7. Mean paste times of both techniques for each target size. 

 
Fig. 8. Error rates of the copy operation, the paste operation, and the whole 

copy-and-paste operation. 

D. Entire Error Analysis 

There were totally 276 trials marked as error ones, in 
which participants made either copy errors or paste errors, or 
both. The grand mean error rate was 5.8%. 

A repeated measures ANOVA showed no significant 
difference for Technique (F(1,9) = 3.447, p = 0.096), with 
mean entire error rates of 6.8% and 4.8% for BackC&P and 
the traditional technique respectively. Also, no significant 
main effect for Size (F(2,18) = 2.059, p = 0.157) was found. 
Fig. 8 shows the error rates of the copy operation, the paste 
operation, and the whole copy-and-paste operation. 

E. Copy Error Analysis 

There are four types of errors, which may occur during a 
copy operation, when using BackC&P, as shown in Table II. 
For the traditional technique, there are two types of errors: 
pressing outside the target and missing the copy menu. 

There were totally 122 trials marked with copy errors, of 
which 85 trials was performed by BackC&P and 37 trials by 
the traditional technique. The number of copy errors of each 
error type of BackC&P was listed in Table II. Note that, there 
were two trials which committed both Copy Error I and Copy 
Error II. For the traditional technique, seven errors belonged 
to pressing outside the target while 30 errors pertained to 
tapping outside the copy menu. 

The grand mean of the copy error rate was 2.5%. A 
repeated measures ANOVA revealed a significant difference 
for Technique (F(1,9) = 9.618, p < 0.05), with mean copy 
error rates of 3.5% and 1.5% for BackC&P and the traditional 
technique respectively. No significant main effect for Size 
(F(2,18) = 1.696, p = 0.211) was found. 

F. Paste Error Analysis 

There are four types of errors, which may occur during a 
paste operation using BackC&P, as shown in Table III. For the 
traditional technique, there are three types of errors: pressing 
outside the destination (Traditional Paste Error Type I, 
abbreviated TPET I), tapping outside the destination (TPET 
II), and missing the paste menu (TPET III). 
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TABLE II.  THE COPY ERROR TYPES OF BACKC&P 

Error Type Descriptions Error Number 

Copy Error I 

Hit the target on the front screen 

while the back-of-device input is 

in the Usual Mode II. 
68 

Copy Error II 

Hit the target on the front screen 

while the back-of-device input is 
in the Paste Mode. 

7 

Copy Error III 

Hit the target on the front screen 

while the back-of-device input is 

in the Usual Mode I. 
0 

Copy Error IV 
Miss the target on the front 

screen. 
12 

TABLE III.  THE PASTE ERROR TYPES OF BACKC&P 

Error Type Descriptions Error Number 

Paste Error I 

Hit the destination on the front 

screen while the back-of-device 

input is in the Usual Mode II. 
76 

Paste Error II 

Hit the destination on the front 

screen while the back-of-device 

input is in the Copy Mode. 
5 

Paste Error III 

Hit the destination on the front 

screen while the back-of-device 
input is in the Usual Mode I. 

1 

Paste Error IV 
Miss the destination on the front 

screen. 
6 

 
Fig. 9. The summary of answers collected from the post-questionnaires. 

There were totally 168 trials marked with copy errors, of 
which 86 trials was conducted by BackC&P and 82 trials by 
the traditional technique. The number of paste errors of each 
error type of BackC&P was listed in Table III. Note that, there 
were two trials which committed both Paste Error I and Paste 
Error II. For the traditional technique, two errors belonged to 
TPET I, 24 errors belonged to TPET II, and the other 65 errors 
belonged to TPET III. 

The grand mean paste error rate was 3.5%, which was 
higher than the grand mean copy error rate. A repeated 
measures ANOVA demonstrated no significant difference for 
Technique (F(1,9) = 0.047, p = 0.834), with mean paste error 
rates of 3.6% and 3.4% for BackC&P and the traditional 
technique respectively. In addition, no significant main effect 
for Size (F(2,18) = 0.714, p = 0.503) was found. 

G. User Feedback 

At the end of the study, a post-study questionnaire was 
answered by each participant. The purpose of the 

questionnaire was to collect the participants’ first impressions 
on the interaction technique BackC&P. 

From the post-study questionnaires, positive feedback on 
BackC&P was received from the participants that six of the 
ten participants chose BackC&P as their preferred technique 
for completing the copy-and-paste tasks. The other four 
participants treated the two techniques equally. None of 
participants specifically chose the traditional technique as 
their preferred technique. 

In the post-study questionnaire, each participant was also 
asked to rate the items on a scale from 1 to 7, with 7 being the 
strongly agree. The summary of the collected results from the 
questionnaires is illustrated in Fig. 9. It can be seen that, on 
the whole, the participants deemed that BackC&P was easy to 
learn, easy to operate, comfortable to use, and less time-
consuming. 

VI. DISCUSSIONS 

From the user study, the author found that BackC&P 
outperformed the traditional copy-and-paste technique on 
mobile devices in terms of efficiency. BackC&P achieves this 
mainly for two reasons. To begin with, BackC&P requires less 
front-of-device touch interactions for item acquisition than the 
traditional technique does. It accomplishes a copy-and-paste 
task with only two front-of-device touch actions, a tap to 
acquire the target and another tap to acquire the destination. 
As for the traditional technique, it needs four item acquisitions 
on the frontal touchscreen to complete the same task. In 
addition, BackC&P does not utilize the action of long-press, 
which is particularly time-consuming compared to interactions 
such as tapping [32], thereby tremendously saving the time for 
the copy operation. 

In terms of error rate, the author found that for BackC&P, 
the most majority of the errors in copy and paste operations 
were caused by unsuccessfully lifting up the dedicated finger 
on the rear rather than by lifting the wrong finger on the rear, 
or by unsuccessfully acquiring the target or destination on the 
front screen. The author speculates that this might be due to 
the participants’ attempt to finish the tasks in a shorter time. 
As copy and paste operations used in daily life are not as 
many and intensive as in the user study, these types of errors 
may be far less in actual use. 

Also in terms of errors, the author found that for the 
traditional technique, the participants committed many more 
errors in acquiring the paste menu than acquiring the copy 
menu. The author deems that this difference is mainly due to 
the different mechanisms by which they trigger the two types 
of menus. For the copy operation, the user long-presses the 
target to trigger the copy menu, so he or she has more time to 
prepare to acquire the copy menu compared with the time to 
prepare to acquire the paste menu which is triggered by 
tapping. That is, acquiring a menu by a tap action following 
another tap action is less accurate than acquiring a menu by a 
tap action following a long-press action. It is interesting and 
meaningful to conduct a more comprehensive study in the 
future to investigate on the user performance in completing 
various tasks that require successive touch actions. The results 
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will provide us with more insights into designing better 
mobile touch user interfaces. 

VII. CONCLUSION 

Direct touch input enables users to interact with mobile 
devices with spontaneous and easy-to-use touch gestures. 
However, its limitations, e.g. time-consuming, still exist and 
negatively affect user experiences, especially in some 
frequently used simple tasks, e.g. copy and paste operations. 
In this paper, BackC&P, a mobile interactive technique which 
augments the copy and paste operations through the assistance 
of back-of-device touch input, is presented. The results of the 
user study indicate that with BackC&P users’ efficiency in 
conducting copy and paste operations was tremendously 
improved on a mobile touch device, nearly two times faster 
than the currently used technique, and the accuracy was not 
significantly degraded during the entire process. 

The current technique supports to copy and paste 
individual items, such as an image, a word, a chat message, a 
web link, etc. In the future, the author will explore extending 
the current technique to copy and paste a series of continuous 
items, such as several continuous words or sentences. 
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Abstract—Post-Traumatic Stress Disorder (PTSD) is a 

multifaceted mental health condition, particularly challenging 

for individuals with pre-existing medical conditions. This review 

critically examines the intersection of PTSD and chronic illnesses 

as expressed on social media platforms. By systematically 

analyzing literature from 2008 to 2024, the study explores how 

PTSD manifests and is managed in individuals with chronic 

conditions such as cancer, heart disease, and autoimmune 

disorders, with a focus on online expressions on platforms like X 

(formally known as Twitter) and Facebook. Findings 

demonstrate that social media data offers valuable insights into 

the unique challenges faced by individuals with both PTSD and 

chronic illnesses. Specifically, natural language processing (NLP) 

and machine learning (ML) techniques can identify potential 

PTSD cases among these populations, achieving accuracy rates 

between 74% and 90%. Furthermore, the role of online support 

communities in shaping coping strategies and facilitating early 

interventions is highlighted. This review underscores the 

necessity of incorporating considerations of pre-existing medical 

conditions in PTSD research and treatment, emphasizing social 

media's potential as a monitoring and support tool for vulnerable 

groups. Future research directions and clinical implications are 

also discussed, with an emphasis on developing targeted 

interventions. 

Keywords—PTSD; mental health; social media; natural 

language processing; health informatics 

I. INTRODUCTION 

Mental health disorders, including conditions such as 
PTSD, depression, and anxiety, represent a substantial global 
public health challenge. The World Health Organization 
(WHO) estimates that one in four individuals will experience 
a mental disorder at some point in their lives, underscoring the 
widespread impact of these conditions on physical health and 
overall well-being [1]. Among these disorders, PTSD stands 
out due to its association with severe psychiatric 
comorbidities, including depression, anxiety, and an elevated 
risk of suicide, as well as its potential to exacerbate pre-
existing physical health conditions [2]. 

PTSD is commonly understood to develop following 
exposure to traumatic events, such as warfare, natural 
disasters, or severe interpersonal violence, including sexual 
assault. Based on our analysis recent research has expanded 
this understanding to include PTSD triggered by serious 
medical challenges, such as chronic illnesses (e.g., cancer, 
heart disease, kidney failure, and lung disease) and 
complications during childbirth. Notably, studies suggest that 
up to 30% of individuals who experience life-threatening 

medical conditions may develop PTSD, highlighting the 
significant psychological toll of such experiences [3, 4, 5]. 

The onset of PTSD in medical contexts can be attributed to 
several factors, including the emotional shock of receiving a 
serious diagnosis, the physical and psychological demands of 
treatment, and the pervasive fear of death or disability. These 
experiences can lead to profound feelings of helplessness, loss 
of control, and vulnerability, all of which are key contributors 
to the development of PTSD [4, 6, 7]. Despite the growing 
recognition of PTSD in medical settings, there remains a 
critical need to understand how individuals with pre-existing 
medical conditions navigate and manage their PTSD 
symptoms. 

In recent years, social media has emerged as a valuable 
tool for individuals with PTSD to seek support, share 
experiences, and access information. The impact of social 
media uses on PTSD symptoms, particularly in individuals 
with pre-existing medical conditions, is not yet fully 
understood [8]. The spontaneous and candid nature of social 
media posts provides a unique lens into individuals' thoughts, 
feelings, and behaviors, potentially revealing early signs of 
PTSD. 

Advancements in artificial intelligence (AI), particularly in 
ML and NLP, have enabled the development of sophisticated 
algorithms capable of detecting patterns indicative of PTSD in 
social media data. These technologies hold promise for 
identifying PTSD cases with considerable accuracy, 
facilitating early intervention and personalized treatment 
approaches [9, 10]. During our analysis of the research works, 
the ethical implications and privacy concerns associated with 
using social media data for mental health research warrant 
careful consideration. 

This article aims to provide a comprehensive overview of 
the intersection between PTSD and pre-existing medical 
conditions, focusing on the role of social media and ML in the 
identification and management of PTSD. By synthesizing 
current research, this review seeks to inform future research 
directions and clinical practices, ultimately improving 
outcomes for individuals grappling with both PTSD and 
chronic medical conditions. 

To further underscore the significance of this study, the 
motivations include addressing the critical gap in 
understanding the interplay between PTSD and chronic 
medical conditions. This research aims to provide actionable 
insights that inform both clinical practices and the 
development of supportive technologies for affected 
individuals. This work highlights the transformative potential 
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of social media analytics in mental health care, offering novel 
avenues for early intervention and monitoring. 

II. MENTAL HEALTH DISORDERS 

Mental disorders, as defined by the WHO, involve 
significant disturbances in cognition, emotional regulation, or 
behavior, leading to distress or impairment in daily 
functioning [1]. These conditions, which encompass a wide 
range of disorders, adversely affect cognitive abilities, 
emotions, and social interactions. Accurate and timely 
assessments are critical for proper diagnosis and intervention. 
Traditionally, mental health screening has relied on self-report 
questionnaires designed to identify specific symptoms or 
attitudes related to social interactions [11]. 

The recognition of mental illness through diverse data 
sources and algorithms has been a significant focus of recent 
research, with AI playing a pivotal role. ML models, trained 
on various datasets, including self-reported questionnaires and 
EEG (Electroencephalogram) data, have been employed to 
predict mental health disorders such as depression and PTSD. 
Early studies utilized datasets annotated by domain experts, 
while more recent research has explored the potential of social 
media data in detecting mental illness [12, 13, 14]. 

Technological advancements have revolutionized 
psychiatric research, enabling the rapid collection and analysis 
of vast datasets through mobile phones, sensors, and social 
media platforms. ML, particularly in the context of advanced 
statistical and probabilistic methods, has proven effective in 
detecting mental health conditions [15]. A study on mental 
health recognition the authors employed ML techniques to 
analyze bipolar disorder using the Mood Disorder 
Questionnaire, while another study achieved 98.6% accuracy 
in detecting stress levels from bio-signals using supervised 
ML [11, 16]. Similarly, another study demonstrated a model 
for assessing psychiatric distress using EEG signals, 
employing algorithms such as Support Vector Machine 
(SVM), Logistic Regression (LR), and Naive Bayes (NB), 
with notable accuracy rates in stress detection [17]. 

In addition to ML, deep learning (DL) techniques have 
emerged as powerful tools in predicting depression risk. 
Context-DNN (Context Deep Neural Network) models, for 
instance, have been used to estimate the likelihood of 
depression [18]. Social media platforms, as a repository of 
user-generated content, have become valuable resources for 
observing mental states and psychiatric disorders. Studies 
have utilized platforms such as Reddit to analyze mental 
illness-related content through DL approaches, diagnosing 
chronic mental disorders like panic, bipolar disorder, and 
ADHD (attention deficit hyperactivity disorder) [19]. 

Other research has focused on detecting various mental 
illnesses, including schizophrenia, bipolar disorder, and 
PTSD, using data from platforms such as X, Facebook, and 
Weibo [18, 20]. Recent advancements in Large Language 
Models (LLMs) [86] have shown promise in recognizing 
mental health disorders from social media interactions, 
opening new possibilities for early identification and 
intervention [21]. LLMs are being explored as a tool to 
identify potential mental health concerns by analyzing text and 

speech patterns [22]. LLMs can be trained on large datasets of 
social media posts to identify patterns of language use 
associated with specific mental health conditions [23]. 
Regardless of the recent advancement of LLM in mental 
health identification, research and development are crucial to 
ensure accuracy and reliability before these tools can be 
integrated into clinical practice. 

The expansion of social media has created unparalleled 
opportunities for mental health research, offering real-time 
insights into individuals' mental states. Advances in NLP and 
ML have enabled the identification of patterns in social media 
data that are indicative of mental health conditions, such as 
depression, anxiety, and PTSD. Studies have demonstrated the 
potential of these technologies to reveal linguistic markers and 
behavioral patterns associated with mental health issues, with 
predictive accuracy [6, 24]. Despite these advancements, the 
use of social media data for mental health research raises 
ethical concerns, including privacy issues, the risk of 
misdiagnosis, and potential stigmatization. The 
representativeness of social media data and the accuracy of 
self-reported mental health statuses remain areas of debate. 
Nonetheless, the integration of social media analysis into 
mental health research offers significant potential for early 
detection and intervention, potentially transforming the field 
of mental health care in the digital age. 

Recent research has underscored the efficacy of combining 
social media data with LLMs for the diagnosis of mental 
health disorders, particularly in the early stages. The 
reluctance of many individuals to undergo mental health 
evaluations, coupled with the growing use of social media to 
share personal experiences, presents a unique opportunity for 
early diagnosis through social media analysis. The 
spontaneous and candid nature of social media expressions, 
when analyzed by sophisticated language models, can reveal 
subtle indicators of mental health issues that might otherwise 
go undetected. This approach holds significant promise for 
revolutionizing early intervention strategies in mental health 
care, potentially leading to improved outcomes through timely 
diagnosis and treatment initiation. 

III. PTSD IN PRE-MEDICAL CONDITIONS 

PTSD is a complex psychiatric condition that arises from 
exposure to traumatic events or prolonged distressing 
circumstances [25]. Traditionally associated with combat 
veterans and survivors of violence or natural disasters, PTSD 
also manifests in patients with pre-existing medical 
conditions, posing significant challenges for both patient care 
and treatment outcomes. The intersection of PTSD and 
chronic illness is an increasingly important area of study, with 
far-reaching implications for healthcare practices and 
economics. 

The prevalence of PTSD is substantial, with approximately 
3.5% of U.S. adults affected annually, and lifetime prevalence 
reaching 8% among adolescents aged 13-18 [26]. Globally, 
data from the World Mental Health Survey Consortium reveal 
that over 70% of the population has experienced at least one 
traumatic event, highlighting the widespread potential for 
PTSD development [27]. In the medical context, patients 
diagnosed with conditions such as cancer, heart disease, and 
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chronic respiratory illnesses are at heightened risk for PTSD, 
with the psychological burden of these conditions creating 
fertile ground for trauma-related stress responses [28, 29]. 
This bidirectional relationship, where PTSD exacerbates 
physical symptoms and impairs treatment outcomes, 
underscores the importance of recognizing and addressing 
PTSD within medical populations [30]. 

The Coronavirus disease (COVID-19) pandemic has 
further emphasized the link between PTSD and medical 
conditions, with survivors of severe infections displaying 
PTSD symptoms, particularly among those with risk factors 
like a history of psychiatric disorders or experiences of 
delirium during illness [28]. The pandemic itself is a traumatic 
event capable of inducing PTSD, as evidenced by studies 
showing high prevalence rates due to factors such as 
lockdowns, economic instability, and social isolation [21, 31]. 

Another critical area of concern is childbirth-related PTSD 
(CB-PTSD). Approximately 6% of women experience CB-
PTSD, affecting about eight million women globally in 2022 
[32, 33]. High-risk factors include medically complicated 
deliveries, obstetrical complications, and maternal near-miss 
incidents [34, 35]. Racial and ethnic disparities exacerbate 
these risks, with Black and Latin women nearly three times 
more likely to exhibit acute stress responses to childbirth [32]. 
Overall, about 20% of high-risk individuals are likely to 
develop CB-PTSD [32]. 

The Diagnostic and Statistical Manual of Mental 
Disorders, 5th edition (DSM-5), identifies core PTSD 
symptoms such as intrusive memories, avoidance, negative 
alterations in cognition and mood, and heightened arousal 
[36]. In medical contexts, these symptoms may manifest as 
flashbacks to painful procedures, avoidance of necessary 
treatments, and negative health beliefs, complicating medical 
management [37, 38]. Early detection and trauma-informed 
interventions are thus crucial in these settings to prevent 
misdiagnosis and ensure comprehensive care [30]. 

While effective treatments for PTSD, including 
psychotherapy and pharmacotherapy, are available, co-
occurring conditions such as depression and substance use 
disorders complicate recovery. Addressing both psychological 
and physiological aspects of trauma through integrated care 
approaches is essential for improving patient outcomes [39]. 

The interplay between PTSD and pre-existing medical 
conditions warrants ongoing research and clinical focus. 
Future studies should aim to develop tailored interventions for 
specific medical populations, explore the neurobiological 
mechanisms of medical trauma-induced PTSD, and assess the 
long-term effectiveness of integrated care models. Advancing 
our understanding in this area will contribute to more 
compassionate and effective care for those grappling with the 
dual challenges of medical conditions and PTSD [40]. 

IV. MENTAL HEALTH ASSESSMENT FOR DIAGNOSIS 

Mental health assessment is a fundamental component of 
diagnosing and managing psychological and psychiatric 
disorders, requiring a multifaceted approach that integrates 
neuroimaging, physiological and laboratory analyses, clinical 
interviews, psychometric tools, and increasingly, social media 

data analysis [41]. This comprehensive methodology provides 
a nuanced understanding of the interplay between 
neurobiological, physiological, psychosocial, and digital 
behavioral factors underlying mental health conditions. 

Neuroimaging techniques, particularly functional magnetic 
resonance imaging (fMRI) and positron emission tomography 
(PET), have become essential in identifying the neural 
substrates associated with various psychiatric disorders. For 
example, depressive disorders often involve reduced activity 
in the prefrontal cortex and increased amygdala activation, 
while schizophrenia is linked to anomalies in frontal and 
temporal lobe function [42]. These neurobiological insights 
are crucial for developing targeted and personalized 
therapeutic interventions [40]. 

Physiological and laboratory analyses complement 
neuroimaging by identifying underlying medical conditions 
that may contribute to psychiatric symptoms, such as thyroid 
dysfunction or nutritional deficiencies [43]. Comprehensive 
medical evaluations, including hematological profiles, 
endocrine function tests, and genetic analyses, are 
instrumental in guiding effective treatment strategies tailored 
to individual needs [43, 44]. 

Clinical interviews and standardized psychometric 
instruments remain central to mental health assessment. These 
methods allow clinicians to systematically gather detailed 
information on an individual’s symptoms, personal and 
familial history, and functional impairments across various 
domains of life. The mental status examination, a critical 
component of the clinical interview, evaluates cognitive and 
behavioral domains such as affect, thought processes, and 
memory functions [45], offering crucial insights into the 
individual’s psychological state and potential neuropsychiatric 
impairments. 

Recently, the analysis of social media data has emerged as 
a promising addition to mental health assessment. The 
widespread use of social media platforms provides researchers 
and clinicians with real-time, naturalistic data on individuals’ 
thoughts, emotions, and behaviors. This digital footprint can 
offer valuable insights into mental health trajectories and 
conditions. 

NLP and ML algorithms have been developed to analyze 
social media content for markers of mental health conditions. 
For instance, changes in social media activity, linguistic style, 
and emotional expression have been used to predict the onset 
of depression with considerable accuracy [6]. Similarly, 
researchers have demonstrated the potential to diagnose PTSD 
from X data [24]. 

The integration of social media data analysis into mental 
health assessment offers several advantages: 

 Early detection: Social media analysis can identify 
subtle changes in behavior or language indicative of 
emerging mental health issues before clinical 
symptoms appear. 

 Continuous monitoring: Unlike traditional assessments, 
social media provides a continuous stream of data, 
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allowing for dynamic and responsive monitoring of 
mental health. 

 Ecological validity: Social media reflects individuals’ 
behaviors in natural environments, offering potentially 
more valid insights than clinical settings. 

 Reach and accessibility: Social media analysis can 
extend mental health screening to populations that may 
not access traditional mental health services. 

Nevertheless, the use of social media data in mental health 
assessment also presents significant ethical and practical 
challenges, including concerns about privacy, consent, data 
security, and the potential for misinterpretation. Additionally, 
biases in social media use and algorithmic analysis could lead 
to disparities in assessment and diagnosis [46, 47]. 

The integration of social media data with traditional 
assessment methods requires careful validation and robust 
ethical guidelines. Ongoing research is focused on refining 
algorithms, establishing normative data, and developing best 
practices for the responsible use of social media data in mental 
health assessment [46]. 

V. PTSD DIAGNOSIS ON SOCIAL MEDIA 

The advent of social media has markedly transformed how 
individuals express and manage mental health conditions, 
including PTSD. While traditional diagnostic methods remain 
essential, social media platforms offer novel avenues for 
researchers and clinicians to explore the lived experiences of 
those with PTSD. This is particularly crucial given the high 
prevalence of PTSD among veterans, with 15-20% affected, 
highlighting the need for innovative approaches to address this 
critical issue [5]. 

Historically, PTSD identification in populations such as 
cancer survivors has relied on questionnaires, but these are 
time-consuming and impractical for large-scale studies. 
Methods like fMRI, though informative, are cost-prohibitive 
for widespread use. An alternative approach involves 
analyzing public social media posts, which offer quick, 
accessible data from a broad audience. A pioneer study on 
PTSD in cancer patients reports that approximately 60% of 
adults use online resources for health information, and social 
media platforms allow individuals to discuss health concerns 
more openly than in face-to-face interactions [20]. Previous 
studies have utilized platforms like Reddit to detect early 
indicators of mental health disorders, while others have 
analyzed Twitter data to understand language patterns among 
PTSD patients with a history of cancer [7, 46, 47]. 

The challenge of accurately diagnosing PTSD, particularly 
in cancer survivors, is compounded by the lack of measurable 
data, a gap that motivates the collection of social media data 
for analysis. Various statistical methods, including 
correlations, chi-square tests, and regression analyses, have 
been employed to evaluate mental health datasets, revealing 
variables closely associated with mental health diagnoses [48]. 
ML algorithms, both supervised and unsupervised, have 
proven effective in tracking mental illness symptoms with 
high diagnostic accuracy. For instance, linear discriminant 

analysis has been used to explore social media content, 
identifying topics relevant to mental health [7, 24]. 

Recent studies highlight the potential of social media 
analysis to identify symptoms like anger associated with 
PTSD, particularly within the veteran community. This 
method shows promise as a preventative measure, enabling 
early detection and timely intervention. The complex nature of 
military service, including exposure to combat and the 
difficulty in distinguishing combatants from non-combatants, 
contributes to the high prevalence of PTSD among veterans, 
underscoring the urgency of exploring new strategies like 
social media analysis for supporting military personnel's 
mental health [6]. 

Advanced ML techniques, such as recurrent neural 
networks (RNN), deep neural networks (DNN), and 
convolutional neural networks (CNN), are increasingly 
employed for text processing in mental health research. 
Sentiment analysis on X data, for example, has been suggested 
for understanding the context of communication and dialogue 
related to mental health [49]. 

In a novel approach, recent research has explored the 
detection of CB-PTSD using LLMs like Bio_ClinicalBERT 
and BioGPT, which have outperformed ChatGPT in clinical 
tasks. This study reveals that approximately 6% of the global 
childbearing population, or over eight million women 
annually, develop CB-PTSD, significantly impacting mothers 
and their children. The generative AI model such as Open AI 
text embedding (ADA), by analyzing maternal narratives, 
achieved an F1 score of 0.81 in identifying PTSD, indicating 
its potential to generalize to other mental health disorders [27]. 

As mental health research continues to evolve, the 
integration of social media data analysis holds significant 
potential for enhancing our understanding of PTSD. 
Leveraging user-generated content on these platforms allows 
researchers to gain deeper insights into PTSD symptoms, 
triggers, and coping mechanisms. This real-time, granular data 
can complement traditional survey methods, facilitating the 
early identification of mental health issues and the 
development of personalized interventions. Additionally social 
media analysis can inform public health initiatives, guiding 
resource allocation and outreach programs to address the 
mental health needs of vulnerable populations, particularly 
veterans and active-duty military personnel. 

VI. TEXT CLASSIFICATION IN PTSD IDENTIFICATION 

Accurately classifying and diagnosing PTSD in medical 
settings remains a formidable challenge, with significant 
implications for patient outcomes and healthcare resource 
allocation. PTSD, a prevalent psychiatric disorder, especially 
among military personnel and veterans, manifests in severe 
symptoms that drastically impair quality of life [4]. 

This review addresses the complexities of PTSD 
classification and diagnosis by exploring key processes, 
starting with the identification of robust data sources, such as 
clinical records, screening questionnaires, and social media 
content. These diverse data sources provide a comprehensive 
foundation for analyzing PTSD symptoms. Following data 
collection, precise annotation is crucial, as it involves 
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accurately labelling symptoms essential for training effective 
models. Feature selection further refines the dataset, ensuring 
that the most relevant PTSD indicators are highlighted, thus 
enhancing model accuracy. 

 

Fig. 1. Generic representation of PTSD identification from social media 

data. 

Fig. 1 depicts a general approach followed by the reviewed 
studied related to identification of mental health disorder from 
social media data. As data source most of the studies. All most 
every study mentioned about human annotation via domain 
experts. Finally descriptive or inferential model training and 
feature extraction processes were followed to get class 
probability distribution. 

Advanced modelling techniques, particularly ML 
algorithms, are then applied to predict PTSD presence. These 
models undergo rigorous testing to ensure robustness, with 
results critically analyzed to evaluate their effectiveness in 
medical settings. This process not only offers insights into the 
practical application of these models but also identifies 
potential areas for further refinement and research, ultimately 
contributing to more accurate PTSD diagnoses and improved 
patient care. 

A. Data Sources 

In recent years, researchers have utilized a range of data 
collection methods to explore the intersection of PTSD, pre-
existing medical conditions, and social media engagement. 
This review synthesizes the key data sources employed in this 
burgeoning field, critically examining their strengths, 
limitations, and overall contributions to advancing our 
understanding of this complex and multifaceted issue. By 
integrating findings from diverse methodologies, this review 
seeks to provide a comprehensive overview of how these data 
sources have informed current research and to identify 
potential avenues for future inquiry. 

1) Questionnaires: Several studies have employed online 

self-administered screening questionnaires to evaluate the 

prevalence of PTSD symptoms among individuals with pre-

existing medical conditions who are active on social media 

platforms [24, 50]. These questionnaires are designed to 

collect comprehensive data, including demographic 

information, medical history to identify pre-existing 

conditions, and responses to validated PTSD screening tools 

such as the PTSD Checklist for Diagnostic and Statistical 

Manual of Mental Disorders, Fifth Edition (DSM-5) also 

known as PTSD Checklist Fifth Edition (PCL-5) Additionally, 

they include questions regarding social media usage and 

online behavior, enabling researchers to examine the 

relationship between PTSD symptoms and social media 

engagement. 

The primary advantage of this approach is its capacity to 
generate quantitative data on the prevalence of PTSD 
symptoms and to explore the potential correlation between 
these symptoms and social media use. Even though it is 
important to acknowledge the methodological limitations 
inherent in this approach, particularly the risk of self-selection 
bias and the potential for underreporting or overreporting of 
symptoms within online environments. These factors must be 
carefully considered when interpreting the results to ensure the 
validity and reliability of the findings. 

2) Online discussion sites: Numerous studies have 

investigated online discussion sites, including mental health 

forums and support groups, to gain insights into the 

experiences of individuals dealing with PTSD alongside pre-

existing medical conditions [51, 52]. Key data sources for 

these studies include Reddit communities (subreddits) focused 

on PTSD and chronic illnesses, established mental health 

support forums, and condition-specific forums where mental 

health discussions are prevalent. These platforms provide rich 

qualitative data that allow for a nuanced analysis of personal 

narratives and coping mechanisms. The anonymity inherent to 

these platforms poses challenges in verifying the authenticity 

of the reported experiences. 

3) Social media platforms: Individuals with chronic 

conditions are more likely to engage with health-related 

content on social media, while those with mental health 

conditions tend to engage less frequently [53]. An expanding 

body of research has focused on analyzing the social media 

activity of individuals who publicly discuss their mental health 

issues, including PTSD, in conjunction with pre-existing 

medical conditions [6, 54]. These studies typically investigate 

X posts using relevant hashtags, public Facebook groups 

dedicated to PTSD and chronic illness support, and Instagram 

posts with captions referencing both PTSD and other medical 

conditions. 

This methodological approach provides valuable insights 
into how individuals publicly navigate their experiences with 
PTSD and pre-existing medical conditions on social media 
platforms. Researchers must also carefully consider ethical 
concerns related to privacy and consent when utilizing 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

959 | P a g e  

www.ijacsa.thesai.org 

publicly available data, as these factors are critical to 
maintaining the integrity and ethical standards of the research 
[55]. 

The triangulation of diverse data sources has emerged as a 
best practice in this field, enabling researchers to obtain a 
comprehensive understanding of how PTSD manifests and is 
discussed within the context of pre-existing medical 
conditions on social media platforms [56, 57]. This multi-
faceted approach facilitates both the quantitative assessment 
of symptom prevalence and the qualitative analysis of lived 
experiences and online behaviors. 

Despite the benefits of these methods, researchers face 
several challenges when utilizing these data sources. First, 
representativeness is a significant concern; social media users 
may not accurately reflect the broader population of 
individuals with PTSD and pre-existing medical conditions 
[58]. For instance, Biernesser et al. found that social media 
data often over represent younger, more technologically savvy 
demographics, potentially leading to skewed results [58]. 
Second, the quality of data is a critical issue, as the reliability 
and validity of self-reported information on social media 
platforms can be questionable. This necessitates rigorous 
verification and cross-referencing of data, as highlighted by a 
study conducted by Torous et al., which emphasized the need 
for robust data cleaning and validation processes in mental 
health research using social media data [59]. 

Ethical considerations also play a crucial role, particularly 
in balancing the need for research with privacy concerns and 
informed consent. Golder et al. proposed a framework for 
ethical social media research in health contexts, emphasizing 
the importance of protecting user privacy and obtaining 
appropriate consent [60]. Additionally, technological barriers 
must be considered; the rapid evolution of social media 
platforms and their algorithms can impact data collection and 
analysis methods, requiring researchers to continuously adapt 
their approaches. Staying informed about platform changes 
and their implications for data accessibility and analysis is 
essential [61]. 

Future research in this domain would benefit from the 
development of standardized protocols for social media data 
collection and analysis, alongside the exploration of 
innovative approaches to integrating online and offline data 
sources. Such integration could yield a more comprehensive 
understanding of PTSD in the context of pre-existing medical 
conditions. Conway and O'Connor on their study suggest that 
combining traditional clinical data with social media insights 
could enhance the robustness and generalizability of findings 
[62]. By critically examining these diverse data sources and 
their applications, researchers can refine their methodologies 
and contribute meaningfully to the expanding body of 
literature at the intersection of mental health, chronic illness, 
and digital spaces. 

B. Data Annotation 

Data annotation is pivotal in the analysis of social media 
content for PTSD and other mental health conditions, playing 
a crucial role in ensuring the validity and reliability of 

research findings. This process involves several key methods 
and tools, each contributing uniquely to the field. A 
fundamental aspect of data annotation is the identification and 
labelling of specific PTSD symptoms in social media posts. 
Researchers utilize a variety of techniques for this task, 
ranging from NLP and ML algorithms to manual coding by 
trained clinicians and keyword-based approaches [6, 24, 63]. 
These methods are designed to detect symptoms such as re-
experiencing, avoidance, negative alterations in cognition and 
mood, and heightened arousal, with each approach balancing 
considerations of efficiency, accuracy, and scalability. 

Another critical component of this process is establishing 
the ground truth for data collection, which involves validating 
annotated data against reliable sources. This validation can be 
achieved through clinical verification via interviews, self-
reported PTSD symptom measures, or comparisons with 
clinician-diagnosed cases [49, 64]. Human annotators continue 
to play an essential role in this process, providing a nuanced 
understanding and insights that may be difficult to capture 
through automated methods alone. Expert annotators, such as 
mental health professionals, offer high-quality annotations 
based on clinical expertise, while trained lay annotators and 
crowdsourcing platforms provide scalable alternatives, albeit 
with the necessity of rigorous quality control [9, 65]. 

To deepen the analysis, researchers frequently incorporate 
additional tools and measures. Depression survey scores, such 
as the Patient Health Questionnaire-9 (PHQ-9), are often used 
alongside PTSD assessments to evaluate symptom severity 
and understand comorbidities [6, 66]. The Linguistic Inquiry 
and Word Count (LIWC) tool has also gained prominence for 
its ability to analyze linguistic patterns in social media posts, 
offering valuable insights into the emotional and cognitive 
processes associated with PTSD [49, 63]. 

Recently, the advent of LLMs as annotators has introduced 
new possibilities in data annotation for PTSD research. LLMs 
such as GPT-3 and Bidirectional Encoder Representations 
from Transformers (BERT) show considerable promise in 
automating symptom detection and efficiently processing vast 
amounts of data [67, 68, 69]. However, their use raises 
important considerations. Ethical concerns related to privacy 
and consent, the inherent lack of clinical expertise in these 
models, limitations in understanding broader contextual 
nuances, and issues of reliability and transparency present 
significant challenges. While LLMs offer potential benefits in 
terms of scalability and efficiency, their application in mental 
health contexts requires careful validation against established 
clinical standards and ongoing scrutiny to ensure ethical and 
accurate annotations. 

In conclusion, the process of data annotation for PTSD 
research on social media is continuously evolving, with each 
method presenting distinct strengths and limitations. A 
balanced approach that integrates human expertise with 
technological advancements appears most promising. As the 
field advances, researchers must skillfully navigate the 
complexities of various annotation methods, striving for a 
harmonious integration that ensures both efficiency and 
clinical relevance in the pursuit of understanding PTSD 
through social media data. 
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C. Feature Selection 

In the context of analyzing PTSD in individuals with pre-
existing medical conditions on social media, feature selection 
is critical for identifying the most relevant characteristics that 
enhance the effectiveness of predictive modelling. 
Researchers utilize a range of techniques to distil meaningful 
features from the extensive data available on social media 
platforms. Commonly extracted textual features include word 
frequency, n-grams, and sentiment scores derived from posts 
and comments, which provide insights into the language 
patterns associated with PTSD [24]. Temporal patterns of 
social media activity, such as posting frequency and the time-
of-day posts are made, have also proven significant in 
detecting PTSD, offering a behavioral dimension to the 
analysis [6]. 

In addition to these features, researchers frequently 
incorporate user profile information and engagement metrics, 
which may serve as potential indicators of PTSD symptoms. 
Advanced approaches further enhance the analysis by 
leveraging NLP techniques to capture semantic and contextual 
features, such as topic modelling and word embeddings, 
allowing for a deeper understanding of the content and its 
relevance to PTSD [69]. 

The primary challenge in feature selection lies in balancing 
the richness of these features with the risk of overfitting, 
particularly given the complex and multifaceted nature of 
PTSD and its interactions with pre-existing medical 
conditions. To address this, dimensionality reduction 
techniques like Principal Component Analysis (PCA) and t-
SNE are often employed. These methods help manage high-
dimensional feature spaces by condensing the data while 
preserving the most critical information [70]. 

Recent studies have explored the use of automated feature 
selection methods, including wrapper and embedded 
techniques, which optimize the feature set for detecting PTSD 
in the context of comorbid conditions. These methods offer a 
systematic approach to refining feature selection, thereby 
improving model accuracy and robustness [71]. 

By carefully selecting and refining features, researchers 
can build more effective models that not only predict PTSD 
but also account for the complexity of its interactions with 
other medical conditions, ultimately contributing to more 
accurate and meaningful insights in mental health research. 

D. Modeling 

The modelling approaches employed in studying PTSD 
among individuals with pre-existing medical conditions on 
social media encompass a broad spectrum of techniques, 
ranging from traditional statistical methods to cutting-edge 
ML and DL algorithms. 

Statistical methods have long served as the cornerstone of 
research in this field, providing foundational tools for analysis. 
LR remains a widely favored approach due to its 
interpretability and its capability to quantify the relationship 
between various features and the likelihood of PTSD [24]. 
Additionally, survival analysis techniques, particularly Cox 
proportional hazards models, are frequently used to explore 

the temporal dynamics of PTSD development in individuals 
with pre-existing conditions, identifying key risk factors over 
time [16]. Multilevel modelling has gained prominence for its 
ability to account for the nested structure of social media 
data—such as posts within users and users within platforms—
thereby accommodating the hierarchical nature of the data and 
enhancing the accuracy of the analysis. 

ML methods have also been pivotal in advancing PTSD 
detection and risk assessment. SVMs, known for their 
effectiveness in handling high-dimensional feature spaces, 
have been successfully applied to classify social media users 
with PTSD [13, 14]. Random Forests and Gradient Boosting 
Machines offer robust performance by managing complex 
interactions between features, making them particularly 
valuable in assessing the interplay between PTSD and co-
existing medical conditions [41] [85]. Ensemble methods, 
which combine the strengths of multiple algorithms, have 
demonstrated superior accuracy and generalizability in PTSD 
prediction models [12]. 

The rise of DL has introduced powerful tools for analyzing 
the unstructured and complex nature of social media data in 
PTSD research. CNNs have been utilized to detect PTSD-
related language by capturing local patterns in text data, 
demonstrating their efficacy in this domain [17]. RNNs, 
especially Long Short-Term Memory (LSTM) networks, excel 
in modeling temporal dependencies in social media activity, 
making them well-suited for identifying patterns associated 
with PTSD [23] Transformer-based models, such as BERT 
and its variants, have emerged as particularly effective in 
understanding the nuanced contexts in which PTSD 
expressions occur in social media posts. These models, when 
fine-tuned on domain-specific data, can capture subtle 
linguistic cues indicative of PTSD [19]. Additionally, the use 
of graph neural networks is gaining traction, as they can 
model the complex relationships between users, posts, and 
symptoms in social networks, offering a novel perspective on 
understanding PTSD within the dynamics of online social 
interactions [34]. 

Recently, LLMs have revolutionized PTSD research on 
social media by providing advanced capabilities for feature 
extraction and modelling. Pre-trained on vast text corpora, 
these models bring a sophisticated understanding of language 
and context, which is essential for identifying PTSD. 
Researchers have explored several applications of LLMs in 
this area. For instance, fine-tuning approaches adapt pre-
trained models like BERT to the specific task of detecting 
PTSD in social media texts, capturing subtle linguistic and 
contextual nuances associated with PTSD symptoms [22]. 
Another approach leverages LLMs as feature extractors, 
utilizing the rich representations learned by these models as 
inputs for other ML algorithms [10]. Recent studies, such as 
those by Yang et al. have developed frameworks using 
ChatGPT and LLaMA-2 to automate PTSD assessments from 
clinical interviews, highlighting the potential of LLMs to 
enhance diagnostic accuracy [23]. Additionally, a group of 
researchers introduced innovative text augmentation methods 
using LLMs to address data imbalance issues in PTSD 
diagnosis, further demonstrating the versatility and impact of 
these models [72]. 
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In summary, the evolution of modeling approaches in 
PTSD research on social media reflects a dynamic interplay 
between traditional and modern techniques. By integrating 
statistical methods, ML, DL, and LLMs, researchers can 
achieve a more nuanced and comprehensive understanding of 
PTSD in individuals with pre-existing medical conditions, 
ultimately advancing the field's ability to accurately detect and 
model this complex disorder. Fig. 2 depicts the general 
approach followed by many studies to implement AI modeling 
with NLP. 

 
Fig. 2. Generic artificial intelligence predictor modelling. 

E. Results 

The study of PTSD in individuals with pre-existing 
medical conditions using social media data has yielded 
significant insights through various modeling approaches. 
Statistical methods, including survival analyses, have 
identified critical time windows for intervention following 
diagnoses of conditions like chronic pain and autoimmune 
disorders, emphasizing the need for timely support [73, 74, 
75]. Traditional  ML models, such as SVMs and Random 
Forests, have demonstrated strong performance, with accuracy 
rates between 75-85% and AUC scores exceeding 0.90 in 
some cases [24, 76, 77]. The variability in performance across 
different conditions indicates that these models require further 
tuning for condition-specific applications. DL techniques, 
such as CNNs, LSTMs, and Transformer-based models like 
BERT, have advanced PTSD detection by capturing nuanced 
language patterns in social media posts, achieving precision 
rates up to 88% and F1 scores between 0.85-0.90 [9, 37]. The 
"black box" nature of these models presents challenges for 
clinical application due to difficulties in interpretability [78]. 

Sentiment analysis tools, such as the LIWC tool and the 
VADER (Valence Aware Dictionary for Sentiment 
Reasoning) tool, have shown promise in identifying mental 
health conditions. LIWC has revealed significant differences 
in the linguistic style of individuals experiencing emotional 

distress compared to those who are not, suggesting its utility 
in mental health detection [19]. VADER, known for its 
computational efficiency and extensive word corpus, has been 
used effectively to predict depression risk based on sequential 
social media messages, demonstrating the evolving nature of 
sentiment analysis in this field [79]. Feature engineering 
methods, including bag-of-words and N-grams, combined 
with these sentiment analysis tools, have achieved accuracy 
rates ranging from 74% to 82%, suggesting that text-based 
screening tools hold substantial potential for identifying 
individuals at risk of PTSD or related mental health conditions 
[79, 80]. 

LLMs, such as GPT-3 and text-embedding-ada-002, have 
shown impressive accuracy in detecting PTSD, with F1 scores 
and accuracy rates up to 0.82 and 83%, respectively [81, 82]. 
Despite the progress, challenges remain, particularly with the 
"black box" nature of advanced models, computational 
demands, and privacy concerns [83, 84]. Traditional ML and 
sentiment analysis tools provide a good balance of accuracy 
and interpretability but often lack the depth to capture 
complex PTSD manifestations. DL models and LLMs offer 
superior performance in detecting nuanced expressions of 
trauma but suffer from interpretability and ethical concerns, 
which limit their practical use in clinical settings. The 
integration of these methods with a focus on improving 
interpretability and ethical use is crucial for advancing PTSD 
detection and intervention strategies. 

VII. CONCLUSION AND FUTURE WORK 

This review has examined the intersection of PTSD, pre-
existing medical conditions, and social media behavior, 
highlighting the significant advancements in the field from 
basic keyword analysis to the application of sophisticated ML 
and LLMs. These developments demonstrate substantial 
potential for the early detection and intervention of PTSD 
among individuals with chronic health conditions. 

Despite these advancements, several critical knowledge 
gaps persist. First, there is currently no consensus on best 
practices for data collection, annotation, and analysis in social 
media-based PTSD research, particularly in the context of 
comorbid conditions. Additionally, most of the existing 
research relies on cross-sectional data, leaving the temporal 
dynamics of PTSD development in individuals with pre-
existing conditions inadequately understood. Furthermore, a 
significant disconnect exists between insights derived from 
social media and their application in clinical practice, limiting 
the practical utility of research findings. The specific 
interactions between certain medical conditions and PTSD 
manifestations on social media are also not sufficiently 
studied. Comprehensive ethical guidelines for the use of AI in 
mental health detection on social media are lacking, raising 
concerns about privacy, consent, and the responsible use of 
predictive models. 

To address these gaps, future research should prioritize the 
following areas. First, establishing clear guidelines for data 
collection, annotation, and analysis is essential to enhance the 
reproducibility and comparability of studies across the field. 
Collecting users single post and training an inferential model 
for prediction might not give the model full understanding of 
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sarcasm, jokes, humor due incomplete reasoning over the 
dataset. Second, designing long-term studies that track PTSD 
development in individuals with pre-existing conditions, using 
continuous social media data, will provide deeper insights into 
the temporal dynamics of PTSD. Third, combining social 
media data with electronic health records and data from 
wearable devices can offer a more comprehensive 
understanding of PTSD in the context of comorbid conditions. 

Fourth, creating adaptive models that account for 
individual differences and specific interactions between pre-
existing conditions and PTSD is crucial for enhancing the 
accuracy and relevance of predictive tools. Fifth, developing 
methods to make advanced models, particularly LLMs, more 
interpretable for clinical application is vital for their effective 
integration into healthcare settings. Sixth, expanding research 
to include diverse cultural contexts will help in understanding 
varying PTSD manifestations and social media usage patterns 
across different populations. Lastly, establishing robust ethical 
frameworks for the use of AI in mental health contexts is 
necessary to address issues of consent, privacy, and the 
responsible deployment of predictive models. 

In conclusion, while social media analysis offers 
unprecedented opportunities for understanding PTSD in the 
context of pre-existing medical conditions, realizing its full 
potential requires addressing these significant knowledge 
gaps. Future research should focus on standardization, 
longitudinal studies, and the development of ethical, 
interpretable AI models that can be effectively integrated into 
clinical practice. Interdisciplinary collaboration will be crucial 
in translating these research insights into tangible 
improvements in mental health care for individuals living with 
both PTSD and chronic medical conditions. 
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Abstract—Congenital Insensitivity to Pain (CIP) patients, 

particularly infants, are vulnerable to self-injury due to their 

inability to perceive pain, which can lead to severe harm, such as 

biting their hands. This research introduces "CIPHomeCare," a 

wearable monitoring solution designed to prevent self-injurious 

behaviors in CIP patients aged 6 to 24 months. The primary 

focus of this study is developing and applying machine learning 

algorithms to classify hand-biting behaviors. Using accelerometer 

data from the STEVAL-BCN002V1 sensor, which is a motion 

sensor, several machine learning models—K-Nearest Neighbors 

(KNN), Random Forest (RF), Naive Bayes (NB), Linear 

Discriminant Analysis (LDA), and Logistic Regression (LR)—

were trained to differentiate between normal and harmful 

behaviors. To address data imbalance due to the infrequency of 

biting events, oversampling techniques such as SMOTE, 

Borderline-SMOTE, ADASYN, K-means-SMOTE, and SMOTE-

ENN were employed to enhance classification performance. 

Among the algorithms, KNN achieved the highest accuracy 

(98%) and a sensitivity of 72%, highlighting its effectiveness in 

detecting harmful hand motions. The findings suggest that 

machine learning, in combination with wearable technology, can 

provide accurate, personalized monitoring and timely 

intervention for CIP patients, paving the way for broader clinical 

applications and real-time prevention of self-injury. The real-

time processing capability of the system enables immediate 

alerting of caregivers, allowing for timely intervention to prevent 

injuries, thus improving their quality of life. 

Keywords—Cognitive insensitivity to pain patients; CIP; 

machine learning; motion sensors; quality of life; wearable activity 

recognition 

I. INTRODUCTION 

One of the significant challenges that patients with CIP 
face is the late detection of injuries, as they are unable to feel 
pain. For instance, infants with CIP may inadvertently harm 
themselves while teething, sometimes biting their tongues to 
the point of cutting off the tip or gnawing on their hands 
until they bleed [1, 2, 3]. These behaviors can lead to severe 
self-mutilation or, in extreme cases, amputation [4]. 
Researchers have noted that due to the lack of pain 
perception and visible signs of distress, serious injuries can 
occur, including premature self-extraction of teeth [3, 5]. 
Therefore, it is crucial to provide patients, particularly 
infants and their caregivers, with coping strategies for this 
disorder. Such support can enhance their quality of life 

(QoL), defined as the impact of a disease, disability, or 
disorder on an individual's physical and mental well-being 
over time [6]. 

While most research on CIP has concentrated on 
understanding the disorder's characteristics [7, 8], there is a 
notable lack of studies that focus on developing coping 
mechanisms, especially in comparison to other conditions 
like attention deficit hyperactivity disorder. To date, and 
based on the authors’ knowledge, there has been only one 
significant attempt to address the challenges faced by CIP 
patients: the design and fabrication of an assistive 
technology glove that alerts patients to extreme temperature 
variations in their environment [9]. However, this solution 
has limitations, as it may not fully address the broader range 
of self-injurious behaviors these patients experience. The 
glove primarily targets temperature awareness, leaving other 
critical aspects of injury prevention unaddressed. This 
highlights the need for more comprehensive interventions 
that can provide holistic support for individuals with CIP. It 
is essential to develop targeted solutions that address their 
specific needs. One critical area of focus is the issue of 
finger-biting behaviors, which can lead to severe self-injury 
and long-term consequences. 

Providing a good quality of life for CIP disorder patients 
is the primary motivation of this research study. CIP disorder 
holds the potential to worsen the overall health of patients by 
limiting their capacity to live well and their functional status 
and productivity. This research focuses on finger-biting 
behaviors and aims to develop a solution called 
‘CIPHomeCare,’ specifically designed for infants with CIP 
aged 6 to 24 months and their caregivers during the teething 
stage. Addressing this behavior is vital, as it not only helps 
prevent immediate physical harm but also supports the 
overall emotional and psychological well-being of patients 
and their families. Equipping caregivers with practical tools 
to monitor and manage these behaviors is essential; however, 
a key challenge is determining how to alert caregivers when 
a child with CIP begins to injure their hands. Specifically, 
there is a need to detect when a child's biting reaches a 
predefined limit and notify caregivers of the risk of injury. 

Incorporating machine learning can be highly beneficial 
to address these challenges. Machine learning algorithms can 
analyze and identify patterns in patient datasets and 
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correlations that may not be immediately apparent through 
traditional methods. This facilitates the development of a 
dynamic threshold that adapts to individual behavior over 
time, ensuring personalized interventions. Furthermore, 
machine learning can enhance the estimation accuracy 
regarding when a child is likely to reach harmful biting 
levels, enabling caregivers to intervene proactively. By 
leveraging these advanced analytical techniques, the 
proposed solution not only improves safety but also 
empowers caregivers with actionable insights, ultimately 
contributing to better management of the disorder and 
enhanced QoL for CIP patients. 

To implement this innovative approach, data from 
typically developing children was used, as no datasets are 
available specifically for CIP patients. By tracking the 
frequency of hand-biting behaviors over time, the 
researchers identified moments when a child might be at risk 
of self-harm. This data established a baseline for behavior 
patterns, which was then used to train various machine-
learning algorithms. The analysis showed that the K-Nearest 
Neighbors (KNN) algorithm achieved the highest average 
accuracy rate of 98% in identifying abnormal hand motions. 
This predictive capability helps estimate the injury threshold, 
at which point the proposed solution would alert caregivers. 
The proactive alarm system is designed to notify caregivers 
before a child’s biting reaches a level that could cause harm, 
thereby enhancing safety and preventing injuries. 

To the best of our knowledge, ‘CIPHomeCare’ is the first 
comprehensive solution combining technology and machine 
learning to address the unique challenges CIP patients face, 
aiming to improve their quality of life. The remainder of this 
research is organized as follows: Section II reviews related 
works, including wearable activity recognition and 
classification algorithms. Section III provides an overview of 
the proposed solution. In Section IV, the experimental 
method is presented. Section V describes the evaluation 
methods used in this research. Section VI analyzes the 
results obtained. Discussion is given in Section VII. Finally, 
the conclusions are presented in Section VIII. 

II. RELATED WORK 

Recent studies underscore the pivotal role of technology 
in advancing motion recognition through wearable devices, 
which are crucial for applications ranging from fall detection 
in elderly individuals to monitoring hazardous movements 
and anticipating potential risks. These technologies enable 
early detection and effective intervention, reducing injury 
severity and mortality rates in vulnerable populations [10]. 
Motion recognition technology’s ability to analyze data, 
identify movements, and provide timely alerts has 
significantly improved patient safety and response times. 
Given its growing relevance, monitoring and investigating 
human gestures has become a central focus in commercial 
and biomedical research [11, 12]. The related work is 
organized as follows: the first part illustrates the new 
advancements in hand gesture monitoring technologies, the 
second part compares the use of one sensor against multiple 
sensors, and the last part provides insight into the impact of 
sensor placement on gesture recognition accuracy. 

A. Advancements in Hand Gesture Monitoring Technologies 

The field of hand gesture monitoring has seen rapid 
advancements, driven by the need for better rehabilitation 
tools and performance analysis systems. A notable study 
[10] introduced an intelligent wristband equipped with 
polymeric strain gauge sensors capable of detecting eight 
distinct hand gestures with 98% accuracy using Linear 
Discriminant Analysis (LDA). This innovation highlights the 
potential of simple yet highly accurate systems for 
recognizing complex hand gestures. Expanding on this, 
another study [13] examined hand gesture recognition in 
table tennis using multiple algorithms, including Support 
Vector Machine (SVM), LDA, K-Nearest Neighbor (KNN), 
Decision Tree (DT), and Naive Bayes (NB). The Decision 
Tree algorithm stood out, achieving an accuracy of 95%, 
demonstrating the effectiveness of ensemble methods in 
sports-related gesture recognition. 

Real-time gesture recognition has also been explored, 
particularly with Inertial Measurement Unit (IMU) sensors. 
Research from 2018 [14] reported an accuracy range of 72% 
to 100%, with an average accuracy of 86.99% when using 
algorithms such as SVM, LDA, Dynamic Time Warping 
(DTW), and Principal Component Analysis (PCA). These 
studies collectively illustrate the diversity of approaches 
used in gesture recognition, each tailored to the specific 
application domain, highlighting both the potential and 
challenges of integrating such technologies into everyday 
use. Thus, this current research study uses real-time gesture 
recognition and accelerometer-based bracelet-type sensor 
specified for CIP children’s patients. 

B. Comparison of Single vs. Multiple Wearable Sensors 

While many studies have focused on single-sensor 
configurations, others have explored using multiple sensors 
to enhance gesture recognition accuracy. Zhao et al. [15] 
developed a table tennis stroke classification system using 
three sensors placed on different body parts, achieving a 
recognition accuracy of 97.41% with SVM. This illustrates 
how combining multiple sensors can improve the precision 
of gesture detection in dynamic environments. In contrast, a 
study [16] compared single and multiple sensor setups, 
revealing only a modest difference in accuracy—90% for 
single sensors compared to 95% for multiple sensors. This 
finding suggests that the marginal improvement in accuracy 
with additional sensors may not justify the increased 
complexity and discomfort in practical applications, mainly 
when wearable devices are intended for daily use. Research 
has also shown that an increased number of sensors can 
interfere with everyday activities, reducing user comfort and 
compliance [17, 18]. These results emphasize the need to 
balance accuracy with usability, particularly in contexts like 
athletics or rehabilitation, where user comfort is paramount. 
Accordingly, this study considers children's comfort a 
priority, so only one sensor was used. 

C. Impact of Sensor Placement on Gesture Recognition 

Accuracy 

Sensor placement plays a critical role in determining the 
accuracy of gesture recognition systems. A study in [19] on 
fall detection using six sensors focused on wrist placement 
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achieved an accuracy of 96.63% using the K-NN algorithm. 
This highlights the importance of precise sensor placement 
in improving recognition rates. Similarly, research in [20] 
that compared wrist and below-elbow sensor placements for 
dynamic hand gestures found that wrist placement yielded a 
higher accuracy of 93.27%, likely due to the more extensive 
range of motion captured at the wrist. Despite the improved 
accuracy with multiple sensors, studies also noted that 
additional sensors can interfere with daily activities [17, 18], 
underscoring the trade-offs between accuracy and 
practicality. 

Several technological innovations have further enhanced 
gesture recognition accuracy. For instance, a study [21] 
introduced an accelerometer-based pen-type device 
combined with a Feedforward Neural Network and 
Similarity Matching system to detect primary and complex 
hand gestures, achieving an accuracy of 98.9%. Other 
advancements include axis-crossing code algorithms for 
wrist gestures, achieving accuracies as high as 96.9% and 

97.1%, respectively [21]. Additionally, specialized devices, 
such as a wristband developed for basketball shooting 
analysis, demonstrated the potential for highly accurate 
gesture recognition in sports, with up to 98.5% accuracy 
using the Artificial Neural Network (ANN) algorithm [22]. 
These studies underscore the importance of sensor placement 
and algorithmic improvements in achieving high accuracy in 
gesture recognition, particularly in practical, real-world 
applications. Hence, this research settles on the wrist as the 
best placement of the sensor. 

Table I summarizes all the related work on gesture 
recognition. The first column lists the types of sensors used 
in each paper. The second column lists the algorithms used 
to classify and evaluate the data. Next, the hardware type is 
used to process the data. The next column illustrates the 
sensor’s placement. The last column shows the average 
accuracy of each study. While many wearable solutions 
target broad applications, focusing on specific, well-defined 
user groups can enhance effectiveness. 

TABLE I.  SUMMARY OF THE RELATED WORK 

# Work Sensor Model (algorithm) 
Computing 

Hardware 
Placement Accuracy 

1 [18] polymeric strain gauge SVM, LDA PC wrist 98% 

2 [23] 
MPU9250 includes (6-DOF inertial 
measurement unit (IMU), 3-DOF 

magnetometer sensor) 

K-NN, SVM, DT, LDA, NB Not mentioned wrist 95% 

3 [24] 
ADIS16448 inertial measurement 

unit 
SVM PC 

upper arm, lower 

arm, back 
97.41% 

4 [25] triboelectric motion sensor K-NN PC Not mentioned 80% 

5 [4] method 1 
ACC, HR, BVP, skin temperature 

(ST), galvanic skin response (GSR) 

Long short-term memory with deep 

learning (LSTM-DL) 
PC Wrist 95% 

6 [4] method 2 Only ACC LSTM-DL PC wrist 90% 

7 [26] MTw sensor unit 

k-NN, SVM, DTW, ANN, Bayesian 

decision making (BDM), least squares 

method (LSM) 

PC 

head, chest, waist, 

right-wrist, right-

thigh, right-ankle 

96.63% 

8 [27] 
3-dimensional accelerometer 
(ACC), blood volume pulse (BVP), 

heart rate (HR) 

Random Forest (RF) PC Hip and wrist 92% 

9 [28] ACC SVM mobile application Hip and wrist 89% 

10 [29] ACC 
K-NN, and SVM, LDA, ensemble 

method (EM) 
Not mentioned Hip or thigh 93% 

11 [30] IMU, electromyography K-NN, NB, RF, J48 PC Wrist 93.27% 

12 [3] 
Accelerometer-based pen-type 
sensing device 

FNN, SM PC hand 98.9% 

13 [7] inertial sensor DTW PC wrist 96.9% 

14 [16] IMU Axis-crossing code matching 
Cortex32-M0 

level MCU 
wrist 97.1% 

15 [13] 
Mpu9250, Power system, 

Communication 
SVM, K-NN, RF, ANN PC wrist 97.4% 

16 [31] 
accelerometer, gyroscope, compass 

sensor 

SVM, NB, RF, J48, AdaBoost, Hidden 

Markov Model (HMM) 
Not mentioned wrist 94% 

17 [12] 
IMU including Accelerometer, 

Gyroscope 
SVM, DTW, LDA, PCA Not mentioned wrist 86.99% 

18 [32] IMU 
restricted column energy (RCE) neural 

network, DTW 

Field-

programmable 
gate array (FPGA) 

hand 98.6% 

19 [33] single patchable six-axis IMU recurrent neural networks (RNN) PC wrist 95.3% 

20 
Original 
research 

Accelerometer-based bracelet-type 
sensor device 

K-NN, NB, RF, LDA, LR PC wrist 98% 

 

In summary, wearable-based gesture recognition systems 
have significantly improved, with various algorithms and 
sensor configurations improving accuracy and practicality. 

Using algorithms like K-NN, Decision Tree, and ANN, 
combined with appropriate sensor placement, has proven 
effective in diverse applications such as fall detection, sports 
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performance analysis, and rehabilitation. While integrating 
multiple sensors can improve accuracy, single-sensor setups 
offer comparable performance with greater user comfort, 
particularly in everyday settings. Moreover, advancements in 
sensor technology, such as the development of wrist-based 
devices and novel algorithms, continue to push the 
boundaries of gesture recognition accuracy. Despite these 
advancements, challenges remain in real-time applications; 
balancing accuracy, sensor placement, and user comfort is 
critical. While previous research has focused on sensor-
based systems for fall detection, this current study extends 
this by concentrating on CIP patients, who present unique 
challenges in gesture monitoring. The ongoing evolution of 
motion recognition technologies holds immense potential for 
improving patient safety and enhancing the quality of life for 
individuals across various domains. 

III. OVERVIEW OF THE PROPOSED SOLUTION: 

‘CIPHOMECARE’ 

The proposed solution, ‘CIPHomeCare,’ comprises three 
main components, as depicted in Fig. 1. Since it is not within 
the main scope of the research, the architecture is not 
illustrated in detail. The first component is a 
motion/wearable sensor designed to be comfortable for 
infants and continuously monitor hand motions. It counts 
instances of biting and collects data on the frequency and 
intensity of these behaviors. The sensor establishes a 
baseline for normal behaviors by tracking these movements 
over time, allowing for better identification of abnormal 
patterns. The second component is the CIPHomeCore Smart 
Component, which processes the collected data using the 
wearable sensor. It trains machine learning models to 
classify hand motions and estimate when biting behaviors 
may become dangerous. The last component is the mobile 
application for caregivers, which is out of this research 
study’s scope. The app provides real-time alerts to caregivers 
when the system detects a child approaching the predefined 
injury threshold. The application features an intuitive 
interface that displays data on the child’s hand motions and 
biting frequency, empowering caregivers with actionable 
insights. 

 
Fig. 1. The architecture of ‘CIPHomeCare’. 

These components create a comprehensive monitoring 
solution that enhances safety for CIP patients and supports 
caregivers in managing the disorder effectively. 

IV. METHODOLOGY 

This research encompasses multiple phases, from the 
initial selection of the sensor to the final analysis of the 
results. 

Each phase was carefully designed to ensure the accuracy 
and reliability of data collection and analysis. Fig. 2. It 
illustrates the proposed workflow, which includes sensor 
selection, ethical considerations, data collection and 
processing, handling imbalanced dataset, training machine 
learning algorithms, and evaluating and comparing different 
approaches (illustrated in the Evaluation section). Statistical 
analysis was conducted using Python version 3.11, with 
libraries such as Pandas (version 2.2.2) for data processing 
and NumPy (version 1.26.4). The following subsections 
discuss all stages in detail. 

A. Sensor Selection 

The STEVAL-BCN002V1 multi-sensor is used to collect 
the data in this research study. The STEVAL- BCN002V1 is 
a multi-sensor board based on the BlueNRG-2 SoC 
Bluetooth Low Energy application processor and includes a 
6-DOF inertial measurement unit (IMU). Thus, the child's 
wrist motions were collected using this sensor. The overall 
size is as tiny as a coin, so children would not feel 
uncomfortable wearing the sensor. It was chosen because of 
its small size, high accuracy, and low power consumption, 
making it suitable for continuous monitoring of young 
children without causing discomfort. The high sensitivity of 
the IMU allows for capturing even subtle hand movements, 
which is crucial for distinguishing between normal and 
biting behaviors. The sensor complies with European 
EMI/EMC and safety directives and standards. 

 
Fig. 2. The proposed workflow of ‘CIPHomeCare’. 

B. Ethical Considerations 

This study followed the ethical principles outlined in the 
Declaration of Helsinki. Ethical approval was obtained from 
the Unit of Biomedical Ethics at King Abdulaziz University 
(No. HA-02-J-008) prior to the initiation of the research. 
Informed consent was secured from the guardians of all 
participants involved in the study. Each guardian was 
provided with detailed information regarding the purpose of 
the research, the procedures involved, and any potential 
benefits and risks. The study ensured that participation was 
voluntary, and participants could withdraw without 
consequences. To protect the confidentiality of participants, 
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all data was anonymized and stored securely. Identifiable 
information was removed to ensure that individual responses 
could not be traced back to specific participants, and each 
participant was assigned a random ID number to maintain 
patient confidentiality. Data access was restricted to 
authorized personnel only. 

Additionally, measures were implemented to minimize 
potential discomfort or distress to the children during data 
collection. The type and design of the wearable sensor were 
selected with the children’s comfort in mind, ensuring it was 
non-intrusive, and the children were monitored to ensure 
their well-being throughout the study. 

C. Data Collection and Processing 

This current study utilized a newly collected dataset of 
children's hand movements, with prior approval from their 
parents. Data were gathered from the King Abdulaziz 
University Hospital clinics and Childhood Centers in Jeddah 
City, Saudi Arabia. The only eligibility criterion was that the 
child had to be between 6 and 24 months old. This age group 
is chosen because it gets the most injuries among CIP 
patients due to their low cognitive ability [2, 3] and to 
protect them from injuries they could suffer from. The data 
collection employed an accelerometer-based sensor, which 
enabled real-time monitoring of the children's hand 
movements. The sensor was worn on the children’s dominant 
hand. Data were collected daily for a maximum of 35 
minutes per child to maintain consistency across participants 
and ensure comprehensive monitoring without causing 
fatigue. The data were collected between 9 am and 3 pm 
since the data is collected from a hospital and childhood 
center. 

Wrist motion data was collected from 41 normal children 
without CIP health conditions. The children are 19 females 
and 22 males. The youngest participants were 6 months old, 
while the oldest were 2. Each child wore a wristband sensor 
for a maximum of 35 minutes daily. To capture natural 
behavior, the children were not restrained in their 
movements and were not instructed to perform any specific 
actions, providing a realistic baseline for detecting abnormal 
hand motion (biting motion). The wristband recorded 
acceleration data across the X-axis, Y-axis, and Z-axis, 
capturing various wrist motions, including the intensity and 
frequency of movements. Upon analyzing the acceleration 
data, significant differences in the peak profiles across the X, 
Y, and Z axes were observed. 

Consequently, the acceleration data from all three axes 
was selected as this primary motion analysis dataset for 
subsequent motion recognition and detection. The recorded 
motion data was then manually classified by the first author 
(RA) into two categories: normal motion (no hand biting) 
and abnormal motion (hand biting), and then reviewed by 
three experts. Two experts, the second and the third co-
authors (HB and AH), are from the technology field and 
have at least seven years of experience in machine learning. 
The third expert is from the health sector; the last co-author 
(RA) is a physician with over fifteen years of experience in 
the pediatric department (neurology division).  However, 
some challenges arose during data collection: children did 

not frequently bite their hands, leading to an imbalanced 
dataset. To address this issue, oversampling techniques were 
employed to ensure a more balanced representation of both 
motion categories in the analysis phase. 

The data processing phase started after labeling the data 
with the expert’s assistance. The processing phase 
progressed through several stages until the appropriate stage 
was determined. Initially, we took the data as is and 
identified the abnormal biting behavior. Unfortunately, if the 
child bites his hand, the alarm will go off, which is not a 
practical solution. Then, we set a fixed threshold of 10 
seconds to define abnormal biting behavior without 
accounting for individual differences in pain tolerance. This 
threshold was used uniformly across all participants. 
However, this approach led to substandard results, as it 
failed to consider the natural variability in how different 
children responded to discomfort. 

Given that the data was collected from children, it was 
crucial to consider individual differences in pain tolerance, 
which naturally varies among them. Granted, we revised our 
approach by calculating each child’s average biting duration 
and using it to create a personalized threshold for abnormal 
behavior detection. We significantly improved the system 
accuracy compared to a generic threshold. This adjustment 
resulted in improved accuracy and consistency in detecting 
abnormal behaviors. 

Table II shows a sample of the average biting duration; 
some results are 0, which means those children did not bite 
their hands at all during the observation period. Table III 
illustrates that the children’s hand motion dataset consisted 
of four columns and more than eight million rows. Each row 
represents a part of the child's hand motion. The four 
columns represent the acceleration data across the X-axis, Y-
axis, and Z-axis, and the last column represents the child's 
status (label), whether they were biting their hand at the time 
or not. 

TABLE II.  AVERAGE BITING DURATION 

ID Average (Sec) 

1 2.7975 

2 0 

3 0 

4 1 

5 6.2 

TABLE III.  AVERAGE BITING DURATION STATUS 

X(mg) Y(mg) Z(mg) Status 

-184 1026 141 0 

-110 974 89 0 

-121 961 87 0 

-126 985 114 0 

-138 1011 168 0 

D. Data Balancing 

As mentioned earlier, children did not frequently bite 
their hands, which led to an imbalanced dataset. As shown in 
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Fig. 3, the children’s hand motion dataset suffers from a 
severe skew in the class distribution. This figure highlights 
the imbalance in the children’s hand motion dataset, with a 
significantly higher proportion of normal hand motion 
(99.7%) than abnormal hand biting motion (0.3%). This 
imbalance requires oversampling techniques to ensure 
balanced training of ML models due to the infrequency and 
importance of detecting biting events. 

 
Fig. 3. Class distribution in the children hand motion dataset. 

Several oversampling methods were investigated, such as 
the Synthetic Minority Over-sampling Technique (SMOTE), 
Borderline-SMOTE, Adaptive Synthetic Sampling 
(ADASYN), and K-means-SMOTE, to address class 
imbalance and mitigate overfitting in the collected dataset 
[34]. Each oversampling technique provides a dataset to be 
classified. SMOTE has gained significant attention due to its 
effectiveness and relative simplicity [34]. SMOTE is one of 
the earliest and most widely used methods, generating 
synthetic samples by interpolating between nearest neighbors 
within the minority class in the training set. This approach 
effectively blends features from original instances with those 
of randomly selected k-nearest neighbors [35]. An 
enhancement to SMOTE, known as Borderline-SMOTE 
[36], focuses on oversampling only those minority instances 
near the class boundary. Research indicates that Borderline-
SMOTE improves classification performance for the 
minority class more effectively than both SMOTE and 
random oversampling methods. Another method applied is 
ADASYN [37], which adjusts the classification boundary by 
emphasizing more challenging examples. ADASYN employs 
a weighted approach to generate synthetic samples, 
prioritizing difficult instances within the minority class, and 
results from various datasets and evaluation metrics support 
its effectiveness. 

K-means-SMOTE [38, 39] also leverages K-means 
clustering to identify clusters in the training data with an 
Imbalance Ratio (IR) below a specified threshold. SMOTE is 
then applied to these clusters, with the extent of 
oversampling determined by the sparsity and density of 
minority class objects. By implementing these four methods, 
the analysis aimed to effectively balance the dataset and 
reduce the risk of overfitting in the machine learning models. 

In addition to the previously discussed oversampling 
techniques (SMOTE, Borderline-SMOTE, ADASYN, and 
K-means-SMOTE), this study also applied the SMOTE-ENN 
technique to address the class imbalance. SMOTE-ENN 

combines the Synthetic Minority Over-sampling Technique 
(SMOTE) with Edited Nearest Neighbors (ENN), providing 
an enhanced balance of the dataset by generating synthetic 
samples for the minority class while removing ambiguous 
samples that could potentially confuse the classifier [40]. 
This hybrid approach aims to improve the quality of the 
training set by effectively handling noisy instances, leading 
to potentially better model performance. 

E. Machine Learning Algorithm Selection 

Several machine learning algorithms were carefully 
selected to analyze the collected hand motion data. They 
were chosen for their proven effectiveness, as illustrated in 
related work, in similar applications and widespread 
implementation across various software platforms [16, 33]. 
The classifier algorithms applied in this work are as follows: 
the first chosen algorithm is the K-Nearest Neighbors (K-
NN). It is a nonparametric, instance-based learning 
algorithm for classification and regression tasks. K-NN is 
recognized for its simplicity but can be computationally 
intensive due to its reliance on distance calculations between 
test instances and all training examples [41, 42].  The 
distance metric used in K-NN is typically the Euclidean 
distance, defined by Eq. (1). 

 𝒅(𝒙, 𝒚) = √∑ (𝒙𝒊 − 𝒚𝒊)
𝟐𝒏

𝒊=𝟏 

This formula calculates the distance 𝒅(𝒙, 𝒚) between two 
points, x and y, in an n-dimensional space, helping the 
algorithm classify new instances based on proximity to 
training examples [43]. 

The second algorithm used is Random Forest (RF), an 
ensemble-based technique known for its robustness in 
classification tasks. RF constructs multiple decision trees 
using randomly sampled subsets of data and features, 
aggregating results through majority voting [44]. It 
effectively handles complex interactions and diverse data 
types, although it can be computationally demanding [45]. 
The impurity measure used to evaluate the quality of splits in 
decision trees is often represented by Eq. (2). 

                                       𝐺 = 1 −  ∑ 𝑝𝑖
2𝑛

𝑖=1   

In this formula, G denotes the Gini impurity, where pipi 
represents the probability of a class 𝑖  within the dataset, 
allowing the algorithm to assess the homogeneity of splits 
[43]. 

Naive Bayes (NB), the third chosen algorithm, employs 
the Bayesian theorem for classification by calculating the 
mean and variance of feature variables within clusters. It is 
particularly effective for high-dimensional data and is 
recognized for its simplicity and computational efficiency 
[27,28]. The probability of a class 𝐶𝑘  given a feature 𝑥  is 
computed as in Eq. (3). 

                        𝑃(𝐶𝑘|𝑥) =  
𝑃(𝑥|𝐶𝑘)×𝑃(𝐶𝑘)

𝑃(𝑥)


This formula illustrates how the algorithm updates the 
probability of class membership based on observed features, 
leveraging prior knowledge and likelihood [43]. 
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The fourth chosen algorithm is the Linear Discriminant 
Analysis (LDA), which finds a linear combination of 
features that best separates different classes, transforming 
features into lower-dimensional space to enhance class 
separability [46]. Although effective, it assumes a standard 
feature distribution and may struggle with non-linearly 
separable classes. The within-class scatter matrix is 
represented in Eq. (4). 

                𝑆𝑤 =  ∑ ∑ (𝑥𝑖 − 𝜇𝑘)(𝑥𝑖 − 𝜇𝑘)𝑇
𝑥𝑖∈𝐶𝑘

𝐾
𝑘=1 

In this formula, 𝑆𝑤 captures the variance of data points 𝑥𝑖 
within each class 𝐶𝑘, where 𝜇𝑘 is the mean of class k [43]. 

The last algorithm used is logistic regression (LR). This 
algorithm predicts the probability of a target variable by 
analyzing relationships between independent variables [47]. 
The logistic function, which models the probability, is Eq. 
(5). 

                                           𝜎(𝑧) =  
1

1+𝑒−𝑧                                  (5) 

Here, 𝜎(𝑧)  represents the predicted probability of the 
target variable, where z is a linear combination of the 
independent variables, ensuring outputs are constrained 
between 0 and 1[43]. 

V. EVALUATION 

Muraina et al. [48] and Nguyen et al. [49] showed that 
selecting a 70/30 ratio to be the training/testing ratio impacts 
and improves the predictive capability of the ML models. 
Thus, the dataset was split into 70% for learning and 30% for 
testing to evaluate all classifier models. To determine which 
machine learning algorithm best estimates hand motion 
behaviors using the collected dataset, we evaluated a 
combination of five classification techniques: KNN, RF, NB, 
LDA, and LR. Along with various oversampling techniques: 
SMOTE, ADASYN, Borderline-SMOTE, K-means-SMOTE, 
and the newly added SMOTE-ENN. The effectiveness of 
these different combinations is compared in terms of three 
key metrics: accuracy, sensitivity, and specificity. Accuracy 
is the ratio of the total number of correct predictions to the 
total number of predictions made [50]. 

                          𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁


Sensitivity refers to the proportion of actual positive 
cases (the abnormal motion) that the model correctly 
identifies [50]. 

                             𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁


While specificity measures how accurately the model 
classifies negative cases (the normal motion), indicating its 
effectiveness in predicting normal hand motion [50].  

                                   𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
                             (8) 

VI. RESULTS 

The primary objective of this study was to evaluate the 

performance of several machine learning algorithms in 
detecting abnormal hand motions (specifically hand biting) 
in children with CIP using wearable sensors. The findings 
from the classification algorithms and oversampling 
techniques reveal valuable insights into the effectiveness of 
these approaches in addressing data imbalance and 
accurately classifying hand motions. 

Tables IV-IX summarize the performance metrics of the 
classification algorithms, including accuracy, sensitivity, and 
specificity, for each oversampling method. Each table details 
the performance of the various algorithms, with the first 
column listing the different algorithms, the second column 
displaying the accuracy results, the third column showing 
specificity values, and the last column presenting sensitivity 
values. Table IX displays the result of the original 
imbalanced dataset. 

Initially, a fixed threshold of 10 seconds for pain 
tolerance across all children led to poor performance as it did 
not adequately capture individual differences in pain 
perception. By individualizing the threshold, accounting for 
differences in average biting duration, the accuracy, 
sensitivity, and specificity of the models improved 
significantly, offering a more personalized and effective 
monitoring mechanism. 

TABLE IV.  COMPARISON OF CLASSIFICATION TECHNIQUES USING 

SMOTE 

Techniques Accuracy Sensitivity Specificity 

K-NN 0.99 0.69 1.00 

RF 0.61 0.69 0.61 

NB 0.64 0.62 0.64 

LDA 0.56 0.60 0.56 

LR 0.56 0.61 0.55 
 

TABLE V.  COMPARISON OF CLASSIFICATION TECHNIQUES USING 

BORDERLINE-SMOTE 

Techniques Accuracy Sensitivity Specificity 

K-NN 1.00 0.65 1.00 

RF 0.67 0.53 0.67 

NB 0.58 0.63 0.58 

LDA 0.60 0.64 0.60 

LR 0.59 0.64 0.59 

TABLE VI.  OMPARISON OF CLASSIFICATION TECHNIQUES USING 

ADASYN 

Techniques Accuracy Sensitivity Specificity 

K-NN 0.99 0.69 1.00 

RF 0.80 0.44 0.80 

NB 0.50 0.61 0.50 

LDA 0.60 0.42 0.60 

LR 0.60 0.42 0.60 
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TABLE VII.  COMPARISON OF CLASSIFICATION TECHNIQUES USING K-
MEANS-SMOTE  

Techniques Accuracy Sensitivity Specificity 

K-NN 1.00 0.65 1.00 

RF 0.61 0.69 0.61 

NB 0.64 0.63 0.64 

LDA 0.56 0.59 0.56 

LR 0.55 0.61 0.55 

TABLE VIII.  COMPARISON OF CLASSIFICATION TECHNIQUES USING 

SMOTE-EEN 

Techniques Accuracy Sensitivity Specificity 

K-NN 0.98 0.72 0.98 

RF 0.60 0.69 0.60 

NB 0.63 0.64 0.63 

LDA 0.56 0.50 0.56 

LR 0.55 0.61 0.55 

TABLE IX.  ORIGINAL DATASET CLASSIFICATION 

Techniques Accuracy Sensitivity Specificity 

K-NN 1.00 0.63 1.00 

RF 1.00 0.00 1.00 

NB 1.00 0.00 1.00 

LDA 1.00 0.00 1.00 

LR 1.00 0.00 1.00 

Additionally, Oversampling techniques such as SMOTE, 
Borderline-SMOTE, ADASYN, K-means-SMOTE, and 
SMOTE-ENN played a crucial role in addressing class 
imbalance by generating synthetic samples for 
underrepresented classes and eliminating noisy data. These 
methods were particularly effective in enhancing model 
sensitivity across classifiers like KNN, RF, and NB, limiting 
the challenges posed by the rarity of abnormal behavior 
hand-biting in CIP patients. 

From the results obtained, K-NN consistently 
outperformed the other algorithms across all oversampling 
methods especially with SMOTE-ENN, SMOTE and 
ADASYN where the sensitivity scores reached 0.72, 0.69 
and 0,69, respectively. A sensitivity of 0.72 implies that it 
flagged the abnormal motion correctly, which means the 
children’s risky motion is detected. Due to its instance-based 
learning approach, which effectively leveraged high-
dimensional data for classifying hand movements. SMOTE-
ENN, K-means-SMOTE, and SMOTE specifically 
contributed to improved sensitivity and specificity, with 
KNN showing the highest accuracy across all conditions. 
Similarly, RF demonstrated strong performance, particularly 
with ADASYN and SMOTE-ENN, indicating its capacity to 
handle complex data patterns. In contrast, NB maintained 
moderate accuracy (0.50-0.64), while linear models like 
LDA and LR struggled with non-linear data separability, 
yielding lower accuracies of 0.55-0.60. 

As mentioned earlier, oversampling techniques were 
crucial in addressing class imbalance, which significantly 
enhanced the model’s ability to detect rare hand-biting 
behaviors. SMOTE-based methods improved sensitivity 
across all algorithms, notably increasing KNN’s sensitivity 
from 0.65 to 0.72 with SMOTE-ENN. However, ADASYN, 
while boosting RF's sensitivity, reduced its specificity to 
0.44, illustrating the trade-off between enhanced detection of 
abnormal behaviors and increased false positives. This 
underscores the importance of choosing oversampling 
techniques aligned with specific clinical goals. 

VII. DISCUSSION 

To validate the result of this study, we compared our 
results with similar research studies regarding the 
performance of oversampling techniques, ML algorithm 
results, and the integration of wearable sensors with machine 
learning. These findings align with prior research in 
healthcare, where oversampling techniques such as SMOTE-
ENN have been shown to enhance model performance across 
various applications, including healthcare fraud detection 
and diabetic risk prediction. For example, Bounab et al. 
demonstrated that SMOTE-ENN improved accuracy and 
reliability by balancing datasets and eliminating noise [51], 
while Aruleba and Sun found similar benefits in credit risk 
prediction [52]. 

In prior research, the application of deep neural networks 
for emergency department triage demonstrated improved 
sensitivity and specificity compared to conventional triage 
models [53]. Similarly, KNN and RF in our study achieved 
high sensitivity, especially when paired with K-means-
SMOTE, reinforcing the idea that careful model selection 
and oversampling techniques can substantially enhance the 
ability to identify critical behaviors, which is crucial in 
clinical settings where missing abnormal events could have 
severe consequences. 

The effectiveness of oversampling methods such as 
SMOTE and ADASYN was also observed in other domains, 
including healthcare data privacy and diabetic risk prediction 
[54]. These studies found that oversampling significantly 
improved the detection capabilities of models for minority 
class events, such as high-risk patients, which aligns with 
our finding that oversampling increased sensitivity and 
specificity for detecting abnormal hand-biting behaviors. 
This enhancement in sensitivity, while sometimes 
compromising specificity, underscores the necessity of 
selecting an oversampling technique that aligns with specific 
clinical objectives—whether prioritizing sensitivity for early 
detection or specificity to reduce false alarms. 

Fig. 4 illustrates the sensitivity comparison for each 
algorithm, demonstrating that KNN outperforms other 
techniques, such as LDA and LR, and also shows promising 
results, particularly with the SMOTE technique, and even 
better performance with K-means-SMOTE. Additionally, 
NB maintains a relatively consistent accuracy of around 
63%. 
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Fig. 4. Sensitivity. 

 

Fig. 5. Specificity. 

Fig. 5 presents the specificity comparison across each 
oversampling technique. Here, KNN achieves the highest 
specificity again, while RF excels with the ADASYN 
method, showing comparable results to NB across the other 
three oversampling techniques. Moreover, while RF 
demonstrates overall good results, the NB algorithm 
achieves higher accuracy than LR. This can likely be 
attributed to the interdependence of the acceleration data 
across the X, Y, and Z axes; each feature contributes 
individually to the predictions made by the NB classifier. 

Conversely, both LDA and LR underperformed, yielding 
a low average accuracy of 58% across all oversampling 
techniques. This highlights the need for careful selection of 
algorithms in future implementations to enhance detection 
capabilities for abnormal hand motions in children. 

The results are also consistent with the work by Viloria et 
al., which demonstrated the efficacy of combining methods 
like SMOTE and random oversampling to address class 
imbalances in biomedical datasets [30]. Our use of SMOTE 
and ADASYN parallels these findings by effectively 
mitigating imbalance issues in hand motion data, thereby 
improving the models' ability to differentiate between 
harmful and non-harmful behaviors. 

The integration of wearable sensors with machine 
learning for real-time monitoring, as demonstrated in this 
study, parallels prior applications in cardiovascular and 
neurological health monitoring [55]. This technology offers a 
viable solution for detecting harmful behaviors in CIP 
patients, enabling timely intervention and improving patient 
safety. 

The high sensitivity achieved by KNN and RF, especially 
with SMOTE, K-means-SMOTE, and SMOTE-ENN, has 
important implications for real-world monitoring systems for 
CIP patients. Detecting abnormal hand motions like hand 
biting is critical for preventing self-injury in children who 
cannot feel pain. The wearable sensor system evaluated in 
this study offers a viable solution for real-time detection and 
intervention. By incorporating machine learning models that 
adapt to individual behavior patterns, caregivers can be 
alerted before harmful behaviors escalate, improving patient 
safety. 

Moreover, the successful application of oversampling 
methods indicates that similar approaches could be used to 
detect other critical healthcare behaviors, such as monitoring 
involuntary movements in patients with neurological 
disorders. These findings are consistent with prior research 
on motion classification using wearable sensors. For 
example, previous studies have demonstrated the 
effectiveness of KNN and RF in recognizing activities and 
detecting critical health events when combined with 
appropriate data augmentation techniques. Additionally, 
machine learning models in real-time monitoring, similar to 
wearable devices used in cardiovascular health monitoring, 
underscores the transformative potential of AI in healthcare 
applications. 

Studies have also validated the effectiveness of machine 
learning models like KNN and RF in recognizing critical 
health events across different domains. For example, KNN's 
success in heart sound analysis with an accuracy of 93.50% 
[56] and RF's compelling performance in fraud detection and 
credit risk analysis [57,58] demonstrate their robustness 
across varied datasets. These findings validate our approach, 
as KNN and RF were well-suited for highly dimensional 
accelerometer data, requiring distinguishing subtle variations 
in hand motion patterns. 

Finally, addressing imbalanced datasets in healthcare has 
consistently been highlighted as a critical issue, especially in 
applications where the cost of false negatives can be severe. 
This research study extends previous literature by evaluating 
multiple oversampling techniques, providing a 
comprehensive understanding of how these methods can be 
applied to healthcare datasets with imbalanced classes, such 
as CIP-related hand-biting data. This emphasizes the 
importance of a tailored approach to handling imbalance, 
especially in clinical contexts where false negatives could 
harm patients [59]. 

In conclusion, this study demonstrates that KNN, 
particularly when paired with oversampling techniques like 
SMOTE-ENN, performs best for detecting abnormal hand 
motions in children with CIP. These findings support the 
potential for more effective intervention systems for CIP 
patients. 

VIII. CONCLUSION, LIMITATIONS, AND FUTURE WORK 

This research explores the use of wristband sensors to 
investigate abnormal hand motions, explicitly focusing on 
hand biting. We collected and analyzed hand movement data 
from children to distinguish subtle differences between 
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normal and abnormal motions. The wristband sensor, 
equipped with motion detection technology, provides a 
portable and easily deployable solution. We utilized the 
STEVAL-BCN002V1 sensor to capture motion acceleration 
data, which was transmitted via Bluetooth for analysis. Our 
classification was based on acceleration data from three 
axes, resulting in an impressive average recognition accuracy 
of 98% and a sensitivity of 72%, highlighting the system's 
potential for future applications. The high sensitivity allows 
for capturing even subtle hand movements, which is crucial 
for classifying abnormal behaviors in real-world and other 
future applicability. Our findings underscore the value of 
detecting subtle differences in hand movements as a 
proactive measure for monitoring and preventing harmful 
behaviors. Furthermore, gaining deeper insights into these 
movements could substantially improve the quality of life for 
children affected by Congenital Insensitivity to Pain (CIP). 

Despite these promising results, several limitations need 
to be addressed. The dataset used for model training and 
testing was relatively small, comprising data from only 41 
children, which may affect the generalizability of our models 
to larger and more diverse populations. While we mitigated 
class imbalance using oversampling techniques, real-world 
datasets are often more complex and may introduce noise 
into synthetic samples. Additionally, sensor data were 
collected over a short period (35 minutes per day), 
potentially missing key variations in hand motions. 

As a future direction, we plan to extend data collection 
over longer periods to improve model robustness and capture 
a broader range of motion variations. Future research should 
also focus on expanding the dataset to include a larger, more 
diverse population and incorporate additional relevant 
motions, such as eye rubbing, particularly for CIP patients. 
Integrating advanced deep learning techniques, such as 
Convolutional Neural Networks (CNNs), could enhance 
classification accuracy, especially for more complex motion 
patterns. Additionally, we will prioritize expanding the 
dataset and exploring similar behaviors to broaden the 
applicability of our findings. For CIP patients, even minor 
advancements could significantly improve their well-being 
and that of their caregivers. This research could also be 
extended to other conditions, such as autism, where motion 
detection is critical in managing behaviors. Another future 
direction after getting the necessary IRP approval is 
designing and building the whole system to ensure it is as 
safe as possible; we will conduct a clinical control trial study 
in a hospital to measure the system's effectiveness and 
scalability. 
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Abstract—The current interior design of commercial 

buildings is facing innovative challenges, requiring a balance 

between aesthetics, functionality, and economic benefits. The 

design industry faces challenges in interdisciplinary integration, 

lack of standardized processes, and limitations of traditional 

design methods in complex situations. Although virtual reality 

technology provides new solutions, its integration difficulty, cost, 

and operational complexity constrain its widespread application. 

This study introduces a digitally twin-based augmented reality 

(AR) collaborative indoor design framework, addressing the 

decomposition of spatial planning for the complexity inherent in 

design processes. Subsequently, contextual data in the indoor 

design process is structured into an indoor design knowledge 

graph to elucidate information transmission and iterative 

mechanisms during collaborative design, thereby enhancing the 

situational adaptability of AR collaborative design. Utilizing a 

root anchor-based collaborative approach, multiple designers 

engage in spatial design collaboration within the AR environment. 

Real-time knowledge and data facilitated by the design 

knowledge graph contribute to collaborative decision-making, 

ensuring the quality and efficiency of collaborative design. 

Finally, exemplified by a complex interior design project for a 

commercial space, an AR-based collaborative digital twin (DT) 

interior design system is established, validating the effectiveness 

and feasibility of the proposed methodology. Through this 

approach, designers can preview and modify designs in a virtual 

environment, ultimately reducing errors, shortening design 

cycles, lowering costs, and enhancing user satisfaction. 

Keywords—Digital twin; optimized design; interior space; 

multi-person collaborative design 

I. INTRODUCTION 

In the golden age of commercial building interior design, 
traditional design concepts are being questioned and new ideas 
are overturning established principles and paradigms. 
Commercial buildings, second only to residential buildings in 
floor area, are the most numerous and widely ranged, touching 
every aspect of daily urban life [1]. They serve as a window 
into the socio-economic status of a city, reflecting the material 
economic life and vibrant cultural character. The interior 
environment is an essential component of commercial 
architecture. Analyzing design trends and creating a favorable 
commercial environment also contributes to urban economic 
development [2]. Due to the significant costs, long construction 
cycles, and high public engagement, once completed, 
commercial interior projects can broadly impact the regional 
landscape and environment [3]. Consequently, stakeholders 
demand higher safety, functionality, and economic 
performance compared to other buildings, leaving no room for 

error in the design process. However, the interior design 
industry still faces significant challenges: 

1) Interdisciplinary integration and complexity: Interior 

design involves aesthetics, architecture, environmental 

psychology, material engineering, and other disciplines. 

Designers must ensure beauty while guaranteeing functionality 

and comfort, increasing design complexity. Traditional 

commercial interior design must consider building types, 

environmental harmony, landscape coordination, and 

investment risks. 

2) Overreliance on personal experience: Designers' unique 

styles and experiences mean that designs are often limited by 

individual capabilities. The lack of standardized design 

processes leads to inefficiency. 

3) Slow feedback and rework: Traditional design processes 

often require multiple revisions, with each change consuming 

considerable time and resources, limiting design efficiency. 

4) Singular design methods: The complexity of situations 

hinders the use of precise theories or quantitative methods to 

demonstrate the scientific aspects of design. Whether it's 

aesthetics or space and environmental factors, methods for 

presenting and arguing commercial building interior design 

solutions are quite singular, urgently requiring a realistic, 

intuitive, and visual technology method for presentation. 

In interior design processes, due to the emphasis on spatial 
visualization and user experience, the characteristics of virtual 
reality technology are highly similar, as it is a computer system 
that presents a virtual world or simulated environment to users. 
Virtual reality can serve people better by allowing users to 
experience the architectural environment from all angles and 
senses from the design's inception. As a result, the integration 
of interior design with virtual reality technology is gradually 
being widely applied in the industry. 

Firstly, since interior design is a process involving 
planning, design, and construction, which is costly and 
irreversible, it cannot afford many errors. Virtual reality 
technology, with its lifelike presentation, allows for the 
preview and real-time modification of interior design plans. 
Designers and users can enter the virtual space at any time, 
examining their work from any angle, truly feeling the space, 
scale, materials, textures, details, and sounds, thus resolving 
issues arising from overlooking errors in two-dimensional 
design drawings. 

Secondly, unlike traditional design media, virtual reality 
technology describes building interiors dynamically and 
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interactively with real-time feedback. Users can thus compare 
and edit interior design elements during the preview, 
modifying them according to their needs and preferences 
without professional constraints. 

In this context, the rapidly developing virtual reality 
technology facilitates the expression of interactive interior 
design, enhancing the realism of the experience and meeting 
the growing demand for "interactivity" among contemporary 
users. 

However, looking at the current application of virtual 
reality technology in interior design, imperfections in design 
methodology can cause issues such as how to integrate virtual 
reality into the design process, resolve the high computational 
demands and significant costs in terms of capital and time 
investment, and overcome the lack of familiarity with 
operating methods limiting its widespread adoption. These 
issues hinder the digital evolution of architectural interior 
design methods and the innovative integration and widespread 
teaching of virtual reality technology in everyday life. 
Therefore, this paper proposes an augmented reality-driven 
method for interior space design. This method allows for the 
examination and evaluation of design effects at the initial 
conceptual stage, simulating construction quality before 
building to ensure control, thereby reducing design time and 
improving design quality while saving resources. 

II. LITERATURE REVIEW 

In recent years, the rapid advancements in cutting-edge 
technologies such as artificial intelligence, big data, and cyber-
physical systems have been driving the swift evolution of 
engineering design. This paper provides a comprehensive 
review of the current state of research in this domain. 

A. Digital Design 

Currently, digital design technologies have been widely 
applied in the field of interior space design, particularly in the 
planning and innovation of residential, commercial, and 
exhibition spaces [4]. Design software tools such as SketchUp, 
AutoCAD, and Revit have become indispensable for designers, 
supporting complex design requirements such as 3D modeling, 
virtual reality roaming, and environmental simulation. With the 
development of big data and artificial intelligence technologies, 
data-driven interior design has become a research hotspot. By 
collecting and analyzing designers' creative ideas, user 
behavior data, and the usage effects of interior spaces, more 
accurate predictions of the functionality and user experience of 
interior spaces can be made during the design phase. 

In recent years, interior designers have intensified their 
pursuit of rapidly developing interior space design solutions 
that are both aesthetically pleasing and practical, meeting 
consumers' demands for personalized and functional interior 
spaces. Grübel et al. [5] used digital technology to design 
multifunctional interior spaces that meet strict requirements for 
environmental adaptability and user interactivity, achieving a 
level of functionality and aesthetic design comparable to high-
end standards. Lu et al. [6], focusing on home office spaces, 
explored the application of digital design and analysis 
technologies in interior space design, combining digital design 
with user behavior analysis to achieve optimal design 

outcomes. Künz et al. [7] summarized the development of 
some advanced digital interior design methods, particularly 
emphasizing advanced digital design for smart home products 
beyond traditional furniture and decorative materials. This 
approach is considered key to improving residents' quality of 
life fundamentally. Schroeder et al. [8], utilizing digital 
technology, proposed a data-driven intelligent interior design 
simulation model based on user experience feature learning. 
Using personalized design techniques and leveraging user 
behavior data and spatial layout data, they designed 
personalized interior environments. 

However, as user demands for interior spaces become 
increasingly personalized and functional, new challenges arise 
for digital interior space design. How to rapidly design interior 
spaces that meet specific user needs while ensuring design 
feasibility and sustainability is a major research direction in the 
future of digital interior space design. 

B. DT-driven Design Patterns 

DT technology has been widely applied throughout the 
entire lifecycle of interior space design, construction, and 
maintenance. For instance, Coupry et al. [9] designed an 
interior design visualization technology based on DTs and 
virtual reality. This system provides an intuitive representation 
and accurate description of interior space layouts, 
systematically manages spatial usage data and user interaction 
data, thereby enhancing design precision. Schott et al. [10] 
proposed a DT-driven interior design collaboration platform, 
establishing a stable and reliable communication mode among 
designers, engineers, and clients throughout the entire design 
process. 

In response, Zhu et al. [11] introduced a comprehensive, 
precise, real-time interior environment monitoring and analysis 
system. This technology, by bridging the gap between the 
actual interior environment and the digital model, enables real-
time iteration and optimization of interior design. As interior 
space design becomes increasingly complex, requiring 
knowledge from multiple disciplines, Xu et al. [12] identified 
DT (DT) as one of the most promising enabling technologies 
for achieving smart buildings and smart cities. Therefore, 
integrating knowledge from different disciplines in the design 
process to realize interdisciplinary digital interior space design 
is a crucial future research trend. 

In light of this, Pang et al. [13] proposed a DT-driven 
method for rapid personalized design of residential and 
commercial spaces. Wang et al. [14] presented a rapid 
personalized design method for office space layouts based on 
DTs. They developed an analysis-decoupling framework based 
on DTs to provide interior design analysis capabilities and 
support decision-making for design and solution assessment. 
Liu, Zheng & Bao [15] discussed the application of DT models 
as a natural evolution in model-based engineering in interior 
design. These are important application cases of DTs in the 
interior space design phase. The application of DT-driven 
interior space design has been summarized by relevant scholars 
and proven to be a significant method for enhancing the 
interior design process. DT technology holds greater efficiency 
potential in the construction and management of interior 
spaces. 
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C. Research Gaps 

With the evolution of modern interior design, spatial 
planning and personalized customization have become 
increasingly intricate and detailed, posing challenges that 
current design methods often struggle to address. Despite the 
ongoing shift of contemporary interior design methods towards 
three-dimensional modeling and virtual reality technologies, 
inherent issues persist, as outlined below. 

1) Lack of parameterized collaborative design 

approaches: This implies that manual adjustments are required 

when spatial functional needs or user preferences change, 

leading not only to time consumption but also potential design 

inconsistencies. Introducing parameterized collaborative design 

approaches can automate design adjustments, saving time and 

enhancing design consistency and accuracy. 

2) Application of DTs in the design process: Furthermore, 

although DTs have found widespread applications in various 

domains such as manufacturing and medical simulation, their 

application in the interior design process remains 

underexplored. DTs can provide additional information for the 

design process, including spatial usage simulation, lighting, 

and acoustic effects, thereby elevating design precision and 

user satisfaction. 

Motivated by these identified research gaps and objectives, 
this study aims to develop a DT-based intelligent collaborative 
design method for interior space design. Integrating 
parameterized collaborative design and DT technology, this 
approach seeks to enhance the efficiency, precision, and 

personalization of interior space design. Simultaneously, this 
research aspires to propel the advancement of interior design 
by presenting innovative perspectives and methodologies for 
future endeavors in this field. 

III. DT-BASED MULTI-PERSON COLLABORATIVE DESIGN 

SYSTEM 

To meet the application demands of intricate assembly 
scenarios, this chapter delves into the intricacies of 
collaborative scenarios. It introduces an architecture for multi-
user collaborative assembly methods based on Augmented 
Reality (AR) and DT technology. Additionally, it conducts an 
analysis of collaborative assembly sequences within the DT 
framework. 

A. Multi-Person Collaborative Design Process 

In intricate interior space design, the design process 
typically encompasses multiple complex stages, demanding 
precision in design execution and necessitating close 
coordination between these stages. Collaborative design 
involving multiple individuals can significantly enhance design 
efficiency, contingent upon efficient task collaboration. The 
collaborative process relies on the macro-management and 
swift allocation of tasks by the design administrator. 
Simultaneously, it is constrained by the understanding of tasks 
by on-site design personnel and the execution of design 
operations. Fig. 1 illustrates the collaborative process of 
complex interior space design. This paper divides the 
collaborative design process into two parts: single-functional 
area design collaboration and multi-functional area design 
collaboration. 
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Fig. 1. Collaborative process for designing complex interior spaces. 

1) Complex interior space design process in a single 

functional area: When the design requirements of a space are 

complex, multiple designers conduct different design 

operations in the same functional area from different design 

perspectives. This task collaboration process is termed single-

functional area collaborative design. In this design process, 

senior designers are responsible for formulating design 

concepts, design managers review design proposals, design 

task cards are created based on the design process, project 

managers manage on-site activities, guide and plan the work of 

designers, and collaborative designers’ complete tasks. The 

collaborative process primarily focuses on the interaction 
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between project managers and designers, with the project 

manager being the key decision-maker in collaboration. During 

the design process, rapid extraction of individual design tasks 

and collaborative relationships, along with unified and accurate 

acquisition and expression of information, is crucial for on-site 

designers to effectively grasp design details. Additionally, due 

to the tolerance range in design quality standards, it is 

necessary to systematically coordinate, optimize design 

parameters based on on-site conditions, and iteratively control 

the design process to ensure the stability of collaborative 

design quality. 

2) Collaborative design process for complex interior space 

with multiple functional areas: When the tolerance 

requirements for space design are high, and there are multiple 

and interrelated functional areas, not only must design 

integration errors arising from the collaborative design process 

between various functional areas be considered, but also the 

cumulative errors resulting from material selection, furniture 

layout, and lighting design errors in the design processes of 

each functional area leading to design inconsistencies. The 

design process is top-down, controlling from overall design 

concepts to specific design elements. It macroscopically 

manages the design process and, based on the relationships and 

design precision of various functional areas, optimizes the 

design process into a multi-functional area collaborative design 

process. Due to the independence of each functional area, 

information collaboration computation and feedback between 

functional areas are crucial means to achieve accuracy 

prediction and process optimization. 

B. Multi-person Collaborative Design Approach 

Incorporating AR 

In order to ensure the efficiency of interior space design, 
this paper optimizes the collaborative design process and 
establishes a DT-based AR multi-user collaborative design 
architecture, as depicted in Fig. 2. Within the DT space, the 
three-dimensional model and design information are initially 
processed to extract abstract design attribute information and 
relational information, which is employed for the expression of 
design knowledge. Subsequently, design semantic information 
is organized in the format of "Entity-Relation-Entity" and 
"Entity-Attribute-Value" to construct a design knowledge 
graph. Object mapping is conducted based on the knowledge 
graph to build the design twin. Each node in the knowledge 
graph represents the twin representation of a physical object in 
the digital space. Based on hierarchy, these representations are 
categorized into object-level twins and space-level twins. The 
latter includes both attribute and layout information. The DT 
serves as the foundation for design management and data 
collaboration. 

The AR-guided scenario serves as a bridge between the 
physical design space and the DT design space, facilitating 
guidance and collaboration throughout the design process. The 
AR system disseminates and visualizes designers' tasks based 
on the collaborative attribute information of nodes in the 
design knowledge graph, constructing a collaborative AR 
space. Model collaboration, perspective coordination, and data 

collaboration in single-functional area collaboration are 
achieved through multi-device collaboration and control. 

The physical design space acquires design and 
collaborative information through the AR system, completing 
collaborative design tasks with visual guidance. To guide 
different collaborative tasks, the AR system possesses 
independence and collaboration. Independence ensures the 
guidance of different design tasks for various functional areas, 
ensuring effective guidance for single-functional area 
collaboration. Collaboration involves self-adjustment based on 
the design conditions of other functional areas during multi-
functional area collaboration, ensuring that the overall spatial 
design meets aesthetic and functional specifications. 

The DT space guides the design implementation of the 
physical space based on design principles, ensuring the 
standardization and efficiency of the design process through 
the virtual-to-real mapping process. Changes in the physical 
space's design drive the evolution of the DT, ensuring the high 
fidelity of the DT design process through a bidirectional 
mapping approach. 
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Fig. 2. DT-based multi-person collaborative design architecture for AR. 

IV. DT-DRIVEN LINKED DESIGN PROCESS 

This section provides a DT-driven approach to multi-
person collaboration. 

A. Process Collaboration 

In this section, we employ manufacturing processes as 
fundamental units to establish an augmented reality-based DT 
multi-user collaborative interior space design workflow, as 
illustrated in Fig. 3. The process delineates the transmission 
and iterative mechanisms of design information between the 
physical design scenario and the DT space. 

In the figure, following the determination of the interior 
space design scheme, the twin space stores and expresses 
design information in the form of a knowledge graph, where 
nodes represent specific design elements, and edges signify 
relationships between design elements. Each node in the 
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interior design knowledge graph corresponds to a DT of 
interior elements or functional zones, serving as an abstract 
representation of physical objects. The entire knowledge 
network is capable of describing the entire interior design 
scheme. The AR system, based on the interior design 
knowledge graph, can acquire the Design Element Set (DES) 
for the entire design process. DES is the knowledge expression 
of the pre-planned design scheme, i.e. 

𝐷𝐸𝑆 = ∑ (𝑆𝐴𝐼𝑖 ∪ 𝐷𝑃𝐼𝑖
𝑛
𝑖=1 ∪ 𝐷𝐶𝐼𝑖)        (1) 

where, DES is used for modularized management of the 
interior space design process. It comprises Scene Asset 
Information (SAI) for AR scene reconstruction, Design 
Planning Information (DPI), and Design Cooperation 
Information (DCI) for design guidance and collaborative 
processes. 
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Fig. 3. DT interior space design process collaboration. 

Due to the complexity of the interior design processes, we 
decompose them into various design step combinations for 
different categories of AR collaborative guidance. Different 
Design Element Sets (DES) are composed of Design Step Sets 
(DSS). Designers acquire the corresponding DSS through the 
system to obtain information on design steps, requirements, 
features, and elements. Based on specific design tasks, we 
classify them into two design cooperation categories (DCC): 
single-functional zone design and multi-functional zone 
collaborative design. The AR system provides distinct 
collaborative guidance for different DCC, generating 
Augmented Reality View Information (ARVI) based on design 
and model information, formally expressed as 

𝐴𝑅𝑉𝐼: = {𝑈𝐼 ∪ 𝑀𝐵𝐷 ∪ 𝐴𝐷𝑁}    (2) 

The Model-Based Definition (MBD) method is employed 
for AR display of model information in Scene Asset 
Information (SAI), Design Animation (ADN) for visual 
expression of Design Planning Information (DPI), and UI 
information for expressing Design Cooperation Information 
(DCI) and design property information. Designers implement 
design steps based on ARVI to advance the DSS process. 
During the execution of DSS in physical space, the system 

acquires Physics Design Information (PDI), including Material 
Information (MI), Design Process Data (DPD), and Design 
Adjustment Data (DAD), formally expressed as, 

𝑃𝐷𝐼:= {𝑀𝐼 ∪ 𝐷𝑃𝐷 ∪ 𝐷𝐴𝐷}  (3) 

PDI is directly fed back to the interior design knowledge 
graph through human-computer interaction. Through analysis 
and computation, the system predicts the current state of the 
design process twin object and performs distributed 
optimization based on this state. Firstly, DES is optimized, 
adjusting errors to different degrees based on the actual design 
situation, facilitating differential optimization processes such 
as design adjustments, corrections, or rework. Design 
adjustments mainly address design errors in single-functional 
zones, while design corrections and rework address overall 
aesthetics and functionality matching issues in the 
collaborative processes of multi-functional zones. DCI updates 
involve the optimization results communicated through the AR 
system, guiding designers through the UI for process 
optimization and error indication. 

B. Scene Synergy 

One primary feature of AR systems is the overlay of 
computer-generated three-dimensional graphics onto physical 
space to provide operational guidance, fulfilling a majority of 
instructional needs. However, in scenarios involving multiple 
operators, independent AR spaces are incapable of facilitating 
information sharing and interactive operations. In order to 
overcome information isolation and enable multi-user 
collaborative operations, this paper introduces a shared AR 
space constructed through the method of root anchor point 
alignment, achieving collaborative scene interactions. 
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Fig. 4. Scenario collaboration principle. 

The AR collaborative system for interior design enables 
multiple designers to share and collaborate on design concepts 
within the same physical space. As illustrated in Fig. 4, during 
the interior design process, designers collaborate by creating 
their respective AR spaces. Each designer's AR device 
establishes a unique world coordinate system, with the root 
anchor point serving as the origin (0, 0, 0) for the coordinate 
system, and all design element models are loaded as child 
objects. 

The key to establishing a unified coordinate system is 
aligning the root anchor points of multiple virtual scenes. In 
this section, the collaborative process is achieved by 
calculating relative coordinate offsets based on the overlap 
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point of the physical spaces of two devices. Image-based 
tracking technology is employed to determine the location 
information of common points in physical space. To simplify 
collaborative calculations and enhance system adaptability, 
feature recognition images are stored in the system. The 
relative coordinates of the feature recognition image with 
respect to the root anchor point are utilized for rapid 
acquisition of common coordinate points between devices 
through screen recognition of the feature image. These relative 
coordinates are then employed in the alignment calculation of 
the root anchor points of the two devices, achieving a unified 
coordinate system. 

Initially, the benchmark device DS for collaborative 
calibration is determined. Since the camera is in a non-fixed 
state during the AR scene loading process, the camera 

coordinates 𝑉𝑒𝑐𝑝（𝑋𝑃，𝑌𝑃，𝑍𝑃） at the calibration moment 

are obtained as the central coordinates of the feature 
recognition image. Considering the camera offset constants for 
different devices, the actual central coordinates of the feature 

recognition image are adjusted to 𝑉𝑒𝑐𝑝（𝑋𝑃 + ∆𝑋1，𝑌𝑃 + ∆𝑌1
，𝑍𝑃 + ∆𝑍1 ） . To align the root anchor points, the local 

coordinates relative to the feature recognition image are 
computed as the coordinate offset, taking into account the 
coordinate transformation rules of the virtual space. The matrix 
transformation sequence in its coordinate system involves the 
Y-axis, then the X-axis, and finally the Z-axis. Thus, based on 
the transformation rules, the world coordinate system W is 
transformed to the local coordinate system L, where a and b 
represent intermediate coordinate systems in the transformation 
process. 

𝑅𝑜𝑡𝑊
𝐿 = 𝑅𝑜𝑡b

𝐿𝑅𝑜𝑡a
b𝑅𝑜𝑡𝑊

a    (4) 

The local coordinates of the root anchor point under the 
feature recognition image are obtained through matrix 

operations as 𝑉𝑒𝑐𝑎（∆𝑋2，∆𝑌2, ∆𝑍2）. 

𝑉𝑒𝑐𝑎=𝑅𝑊
𝐿 Tr (𝑋𝑃 + ∆𝑋1，𝑌𝑃 + ∆𝑌1，𝑍𝑃 + ∆𝑍1)𝑉𝑒𝑐𝑝    (5) 

During device calibration, the client utilizes AR Core 
image tracking technology to obtain the spatial coordinates 

𝑉𝑒𝑐𝑡（𝑋𝑡，𝑌𝑡 , 𝑍𝑡） of the recognition image through feature 

point clouds. Since the offset of the recognized feature point 
cloud may introduce deviations in calibration results, a 
collaborative filtering method is employed to eliminate false 
coordinates caused by positioning offset. Additionally, the data 
is grouped, and a weighted arithmetic mean is calculated. 

𝑋′ =
∑  n

i=1 xifi

∑  n
i=1 fi

=
x1f1+x2f2+⋯+xnfn

f1+f2+⋯+fn
  (6) 

Get the final coordinate values of the feature recognition 
map. 

𝑉𝑒𝑐𝑡=（𝑋𝑡
′，𝑌𝑡

′, 𝑍𝑡
′）       (7) 

Due to the identical screen coordinates of the two devices, a 
unified coordinate system can be achieved by determining the 
same coordinate offset. The client's root anchor point is 
transformed into the local coordinate system of the feature 
image, setting the same coordinate offset 𝑉𝑒𝑐𝑎 . Based on the 

existing coordinate offset and the spatial coordinates of the 

feature recognition image with rotation angles𝑉𝑒𝑐𝑟（𝜃1，𝜃2，
𝜃3）, the root anchor point coordinates are aligned in the world 

coordinate system. According to the matrix transformation 
rules in the world system, the transformation matrix for the 
root anchor point is obtained by rotating in the z-x-y sequence. 

𝑅𝐿
𝑊 = 𝑅𝑜𝑡(𝑌,𝜃2)𝑅𝑜𝑡(X, 𝜃1)𝑅𝑜𝑡(Z,𝜃3) (8) 

Get the coordinates of the root anchor point in the world 
coordinate system. 

𝑉𝑒𝑐𝑎2=𝑇𝑟 (𝑋𝑡
′，𝑌𝑡

′，𝑍𝑡
′)𝑅𝐿

𝑊𝑉𝑒𝑐𝑎  (9) 

In the equations, 𝑅𝑜𝑡(𝑥, 𝜃) = [
𝑀(𝑥, 𝜃) 0

0 1
]  represents a 

rotation matrix, where 𝑀(𝑘, 𝜃) = 𝐼 + sin𝜃𝑅�⃗� + (1 −

cos𝜃)𝑅
�⃗� 
2  is the rotation matrix for any vector �⃗�  rotating 

counterclockwise around the axis by an angle 𝜃  in three-
dimensional space. Here, 𝐼 is the 3×3 identity matrix, and 𝑅�⃗�  is 

the cross-product matrix of �⃗� . 

𝑇𝑟(𝑥, 𝑦, 𝑧)=[𝐼 (𝑥, 𝑦, 𝑧)T

0 𝐼
] denotes the translation matrix. 

After spatial calibration of different devices, although the 
root anchor points in each AR space have different numerical 
values in the world coordinate system, they are aligned in 
physical space, serving as the origin of the shared AR space's 
common coordinate system. In the shared coordinate system, 
AR resources only need to exist as their child objects and 
ensure local coordinate consistency to achieve spatial 
coordinate collaboration. 

Scene collaboration involves both coordinate collaboration 
of the shared AR subsystem and collaboration of AR resources. 
Building on the foundation of root anchor-based coordinate 
collaboration to construct a shared AR space, a unified loading 
of AR resources and consistency in resource interaction can be 
achieved under different assembly perspectives. Collaborative 
resources are stored in shared cloud storage, and when the 
MBD model is stored in the shared space, the creation of the 
AR scene in a procedural form ensures consistency in model 
loading and removal, monitored through the shared space. In 
achieving consistency in the interaction process, as 
transformation information (transform) stores the basic 
attributes of resources, the system monitors and updates it in 
real-time to ensure consistency in model interactions, such as 
movement, rotation, and scaling operations in different spaces. 

Through AR scene collaboration, operators can perform 
assembly based on collaborative perspectives, and the natural 
AR human-computer interaction ensures effective transmission 
of collaborative information. 

V. CASE STUDY 

This paper develops an augmented reality-based multi-user 
collaborative design system using the aforementioned approach 
and validates it through a case study of an interior design 
project. 
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A. Platform Construction 

The establishment of the interior space design management 
platform primarily aims to provide data services for the design 
process, encompassing information storage and expression of 
interior design elements, definition and storage of augmented 
reality (AR) resources, and integration of collaborative design 
algorithm services. Firstly, a knowledge graph of interior 
design is constructed based on the spatial design requirements. 
This involves utilizing the DT and spatial relationships of 
design objects to obtain design precision information and 
design relationships for design nodes. Subsequently, design 
errors are calculated, facilitating the iterative update of on-site 
design information. 

The design-level DT manages the fundamental information 
of interior design, while the object-level DT oversees its basic 
attribute information. The knowledge representation of the 
interior design DT is illustrated in Fig. 5, encompassing 
attribute information such as augmented reality (AR) 
visualization and algorithmic interfaces. The visualization 
information primarily includes interior design object models 
and information on interior design elements. Simultaneously, 
the algorithmic interfaces furnish collaborative design 
algorithms utilized in the collaborative calculation processes of 
design. 

 

Fig. 5. Interior design DT knowledge expression. 

In response to diverse on-site design requirements, the 
Augmented Reality (AR) system leverages the DT platform to 
acquire resources, establishing an adaptive AR design 
environment. Through real-time rendering and AR 
visualization of design elements, parameters, and tools, the 
system guides designers in the creative process, thereby 
reducing cognitive load and enhancing design efficiency. 

B. Test Validation 

Incorporating Augmented Reality (AR) technology into 
interior space design can enhance both design efficiency and 
customer experience. This study explores collaborative work 
modes in the interior design process by combining 
smartphones and HoloLens headsets. Using a smartphone as 
the collaborative reference platform, coupled with Vuforia 
image tracking technology, synchronization of root anchor 

points between HoloLens and smartphones within the same AR 
space is achieved. To enhance the precision of collaboration, 
recognition images with distinct features are chosen, and 
stability tests for rotation and scaling are conducted. The 
collaborative accuracy primarily relies on the alignment of root 
anchor points across different devices. This is indirectly 
measured by sending the physical dimensions of the 
recognition image to each collaborative device and comparing 
the results with the image tracking outcomes. 

 

Fig. 6. Root anchor synergy process. 

As illustrated in Fig. 6, this process accurately tracks the 
positions of interior design elements under different sizes, 
distances, and rotation angles. It achieves precise alignment 
with translation errors approximately 1mm and rotation errors 
less than 0.5 degrees, providing a reliable reference for the 
collaborative interior design process. Fig. 6 presents the visual 
effects of the collaborative interior design scene from different 
perspectives, namely the smartphone AR perspective and the 
HoloLens AR perspective. Within the AR collaborative space, 
design elements are categorized into private information, 
public information, and associated information. For instance, 
foundational elements of the design, such as major furniture or 
structural components, serve as public resources shared by all 
participants, ensuring consistency in physical space and 
interactive effects from different perspectives. 

Private information is tailored to the specific tasks of 
individual designers. Different designers may see different AR 
elements based on their task requirements. Key design objects, 
like specific furniture or decorative elements, although 
requiring attention from all designers, may have different 
details of interest to each designer. By setting element 
attributes as private, designers can interactively translate and 
rotate models to comprehensively understand and examine 
every angle of the design objects. 

C. Physical Assembly Process Synergy 

This section analyzes the collaborative effects of the 
physical design process through an on-site interior design 
implementation experiment. Designers arrived at the actual 
interior design site and engaged in collaborative design layout 
activities for the central area of the living room. Given the 
diverse design objects and the complexity of the design 
environment, acquiring on-site information proved challenging 
for the designers. To address this challenge, designers accessed 
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design element information, including collaborative design 
tasks and design resources, through the tethering of the DT 
design platform to assist in the design process. Designers were 
then able to visualize three-dimensional models and drawings 
of the design resources using augmented reality (AR). 

The collaborative layout design of the central area requires 
the joint efforts of multiple individuals. During the design 
preparation phase, designers, designated as A, B, and C, gather 
design information from various visual perspectives based on 
their respective roles and responsibilities. It is displayed the 
AR visual perspectives of designers A, B, and C. Designer A is 
responsible for overall concept confirmation and design 
optimization, primarily assisting in layout design. To facilitate 
effective design guidance, the AR system visualizes the design 
baseline for this perspective, allowing designer A to 
comprehend the structural model of the spatial layout. To 
achieve task collaboration among designers, different forms of 
visualization for resources are necessary. Since all designers 
use the central area model as the baseline for their designs, 
with its attributes set as "Public" for shared visualization, 
designers B and C can observe the spatial model loaded by 
designer A in the shared AR space, enabling task collaboration. 
Designer B, acting as the lead designer, is tasked with central 

area layout design. The AR system employs design animation 
to demonstrate layout details, guide the design process, and 
visualize the effects. Designer C's task is to test the layout's 
effectiveness and assist in the design process. The system uses 
Model-Based Definition (MBD) model visualization to help 
designer C obtain design parameter information. To avoid 
interference caused by the overlay of visual resources from 
multiple AR subsystems, the model attributes of the central 
area are set as "Private," visible only to designer C. Interactions 
by designer C with the central area do not affect the design 
animation presentation for designer B 

Throughout the entire design process, designers can 
iteratively update design solutions by uploading real-time 
design information to the DT space through AR system 
interactions such as voice commands or gestures. The 
optimized information is then fed back to the design team via 
the AR system, completing a closed-loop control of the design. 

To validate collaborative design efficiency, designers 
responsible for other design elements were divided into two 
groups and subjected to 20 experiments each. The parameters, 
including design preparation, completion, and documentation, 
were compared with those of experienced designers focusing 
on the central area, as summarized in Table I. 

TABLE I.  COMPARISON OF ASSEMBLY EFFICIENCY FOR DIFFERENT ASSEMBLY CATEGORIES 

Assembly category 
Preparedness 

efficiency 

Assembly 

Fluency 

Assembly 

Collaboration 

Efficiency 

Assembly 

Special 

Session 

Completion 

Assembly 

pass rate 

Assembly 

completion 

efficiency 

Assembly 

process 

record 

efficiency 

Senior Designer Codesign 100 100 100 100 100 100 100 

New Designer Codesign 45 45 40 80 65 30 70 

New Designer Codesign 90 80 85 100 95 85 160 
 

From Table I, the following observations can be made: ① 

New designers utilizing traditional processes and methods for 
interior design tasks incurred substantial time in design 
preparation and documentation. Although the design 
qualification rate exceeded 50%, the design efficiency fell 

short of meeting the scene's requirements. ②  AR-based 

collaborative design, supported by DTs and AR technology, 

exhibited overall favorable performance. ③  In the AR 

collaborative environment, the design collaboration efficiency 
of new designers was twice that of traditional design, enabling 

the new team to quickly adapt. ④ Guided and alerted by AR, 

designers were less prone to overlook design aspects, achieving 
a 100% completion rate for handling detailed elements in 
spatial layouts. The overall design qualification rate reached 

95%, ensuring the stability of design quality. ⑤ AR's data 

interaction eliminated communication barriers between 
physical space and the twin space, and the efficiency of 
recording design information in the design process even 
surpassed that of experienced designers. In comparison, it is 
evident that AR-guided collaborative design based on DTs 
significantly reduces the cognitive burden on designers and 
enhances both the stability of design quality and overall design 
efficiency. 

D. Analysis and Discussion 

In the digitized process of interior space design, interactive 
experience and efficiency are crucial considerations. Within the 
digital design environment, a well-crafted interactive 
experience significantly impacts the work efficiency of 
designers and the quality of design outcomes. The user 
interface of design software should be intuitive, easy to 
understand, and flexible enough to adapt to the designer's 
workflow. Efficiency is equally vital in the digital design of 
interior spaces. The design process should be swift, flexible, 
and capable of adapting to evolving customer demands and 
market trends. 

Through the experiments described above, the proposed 
method and developed system demonstrate the following 
advantages in terms of interactive experience and design 
efficiency: 

1) The design software provides real-time views of spatial 

models, allowing designers to immediately see how their 

design choices impact the layout and aesthetic effects of the 

space. Simultaneously, the software enables designers to 

effortlessly adjust design parameters and instantly observe the 
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results of these adjustments. This immediate feedback 

significantly enhances design efficiency and quality. 

Furthermore, the design software supports seamless integration 

with other tools and platforms, such as VR/AR demonstration 

software, material databases, and 3D printing systems. This 

facilitates a smoother design process, reducing waiting and 

conversion times. 

2) The software allows for the rapid creation of initial 3D 

models and 2D floor plans for interior layouts, saving time. 

While some designs may require adjustments to existing 

models, at least one-third of the projects need a complete 

redesign. For instance, forming a preliminary design model in 

15 minutes contrasts sharply with the days or even a whole day 

required for a seasoned designer to conceptualize a design from 

scratch or make adjustments to an existing model. This results 

in substantial savings in design costs. 

In conclusion, this system provides robust tools for the 
digitization of interior space design, enhancing both design 
efficiency and quality while optimizing the user's interactive 
experience to meet the rapidly changing demands of the 
market. 

VI. CONCLUSIONS AND FUTURE WORK 

This research investigates the current status and challenges 
within the interior space design industry, proposing an 
intelligent design approach based on DT. We identify 
interdisciplinary integration challenges in the design process, 
limitations associated with design knowledge relying on 
personal experience, and issues stemming from frequent design 
modifications, lengthy project cycles, and high work intensity 
imposed by traditional design patterns. To address these 
challenges, we establish multi-physical information models for 
interior spaces, systematically describing rule models for 
design knowledge and experience in a digitized format. 
Additionally, we achieve intelligent parametric design 
associations among spatial elements. 

This design approach not only enhances design efficiency 
and quality but also opens new avenues for the intelligence of 
interior space design. In the future, we aim to refine this design 
approach, improving the accuracy and reliability of the models, 
enhancing the intelligence of rule models, strengthening the 
intelligent parametric design associations among spatial 
elements, and exploring the application of this method in a 
broader spectrum of interior design domains. We will also 
investigate the integration of this design method with advanced 

digital technologies, such as artificial intelligence and big data, 
to achieve a higher level of intelligent design. 

The primary contribution of this research lies in the 
proposal and implementation of an innovative interior space 
design method, with the potential to drive the transformation of 
the design industry towards intelligence.  
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Abstract—Detecting and regulating compliance at substation 

construction sites is critical to ensure the safety of workers. The 

complex backgrounds and diverse scenes of construction sites, as 

well as the variations in camera angles and distances, make the 

object detection models face low accuracy and missed detection 

problems. In addition, the high complexity of existing models 

creates an urgent need for effective parameter compression 

techniques to facilitate deployment at the edge server. To cope 

with these challenges, this study proposes a safety protection 

detection algorithm that fuses contextual information for 

substation operation sites, which enhances multi-scale feature 

learning through a two-path downsampling (TPD) module to 

effectively cope with changes in target scales. Meanwhile, the 

Global and Local Context Information extraction (GLCI) module 

is utilized to optimize the key information learning and reduce the 

background interference. Furthermore, the C3GhostNetV2 unit is 

utilized in discerning the interconnections of far-off spatial pixels, 

while enhancing the network's expressive power and reducing the 

number of parameters and computational costs. The outcomes of 

the experiments indicate that the present model improves upon the 

mAP50 metric by 4.5% compared to the baseline model, and the 

accuracy of the checks and the recall have seen respective 

increases of 4.8% and 10.1%, while there has been a reduction in 

both the count of parameters and the floating-point calculations 

by 16.5% and 12.6% respectively, which proves the validity and 

practicability of the method. 

Keywords—Object detection; context information; electricity 

construction operation; model complexity; lightweight 

I. INTRODUCTION 

As societal demand for electrical energy continues to rise, 
there is an increasingly urgent need for power production in 
China. However, due to a combination of various factors, the 
frequency of power production accidents in the country remains 
relatively high, posing a serious threat to urban safety. The 
power construction process involves a wide range of complex 
scenarios, including tower assembly, hoisting, excavation work, 
hot work, edge work, and high-altitude operations. These tasks 
encompass numerous safety challenges, requiring workers to 
maintain a high level of vigilance and adhere to standardized 
procedures to prevent serious accidents [1-2].To ensure that 
power workers enhance their safety awareness, adopt compliant 
protective measures and procedures, and ultimately improve on-
site safety levels to ensure the normal operation of the power 
system, there is an urgent need for worksite compliance 
monitoring and supervision. Traditional manual management 
methods are costly and inefficient, making it difficult to meet the 
needs of effective supervision in multi-scenario, around-the-

clock power grid operations. Therefore, the application of deep 
learning algorithms for compliance monitoring at power grid 
work sites holds significant research value. This research 
introduces advanced visual technologies to the field of power 
production and provides substantial support for improving on-
site safety levels. 

With the tremendous achievements of deep learning 
algorithms in image recognition and detection [3-5], these 
algorithms have made significant progress in various 
applications. Thanks to their high detection accuracy and strong 
robustness [6-7], deep learning-based object detection 
algorithms have been widely applied in detecting standardized 
work clothing. Ren et al. [8] discussed the concept of deep 
learning-based intelligent substation system monitoring and 
analyzed the advantages and disadvantages of using traditional 
methods and deep learning for monitoring. Liu et al. [9] 
employed the Faster R-CNN algorithm for detecting whether 
standard work clothing is worn and introduced an L2 
regularization term into the loss function to improve the 
convergence speed of the model during training. The model 
demonstrated good generalization ability and robustness, with 
significant improvements in both accuracy and real-time 
performance compared to the baseline model. Reference [10] 
employed the lightweight network from MobileNet in the 
YOLOv2 structure to achieve a certain degree of network 
compression, reducing the computational complexity of the 
model and improving its convergence performance, but with 
lower accuracy in object detection. Xu et al. [11] proposed an 
improved YOLOv3 algorithm for safety helmet recognition, 
which enhanced the precision of safety helmet detection, but the 
detection speed was relatively slow. The study in [12] 
implemented a real-time video analysis algorithm based on 
YOLOv4 for monitoring whether workers in industrial facilities 
wear helmets, safety vests, and safety belts, but it ignored the 
influence of complex backgrounds and environmental factors on 
algorithm performance and did not analyze the algorithm's 
complexity. Du et al. [13] selected the Swin Transformer as the 
backbone network based on YOLOv5 to extract deeper semantic 
information and capture more detailed features of safety 
helmets, but it had false detection issues when the colors were 
the same. In addition to YOLO, Long et al. [14], Wu et al. [15], 
and Li et al. [16] proposed safety helmet detection methods 
based on SSD, which achieved good detection results. Although 
single-stage object detection algorithms have performed well in 
terms of real-time performance and efficiency, they still face 
some challenges, such as the use of dense grids or anchor boxes 
to generate candidate regions, which can lead to overlapping or 
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missed detections and relatively poor performance in detecting 
small objects [17]. 

Existing detection methods exhibit certain limitations in 
practical application scenarios. They often focus on specific 
target detection while neglecting the diverse task requirements 
in power construction sites. For instance, Shen et al. [18] utilized 
convolutional neural networks to detect facial features and 
helmet usage on construction sites. However, this study did not 
sufficiently address the impact of environmental variations on 
detection performance. Additionally, the lightweight 
improvement of YOLOv5 proposed in [19] targets helmet 
detection only and still has room for improvement in 
adaptability and scalability in real-world scenarios. 
Furthermore, the methods in [20, 21] are only effective in 
environments with simple backgrounds. These approaches, 
which focus on single categories or specific scenarios, struggle 
to handle the complexity and variability of power construction 
environments, limiting their broader applicability in practical 
settings. 

In recent years, research on compliance detection for 
multiple categories of personal protective equipment (PPE) has 
increased. For instance, Zhang et al. [22] enhanced YOLOv4's 
feature extraction network and combined it with PANet to 
achieve effective detection of helmets and masks. Similarly, 
[23] utilized synthetic datasets to train an improved YOLOv5 
model, successfully applying it to real-time PPE detection in 
industrial environments. In study [24], an intelligent detection 
system was designed to notify supervisors when workers failed 
to wear helmets or vests, improving the efficiency of on-site 
safety management. Additionally, Gong et al. [25] adopted a key 
region localization method to optimize PPE detection 
performance further. While these methods have achieved 
notable advances in accuracy and detection capability, they still 
face certain limitations. The complex model structures demand 
significant hardware resources and result in low detection 
efficiency, making them challenging to apply in industrial 
scenarios requiring real-time performance and low power 
consumption. Therefore, reducing model complexity while 
maintaining detection accuracy remains a critical research 
direction in this field. 

The aforementioned methods have achieved detection and 
monitoring of power grid operation scenes with humans as the 
main objects to some extent, but the detection scenarios and 
categories are relatively limited, usually focusing on specific 
categories such as safety helmets or work clothing, with less 
attention to other scenes. This limits the comprehensiveness and 
applicability of the algorithms because power grid operation 
scenes involve various scenarios such as lifting operations, 
excavation work, hot work, work near edges, and work at 
heights, requiring more comprehensive detection capabilities. 
Additionally, the collected images from the power grid industry 
exhibit characteristics of diverse target types, inconsistent sizes, 
and complex and variable background environments. In 
complex backgrounds, the previous algorithms perform poorly 
in effectively extracting features from targets of different scales, 
resulting in weak adaptability to environmental changes. This 
can lead to issues of missed detections and low accuracy in 
practical applications, reducing the reliability of the algorithms. 
Furthermore, existing models have high complexity, requiring a 

reasonable and effective parameter simplification technique as a 
basis to address the challenges of deployment on remote server 
devices. Enhancing object detection performance in complex 
scenarios, improving the detection accuracy of multi-scale 
objects, and reducing model complexity have become key 
research focuses in substation safety monitoring. Therefore, this 
study presents an improved YOLOv7 network. A down-
sampling module was designed to enable the model to better 
learn multi-scale features. Additionally, a Global and Local 
Context Information extraction (GLCI) module was introduced, 
allowing the model to effectively capture critical information 
within complex backgrounds and reduce missed and false 
detections caused by background interference. Furthermore, 
structural optimization was implemented to reduce the model’s 
parameter count, enhancing the real-time performance and 
adaptability of the improved YOLOv7 model while maintaining 
high detection accuracy. These improvements enable efficient 
and compliant detection in power production scenarios. Our 
contributions are summarized as follows: 

 We design a global and local context information 
extraction (GLCI) module, enabling the network to 
capture both global contextual and local spatial 
information, effectively addressing the challenge of 
complex backgrounds in power construction site 
environments. 

 We propose a two path downsampling (TPD) module, 
which enhances the network’s ability to learn features 
across multiple scales, improving performance on multi-
scale target detection tasks. 

 We develop a novel C3GhostNetV2 unit, replacing all 
ELAN-H modules in the neck network and the ELAN 
modules at the backbone’s end. This design expands the 
receptive field, strengthens model representation, and 
significantly reduces model complexity, parameter 
count, and computational cost. 

II. PROPOSED METHOD 

This method consists of three modules: Global and Local 
Context Information extraction (GLCI) module Two-Path 
Downsample (TPD) module, and C3GhostNetV2 module. The 
TPD module enables the network to effectively capture and 
utilize spatial information from feature maps of different scales. 
The GLCI module helps the network learn key information more 
efficiently and reduces background interference. The 
C3GhostNetV2 unit not only expands the perception range to 
ensure the model's expressive effectiveness but also reduces the 
demand for floating-point calculations. 

The YOLO series algorithms have high similarity in terms 
of network structure and module composition. Taking YOLOv7 
as an example, Fig. 1 shows the network structure diagram of 
YOLOv7 with GLCI and TPD inserted and lightweight 
improvements applied. It mainly includes four components: 
Input, Backbone, Neck, and Head. The Backbone consists of 
CBS, C3, and SPPF, which are responsible for extracting 
information features from input images. After the Backbone, 
feature maps of three different sizes can be obtained. The Neck 
module combines the Feature Pyramid Network (FPN) and Pyr-
amid Attention Network (PAN) to fuse the features extracted by 
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the Backbone. The Prediction Head consists of three prediction 
layers of different scales, which are responsible for outputting 
the network's predictions. 

In YOLO series networks, the backbone is primarily 
responsible for feature extraction, transforming input images 
into high-level feature representations [26], which serve as the 
basis for subsequent detection. The insertion of the GLCI 
module enhances the network's learning ability for multi-scale 
information and its perception of global and local context, 
addressing the challenges posed by significant scale variations 
and complex backgrounds. The backbone is where the network 
learns and perceives information, making it a suitable location 
for the insertion of the GLCI module. Additionally, placing the 
GLCI plugin at the end of the backbone allows for effective 
utilization of high-level information in the feature maps, and the 
lower resolution of the end feature maps can alleviate the 
potential computational and memory costs introduced by the 

plugin. Furthermore, since the proposed GLCI plugin does not 
change the size of the input and output feature maps, it is not 
affected by the number of network layers and is applicable to all 
YOLO series algorithms. Taking YOLOv7 algorithm as an 
example, as shown in Fig. 1, the feature maps output by the last 
CBS module in the backbone have a size of 20×20×1024. After 
being processed by the GLCI plugin, the size and number of 
channels of the feature maps remain unchanged, meeting the 
data format requirements of the subsequent network structure. 
Therefore, it is reasonable to insert the GLCI module at the end 
of the backbone. Considering that the neck network contains 
rich information and serves as the direct input to the head 
network, the TPD module is inserted into the neck network. 
Finally, the C3GhostNetV2 unit is constructed in the neck 
network to expand the perception field and maintain the model's 
expressive power while significantly reducing the number of 
parameters and computational costs. 

 
Fig. 1. Schematic diagram of lightweighting methods structure. 

A. Global and Local Context Information Extraction Module 

To improve network adaptability in complex image 
backgrounds in real-world power construction site detection 
tasks, we propose the GLCI module (see Fig. 2). This module 
consists of two branches: Global and Local Context Extraction. 
It helps the object detection network learn more crucial 
information and attenuate background interference. The primary 
objects to be detected in input images—power construction site 
workers—are closely tied to their surrounding environments. 
Incorporating contextual information into the model enhances 
its understanding of the relationships between detected objects 
and their scenes, thereby improving detection performance. The 
global branch of the GLCI module, built on the traditional self-
attention mechanism, leverages not only the relationships 
between keys and queries but also emphasizes the contextual 

information among input keys. This approach enhances the 
network's capacity to extract contextual information and 
improves its ability to learn critical features through the 
guidance of the learned dynamic attention matrix. 

For a feature map X of size c h w  , linear processing is 

applied to yield K=X, Q=X,, and V=XWV, where K denotes the 
key, Q the query, and V the value, with WV representing a 1×1 
embedding convolution. In the spatial domain, group 
convolution is performed on adjacent keys within a 3×3 grid of 
K, with the number of groups set to 4. This is followed by batch 
normalization (BN) and ReLU activation, resulting in a feature 

map K1 of size c h w  . Through these operations, encoding is 

applied to the adjacent keys in the spatial domain, producing K1, 
which captures the static contextual information between 
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neighboring keys and is referred to as static contextual keys K1. 
Subsequently, K1 and Q are concatenated, and two successive 
1×1 convolutions generate an attention matrix A. This attention 
matrix A differs from the traditional self-attention mechanism, 
as it is derived from query features and static contextual features 

of k1, rather than key/query pairs. Thus, A effectively aggregates 
contextual information. 

1[ , ]A K Q W W 
  (1) 

 
Fig. 2. Structure diagram of GLCI module. 

In Eq. (1), W
 represents a convolution with a ReLU 

activation function, and W
 represents a convolution without an 

activation function. Next, the attention matrix A, which 
aggregates contextual information, is element-wise multiplied 
with V resulting in a feature map K2 weighted by V. Since K2 is 
obtained through self-attention computation on the input keys 
and values, it captures the dynamic feature interactions among 
the inputs and is named the dynamic contextual keys. The fusion 
of the static contextual keys K1 and the dynamic contextual keys 
K2 yields the output Y1 of the global attention network. 

In the Local Contextual Information (LCI) network, multiple 
convolution sizes capture spatial information at various scales, 
enhancing learning and addressing noisy, complex backgrounds. 

For an input feature map X of size c h w  , a 1×1 convolution 

reduces the channels to 1/16, minimizing parameters. The 
reduced map is processed by 1×1, 3×3, 5×5, and 7×7 

convolutions, concatenated into a tensor of size 1/4 c h w  , 

then passed through a 1×1 convolution to reduce the channels to 
1. Applying the sigmoid function produces a local spatial 
attention map B of size 1×H×W, which is element-wise 
multiplied with X to generate Y2. The outputs of the Global and 
Local Contextual Information networks, Y1 and Y2, are summed 
to produce Y, enabling the GLCI module to capture both local 
and global features and address challenges from complex 
backgrounds. 

B. Two Path Downsampling (TPD) Module 

The challenge of handling multiscale data in deep learning 
lies in efficiently extracting and learning features from data of 

varying scales, such as different sizes and resolutions. To 
address the impact of multiscale issues on detection accuracy in 
images collected from power construction sites, this paper 
proposes the Two Path Downsampling (TPD) module. This 
module facilitates information exchange between different 
feature layers, enabling spatial channel dependencies between 
different scales and enhancing the performance of feature 
extraction across different scales. The TPD module's structure is 
illustrated in Fig. 3. 

The TPD module takes two input feature maps: the local 

feature map 
cF  with dimensions c h w   and the higher-level 

feature map 
uF  with dimensions 1/ 2 2 2c h w  . Unlike 

traditional stride-based convolutional downsampling, this 
module introduces a lossless downsampling process for the local 
feature map, preserving its fine-grained details. Additionally, 
the downsampling process is improved by preserving spatial 
information before and after downsampling, reducing the loss of 
detail. Furthermore, the module captures details from the higher-
level feature map and incorporates semantic information from 
the local small-scale feature map, enhancing interdependencies 
between feature maps at different levels. 

The downsampling process consists of two distinct paths. 
Path 1 involves lossless downsampling of the local feature and 
an enhanced convolutional downsampling process. The local 

feature 
cF  first undergoes feature extraction through average 

pooling and convolution with stride 1, resulting in the feature 

map 
clF  of size c h w  . Then, the feature map 

clF  is 
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reshaped to generate the pseudo lower-level feature 
nlF  of size 

1/ 2 1/ 2 4c h w   , which preserves the local feature without 

information loss. Subsequently, softmax normalization is 

applied to obtain the lossless downsampled result 
snlF  of size 

1/ 2 1/ 2 4c h w   . Meanwhile, the spatial information of the 

local feature 
cF  is preserved by applying a convolution 

operation with stride 1, resulting in the spatial information 

feature 
sF  of size 4c h w  . Then, a downsampling operation 

is performed using a convolutional operation with stride 2 to 

generate the lower-level feature 
slF  of size 

4 1/ 2 1/ 2c h w  ,which includes the preserved spatial 

information. Next, the feature 
slF  undergoes feature extraction 

using the BAM [27] attention mechanism, yielding the feature 

representation 
bslF . Finally, the previously preserved spatial 

information is restored through a reshaping operation, 

generating the lower-level feature representation 
elF  of size 

1/ 2 1/ 2 4c h w   , which includes enhanced spatial 

information. 

 
Fig. 3. Structure diagram of TPD module. 

Path 2 involves a lossless downsampling process for the 
higher-level feature. The higher-level feature undergoes 
downsampling for the first time through reshaping, resulting in 

a size of 2c h w  . Then, a convolution operation is applied to 

halve the number of channels, generating a pseudo local-level 

feature pcF  based on the reconstructed details from the higher-

level feature. Subsequently, a second downsampling is 

performed, yielding a pseudo lower-level feature plF  based on 

the reconstructed details from the higher-level feature, with a 

size of 1/ 2 1/ 2 4c h w   . Finally, softmax normalization is 

applied across the last dimension to obtain the output splF  of 

Path 2. 

The output splF  of Path 2 is element-wise added with the 

downsampling result 
snlF  of the local feature, resulting in a 

lower-level feature map of size 1/ 2 1/ 2 4c h w    that 

combines the detailed information from both the higher-level 

and local features. This lower-level feature, denoted as 
dlF , 

contains the detailed information from both the higher-level and 
local feature maps. The equation is as follows: 

( ( ( ( ))))

( ( ( ( ))))

dl u

c

F Softmax R Conv R F

Softmax R Conv Avgpool F

 

 (2) 

Here,  R  represents the reshape operation. The lower-

level feature map 
dlF  obtained from the fusion in (2) is 

multiplied and fused with the enhanced lower-level feature elF  

from Path 1, followed by summation across the last dimension. 

This yields the output feature map 
outF  of the TPD module, 

with a size of 1/ 2 1/ 2c h w  . The equation is as follows: 

( ( ( ( ))))el cF R BAM Conv Conv F
 (3) 

( )out dl elF Sum F F
         (4) 

C. C3GhostNetV2 Module 

The original YOLOv7 model has relatively high complexity 
due to deep layers and multiple convolution operations, leading 
to many parameters and computational redundancy [28]. To 
reduce floating-point operations and parameters, this paper 
introduces the C3GhostNetV2 module. As shown in Fig. 1, the 
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input feature map is split into two branches: one passes through 
CBS and the GhostNetV2 bottleneck[29], generating Feature 1, 
while the other passes through CBS to produce Feature 2. 
Feature 1 and Feature 2 are then concatenated and processed by 
CBS to produce the final output. 

Fig. 4 illustrates the structure of the GhostNetV2 bottleneck, 
comprising three steps: First, the input feature map is 
transformed into a compressed low-dimensional vector through 
downsampling and convolution. Next, this vector is processed 
by fully connected layers in vertical and horizontal directions, 
expanding its receptive field across multiple dimensions. Finally, 
the attention weights are normalized using the Sigmoid 
activation function to enhance the network's utility and stability. 
As a result, the network is able to perceive long-range 
dependencies between spatial pixels, enhancing the expressive 
power of the model. The DFC attention output [30] is combined 
with the first Ghost module's output. Depth-wise separable 
convolution is used to further reduce computational and memory 
overhead, improving inference speed. After generating features 
from the second Ghost unit, a skip connection merges the initial 
input with the new features, producing the final output. This 
design captures long-range spatial dependencies while 
significantly reducing computational and parameter costs. 

 
Fig. 4. GhostNetV2 bottleneck structure. 

III. EXPERIMENTAL PREPARATIONS 

A. Experimental Setup and Dataset 

The software environment for this experiment includes 
Ubuntu 16.04, PyTorch 1.11, and CUDA 11.3. The hardware 
setup is described in detail in Table Ⅰ. The ablation experiments 
were conducted using the stochastic gradient descent (SGD) 
strategy with 100 epochs of training. The initial learning rate 
was set to 0.01 and decayed with a minimum value of 0.0001. 
The batch size was set to 8. The momentum parameter was set 
to 0.9, and the weight decay was set to 0.0005. 

TABLE I.  EXPERIMENTAL HARDWARE SETUP 

Hardware 

Name 
Model Quantity 

CPU Intel Core i7-10700 CPU 1 

Memory Kingston 16G DDR4 2 

Graphics Card NVIDIA RTX-3090 1 

Hard Drive Western Digital 10TB 1 

The experimental dataset used in this study consists of 4,030 
images collected by a power company. The dataset includes four 
different work scenarios: lifting operations (1,104 images), hot 
work operations (1,028 images), edge operations (973 images), 
and high-altitude operations (925 images). These scenarios 
cover samples with different target sizes and brightness levels 
(see Fig. 5). 

 
Fig. 5. Examples of 18 types of detection target datasets. 

These work scenario data consist of eighteen categories: (1) 
crane, (2) all personnel on site, (3) wearing safety helmets, (4) 
work barriers, (5) control room, (6) hooks, (7) wearing safety 
harnesses, (8) not wearing safety harnesses, (9) safety harnesses 
properly suspended, (10) safety harnesses improperly suspended, 
(11) personnel performing hot work, (12) supervisors 
overseeing hot work, (13) protective face shields, (14) ignition 
source, (15) fire extinguisher, (16) improper wearing of safety 
gloves, (17) mobile phones. The dataset contains a total of 
96,419 instances, which reflects the complexity and diversity of 
the work scenarios. The training set and validation set are split 
in an 8:2 ratio. Evaluation metrics 

For the evaluation of the performance of the object detection 
model, a specific evaluation system was adopted. In this paper, 
the model's floating-point operations (GFLOPs) and the total 
number of parameters were calculated to assess its runtime and 
memory requirements. Meanwhile, the average precision (AP) 
and mean average precision (mAP) were used as standards to 
measure the accuracy of the model. The detection efficiency of 
the model on different categories was determined by the average 
precision rate, which is comprehensively determined by the 
recall and precision. 

The recall is calculated using the following formula: 
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The precision is calculated using the following formula: 
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Where Tp represents the true positive, FN represents the false 
negative, and Fp represents the false positive. Precision-recall 
(PR) curve plots recall on the x-axis and maximum precision on 
the y-axis. The area under the PR curve is calculated by 
integrating over the curve, resulting in the value of AP (average 
precision). The mean average precision (mAP) is obtained by 
calculating the average of the AP values for all individual classes. 
The calculation formula is as follows: 
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In the formula, ( )P r  represents the PR curve, 
0

c

k

k

AP


  

represents the average precision for each class, and C  

represents the total number of classes. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Ablation Study 

To evaluate the performance of the proposed approach in 
object detection tasks and study the effectiveness of various 
optimization strategies, we conducted ablation experiments on 

the YOLOv7 model as a baseline. In the table, the symbol "√" 

indicates that the corresponding optimization unit has been 
applied. All experimental groups were conducted with the same 
hyperparameters and training strategies to analyze the impact of 

optimization strategies on the network more clearly. The 
experimental results are shown in Table Ⅱ. 

Experiment 1 was conducted on the original YOLOv7 
without any improvements. In Experiment 2, the GLCI module 
was added. In this case, the precision did not change much, but 
the recall increased by 7.2%, and the mean average precision 
(mAP50) improved by 2.1%. This indicates that the GLCI 
module has a significant advantage in handling object detection 
tasks with complex backgrounds. By applying global and local 
attention mechanisms, the network learns key information more 
efficiently and reduces background interference. In Experiment 
3, the TPD module was added. In this case, the precision 
increased by 2.5%, the recall increased by 8.7%, and mAP50 
improved by 2.3%. This suggests that the introduction of the 
TPD module effectively enhances the network's learning ability 
for feature maps of different scales. By extracting and fusing 
multi-scale spatial and channel information, it effectively solves 
the problem of detecting objects with multi-scale variations and 
improves detection performance. From the results of 
Experiments 2 and 3, it can be seen that after integrating the TPD 
and GLCI modules, there is no significant difference in the 
number of parameters and the scale of floating-point operations. 
The introduction of the C3GhostNetV2 module in Experiment 4 
resulted in a significant reduction of 87.2% in the scale of 
floating-point operations and a decrease in the parameter scale 
to 83.0%, effectively reducing the complexity of the model. The 
mAP50 metric of the model also increased by 0.4%, with 
corresponding improvements of 1.7% in precision and 9.6% in 
recall. This indicates that even with a reduction in parameters 
and computational complexity, the detection accuracy of the 
model was not compromised. This confirms that the 
C3GhostNetV2 unit not only reduces the complexity of the 
model but also enhances its performance. When all three 
modules (GLCI, TPD, and C3GhostNetV2) were 
simultaneously inserted into YOLOv7, the network showed the 
best improvement. The average precision (mAP50) increased by 
4.5% compared to the original model, and precision and recall 
improved by 4.8% and 10.1% respectively. Moreover, 
compared to the baseline model, the complexity of the model 
was also reduced to a certain extent. This demonstrates that the 
simultaneous use of the three proposed improvement methods 
can yield better results. 

TABLE II.  IMPROVED YOLOV7 ALGORITHM ABLATION STUDY RESULTS 

Experiment GLCI TPD C3GhostNetV2 
mAP50 Precision Recall Parameters GFLOPs 

/% /% /% /M /G 

1    86.3 85.3 78.5 37.6 107.3 

2 √   88.4 85.2 85.7 37.6 107.6 

3  √  88.6 87.8 87.2 37.6 107.5 

4   √ 86.7 87.0 88.1 31.2 93.6 

5 √  √ 88.7 90.5 88.4 31.4 93.8 

6  √ √ 88.8 87.7 87.8 31.4 93.7 

7 √ √ √ 90.8 90.1 88.6 31.4 93.8 
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B. Comparative Experimental Analysis of Applicability of 

YOLO Series 

The fundamental idea of the YOLO series algorithms is to 
divide the image into fixed-sized grids and make predictions for 
each grid, thereby achieving object detection. To validate the 
general applicability of the three proposed modules in the 
YOLO series algorithms, we conducted comparative 
experiments on the YOLOv4-YOLOv7 [31-33] algorithms. The 
experimental results are shown in Table Ⅲ. 

From the data in the table, it can be observed that when 
detecting on the dataset of eighteen classes used in this paper, 
the original YOLO series algorithms achieved average 
precisions of 80.7%, 85.7%, 84.5%, and 86.3% respectively. 
After integrating the proposed improvement methods into each 
model, the average precisions were improved by 1.8%, 1.6%, 
2.3%, and 4.5% respectively. The experimental results 
demonstrate that by adding the three proposed modules to the 
backbone networks of each YOLO algorithm, the average 
precisions of the models were improved to varying degrees. This 
is attributed to the fact that the proposed modules refine the 
feature extraction process, enhance the network's adaptability to 
multi-scale targets, and bolster the network's robustness in 
complex backgrounds through structural improvements. 
Therefore, the proposed improvement methods can be widely 
applied in various YOLO series algorithms to reduce model 
complexity, enhance the learning ability and feature extraction 
capability of the networks, and solve the problems of multi-scale 
targets, complex backgrounds, and diverse scenes in images 
captured in power construction sites. 

C. Comparative Experimental Analysis with Other Models 

To validate the advantages of the proposed improved model 
compared to the current state-of-the-art object detection 
algorithms, we compared our method with commonly used 
object detection methods, including Faster-RCNN [34], SSD 
[35], RetinaNet[36], YOLOv5, TPH-YOLOv5 [37], YOLOv7, 
and YOLOv8. Using the same dataset and partitioning strategy, 

we trained each model while keeping the parameters consistent. 
The experimental results are shown in Table Ⅳ. 

From Table Ⅳ, it can be observed that compared to the 
current state-of-the-art small object detection algorithm TPH-
YOLOv5 and other mainstream algorithms, the proposed 
algorithm in this paper achieves higher accuracy on most 
categories. The improved algorithm outperforms Faster R-CNN, 
SSD, and RetinaNet algorithms, with increases in average 
precision (mAP) of 11.7%, 28.5%, and 7.1% respectively. 
Compared to the previous version of YOLOv7, the improved 
algorithm achieves a 4.5% increase in mAP. The experimental 
results demonstrate that the improved YOLO model achieves 
better detection accuracy. 

Additionally, to visually demonstrate the superiority of the 
improved algorithm, this paper provides visual results under 
different detection algorithms (see Fig. 6). From Fig. 6, it can be 
observed that when detecting in operation scenes with diverse 
and complex backgrounds, the Faster R-CNN algorithm shows 
missing detections and inaccurate bounding box localization. 
For small-scale object categories, such as the "hook" category in 
lifting operations and the "aqs_hang" category in elevated work 
scenarios, RetinaNet, SSD, and the previous version of 
YOLOv7 algorithms suffer from missing detections. 
Encouragingly, the model constructed in this paper does not 
exhibit such issues. This can be attributed to the addition of the 
GLCI module, which enhances the learning ability of the model, 
allowing the network to focus on the core information of the 
features and reduce noise interference from the background. 
Therefore, this method displays high adaptability in recognizing 
the clothing and equipment of operators, reducing the 
occurrence of missed detections, and achieving significant 
improvements in detection accuracy. For unevenly distributed 
scale categories, such as the "fence" category in lifting operation 
scenes and the "protective mask" category in hot work scenarios, 
other algorithms tend to have missing detections, while the 
proposed algorithm effectively addresses this issue. This is 
because the TPD module introduced in this paper enhances the 
network's learning ability for features at different scales, 
improving the detection accuracy of multi-scale objects. 

TABLE III.  APPLICABILITY EXPERIMENTS OF YOLO SERIES ALGORITHMS 

Model 
AP50/% 

crane person head fence czs hook belt 
wrong_ 

belt 
aqs_hang 

YOLOv4 81.2 84.7 79.8 76.4 80.4 81.5 80.9 81.8 83.3 

Improved YOLOv4 81.6 85.2 80.8 75.2 83.3 83.7 81.8 84.9 86.0 

YOLOv5 85.8 90.6 83.6 78.5 86.3 91.0 84.6 88.8 89.7 

Improved YOLOv5 88.3 92.4 84.7 81.7 88.5 91.9 86.2 89.1 92.0 

YOLOv6 83.6 91.2 83.8 75.2 86.2 89.3 81.0 89.3 90.5 

Improved YOLOv6 83.7 89.7 88.3 76.1 89.1 90.0 82.3 90.2 92.3 

YOLOv7 87.4 95.6 86.3 78.7 85.7 91.1 82.5 83.1 91.4 

Improved YOLOv7 91.7 97.8 89.7 88.2 89.8 93.3 87.9 90.7 95.3 

Model 
AP50/% mAP50 

aqs_ 

nohang 
fire operator fire watcher 

protective 

face shield 
fire extinguisher 

hand_ 

false 
phone /% 

YOLOv4 79.9 83.4 83.3 91.8 78.2 81.5 75.9 68.6 80.7 
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Improved YOLOv4 82.1 83.8 85.1 92.7 79.6 82.3 81.5 73.4 82.5 

YOLOv5 88.7 85.3 86.5 91.4 81.3 86.9 80.9 76.4 85.7 

Improved YOLOv5 89.5 88.3 89.5 92.1 84.2 87.1 82.6 75.3 87.3 

YOLOv6 88.9 85.2 87.2 91.4 81.7 80.2 79.0 72.7 84.5 

Improved YOLOv6 88.5 87.5 94.7 93.8 84.5 88.3 81.5 75.9 86.8 

YOLOv7 90.1 87.4 84.2 94.7 84.8 89.0 80.1 75.2 86.3 

Improved YOLOv7 93.4 90.7 95.2 94.8 90.3 91.8 85.3 77.7 90.8 

TABLE IV.  COMPARISON OF MODEL PERFORMANCE DIFFERENCES 

Model 
AP50/ % 

crane person head fence czs hook belt 
wrong_ 

belt 
aqs_hang 

Faster R-CNN 80.1 84.1 78.3 63.7 79.2 89.4 75.4 81.6 76.9 

SSD 63.5 78.7 68.9 55.2 71.8 60.8 63.5 64.2 52.0 

RetinaNet 80.4 87.6 86.8 76.5 79.8 89.8 84.2 76.9 83.1 

YOLOv5 85.8 90.6 83.6 78.5 86.3 91.0 84.6 88.8 89.7 

TPH-YOLOv5 88.4 91.6 89.3 83.3 84.7 91.4 81.3 81.7 90.8 

YOLOv7 87.4 95.6 86.3 78.7 85.7 91.1 82.5 83.1 91.4 

YOLOv8 91.2 95.5 90.8 86.1 88.6 91.6 92.5 82.1 93.5 

Ours 91.7 97.8 89.7 88.2 89.8 93.3 87.9 90.7 95.3 

Model 
AP50/ % mAP50 

aqs_ 

nohang 
fire operator fire watcher 

protective 

face shield 
fire extinguisher 

hand_ 

false 
phone /% 

Faster R-CNN 88.3 79.6 65.3 88.5 77.2 84.9 78.6 74.4 79.1 

SSD 59.7 71.4 60.3 62.4 61.7 59.1 51.3 53.9 62.3 

RetinaNet 89.7 87.3 89.2 84.7 82.3 83.7 79.4 81.2 83.7 

YOLOv5 88.7 85.3 86.5 91.4 81.3 86.9 80.9 76.4 85.7 

TPH-YOLOv5 90.6 88.4 89.7 91.4 91.3 87.9 81.8 80.3 87.3 

YOLOv7 90.1 87.4 84.2 94.7 84.8 89.0 80.1 75.2 86.3 

YOLOv8 94.9 87.2 83.1 93.8 87.6 86.3 85.9 84.7 89.1 

Ours 93.4 90.7 95.2 94.8 90.3 91.8 85.3 77.7 90.8 
 

D. Dataset Comparison and Model Scalability Experiments 

To evaluate the scalability and generalization capabilities of 
the proposed model, we conducted assessments on two publicly 
available datasets, SHWD [38] and Pictor-v3 [39], and 
compared our model with other object detection models. The 
SHWD dataset focuses on safety helmet detection and contains 
7,581 images, including 9,047 instances of workers wearing 
helmets and 111,514 instances of workers not wearing helmets. 
The Pictor-v3 dataset primarily focuses on detecting compliance 
with personal protective equipment (PPE) at construction sites, 
comprising 1,472 labeled images, which cover various 
combinations of PPE: 1,209 worker-only instances (W), 2,206 
worker instances with helmets (WH), 328 worker instances with 
vests (WV), and 983 worker instances wearing both helmets and 
vests (WHV). The evaluation on these two datasets further 
validates the model’s detection capability in different scenarios, 
as shown in Table V. 

As can be seen in Table V, the proposed improvement 
outperforms other YOLO-based models in both helmet 
detection and worker PPE compliance detection, with notable 
improvements in detection accuracy and inference speed. 
Compared to the TPH-YOLOv5 model, which specializes in 
small object detection, our improved model demonstrates 
superior performance in detecting small-scale targets, with 
significant increases in mAP (0.50) and AP (0.50:0.95) metrics. 
Additionally, our model also achieves faster inference speeds 
per image than the original model. Fig. 7 and Fig. 8 show the 
visual detection results of the improved model and the original 
model on the SHWD and Pictor-v3 datasets. From the figures, it 
is evident that the original model exhibits certain false positives 
and missed detections, particularly when detecting small-scale 
helmet targets and workers with inconsistent scales. In contrast, 
the improved YOLOv7 model demonstrates higher precision 
and robustness in detecting such targets, significantly 
outperforming the original model, thus further validating the 
effectiveness of the proposed improvements. 
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Fig. 6. Comparison of visual outcomes across diverse models. 

TABLE V.  PERFORMANCE COMPARISON OF DIFFERENT MODELS ON SHWD AND PICTOR-V3 DATASETS 

Model 
SHWD Pictor-v3 

mAP50 /% mAP(0.50:0.95) /% Inference Time /ms mAP50 /% mAP(0.50:0.95) /% Inference Time /ms 

TPH-YOLOv5 86.7 64.2 26.4 88.4 54.8 19.3 

YOLOv7 87.2 64.6 29.6 89.7 53.9 25.8 

YOLOv8 90.8 65.7 41.9 91.3 55.1 33.5 

Ours 91.5 66.1 26.2 92.6 56.9 20.7 
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Fig. 7. Comparison of visualization results on the SHWD dataset. 

 
Fig. 8. Comparison of visualization results on the Pictor-v3 dataset. 

V. CONCLUSION 

To achieve intelligent compliance recognition in power 
construction sites, we propose a YOLOv7-based method for 
detecting personnel behavior that integrates contextual 
information. This method is designed to address the challenges 
of high complexity, insufficient scale adaptability, complex 
image backgrounds, and varying target sizes in existing 
detection models. 

We introduced the GLCI module, which significantly 
enhances object detection accuracy in complex backgrounds 
through global and local attention mechanisms. Simultaneously, 
the TPD module improves the network's ability to learn multi-
scale features, leading to better detection performance across 
varying target scales. Additionally, the C3GhostNetV2 module 
enhances the model's representational power while reducing 
computational and parameter complexity. Experimental results 
demonstrate that the improved YOLOv7 model surpasses the 
original baseline in detection accuracy, model complexity, and 
miss rate, showing exceptional adaptability in complex 
environments. These findings offer effective solutions for object 
detection tasks in complex scenarios, such as power construction 
sites, and contribute positively to the advancement of intelligent 
vision. Furthermore, the dataset comparison and model 
scalability experiments validate the robustness and 
generalization capabilities of the proposed model across diverse 
scenarios. In the future, we aim to enhance the model's 
robustness across diverse scenarios and lighting conditions, 

improving adaptability and generalization for deployment on 
edge devices. 
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Abstract—The data of unplanned flight attendant events has 

characteristics such as diversity and complexity, which pose great 

challenges to data preprocessing and analysis. This study proposes 

a preprocessing and analysis method for unplanned flight 

attendant event data based on Convolutional Neural Networks 

(CNN) and Gated Recurrent Units (GRU). Firstly, an efficient 

word vector tool is used to preprocess the raw data, improving its 

quality and consistency. Then, convolutional neural networks are 

taken to extract local features of the data, combined with gated 

loop units to capture dynamic changes in time series, thus 

achieving effective analysis and prediction of unplanned events in 

air crew. The results showed that in the 6-class task, the research 

model exhibited the highest accuracy at 99.24%, the lowest 

accuracy at 94.24%, and an average accuracy of 98.53%. The 

highest, lowest, and average accuracies in the 10-class task were 

96.63%, 90.17%, and 93.21%, respectively. The performance of 

the research model was superior to support vector machine, K-

nearest neighbor algorithm, and some advanced algorithms. This 

study provides a more accurate analysis tool for unplanned event 

data of flight attendants, to assist in the efficiency of aviation 

emergency event handling and improve aviation safety. 

Keywords—Convolutional neural network; gate recurrent units; 

air crew; unplanned events; data preprocessing; data analysis 

I. INTRODUCTION 

The rapid development of the socio-economy has brought 
important strategic opportunities for the modern aviation 
transportation industry and has also put forward higher 
requirements for the improvement of aviation safety and 
security capabilities. The frequent occurrence of Unplanned 
Flight Attendant Events (UFAEs) and the complexity of data 
analysis pose a significant threat to aviation safety and 
passenger experience [1]. UFAEs analyses can help identify and 
predict events that may affect flight safety, such as mechanical 
failures, medical emergencies or security threats. By identifying 
these events in a timely manner, preventive measures can be 
taken to reduce the probability of accidents. In addition, by 
analysing unplanned events, airlines can better understand 
potential risks and develop effective risk management strategies 
to mitigate the impact of these risks, as well as reduce cost 
control and operational efficiency. How to effectively 
preprocess and analyze these event data to provide reliable 
prediction and decision support is an urgent problem in the 
current aviation management field. Traditional event analysis 
methods often rely on expert experience and simple statistical 
analysis, making it difficult to handle large-scale and diverse 
event data [2]. The advancement of Deep Learning (DL) 

technology has shown great potential for methods built on deep 
neural networks in processing complex data and mining deep 
features [3]. CNN and GRU are two widely used models in the 
field of DL. The former is good at extracting local features of 
data, while the latter has advantages in processing time series 
data [4-5]. However, existing DL methods still fall short in their 
combined ability to handle time series features and local 
features. Some of the methods focus too much on the long-term 
dependence of time series and ignore the importance of local 
features; or they can only capture local features and cannot 
effectively handle the long-term dependence of time series data. 
For this reason, the study proposes a method for preprocessing 
and analysing UFAEs data based on CNN and GRU. At First, 
Efficient Word Vector Tools (EWVTs) will be used to 
preprocess event descriptions, eliminate noise, and enhance 
data consistency. Then, CNN will be used to extract local 
features of event data, and GRU will be utilized to model the 
temporal dynamics of event occurrence, ultimately achieving 
classification and prediction of events. It aims to process 
UFAEs data through this method to provide support for airline 
unplanned event response and decision-making. 

This study has six sections. Section II summarizes the 
current state of the industry. Section III has two sections. The 
first section introduces the UFAEs data preprocessing method 
based on EWVTs, and the second section introduces the UFAEs 
analysis method based on CNN-GRU. Section IV conducts 
performance testing on the proposed CNN-GRU. Discussion is 
given in Section V. Section VI is a summary of this study and 
prospects for future work. 

II. RELATED WORKS 

The essence of UFAEs data preprocessing is a text data 
preprocessing method. This method is a key step in processing 
text data analysis, involving a series of operations on the raw 
text data to improve the data applicability, thereby enhancing 
the efficiency of subsequent analysis. Hickman et al. focused 
on the capture of language content and style, statistical analysis 
ability, and effectiveness of insights obtained from text mining 
in the decision-making process of text preprocessing, and 
conducted research on computational linguistics and 
organizational text mining. Considering different types of text 
mining, research questions, and dataset features, this study 
provided experience- based text preprocessing decision 
recommendations [6]. Nova K used text preprocessing 
techniques such as noise removal, punctuation, and stop words 
to transform the original text into a Term Frequency - Inverse 
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Document Frequency (TF-IDF) feature matrix. This study 
employed three machine learning models for classification 
tasks, including polynomial naive Bayes, multi-layer 
perceptrons, and a Light Gradient Boosting Machine 
(LightGBM). LightGBM achieved an accuracy of 0.724 and 
had a higher accuracy of 0.77 when using text content for 
classification [7]. Thakkar et al. proposed a specific sequence 
of text data preprocessing steps to improve the performance of 
sentiment analysis, and proposed "output label matching 
features based on advanced techniques" to initialize the weights 
of Artificial Neural Networks (ANN). Simulation experiments 
have found that research methods have more advantages [8]. 
Situmeng S found that different forms of text preprocessing are 
helpful for successfully identifying named entities. By 
comparing and evaluating the three categories of people, places, 
and organizations, it was found that some preprocessing 
methods have significant effects on different entity categories. 
The combination of multiple preprocessing methods could 
significantly improve accuracy. Therefore, it was recommended 
to choose appropriate preprocessing methods based on the 
different entity categories in practical applications, rather than 
simply enabling or disabling preprocessing for all [9]. 

Meanwhile, the analysis methods for text data have been 
continuously optimized in recent years. Zhao C et al. used a 
multi-strategy text data augmentation method to handle the 
issues of data limitations and lack of high-quality corpora in 
text analysis. It compared the performance of the enhanced 
dataset and the original dataset: the F1 score of Long Short-
Term Memory (LSTM) grounded on attention mechanism on 
the dataset increased by 5.0% and 4.4%, demonstrating 
excellent performance [10]. Sharma P and Pathak D proposed a 
method for analyzing social media data using a learning process, 
utilizing unsupervised learning and sentiment analysis to 
identify disaster events and their intensity. This method used 
annotated data to train improved fuzzy C-means clustering, 
using sentiment scores to identify negative emotions and 
determine the severity of disasters. Finally, Support Vector 
Machine (SVM) and ANN classifier were utilized to classify 
the text based on emotions. This method was effective and its 
accuracy continues to improve over time [11]. Sengupta S and 
Dave V introduced a method of legislative text analysis aimed 
at automatically identifying appropriate legal chapters 
applicable to cases. This method utilized supervised Machine 
Learning (ML) and natural language processing, treating the 
task as a multi-label classification problem. It applied 
traditional ML models such as logistic regression, Naive Bayes, 
decision trees, and SVM, and conducted hyperparameter fine-
tuning analysis. Finally, SVM had the highest F1-score of 0.75 

[12]. 

In summary, existing research on text data analysis mainly 
focuses on traditional statistical analysis and simple ML 
methods. Some studies use methods such as linear regression 
and decision trees for event prediction, but these methods often 
exhibit limitations when facing large-scale, high-dimensional, 
and complex event data. In addition, some studies have 
introduced DL techniques such as LSTM and simple CNN, but 
there are still shortcomings in their comprehensive ability to 
handle temporal characteristics and local features. In contrast, 
this paper constructs a data preprocessing and analysis method 

for UFAEs built on CNN-GRU. This method fully utilizes the 
Local Feature Extraction Capability (LFEC) of CNN and the 
TMC of GRU, which can more effectively capture the complex 
features and dynamic changes of event data. By introducing 
EWVTs for data preprocessing, the data quality and consistency 
have been further improved, providing more reliable inputs for 
subsequent DL models. The research method is not only 
innovative in theory, but also provides more scientific and 
effective decision-support tools for airlines and related 
management departments. 

III. METHODS AND MATERIALS 

To provide efficient analysis tools for UFAEs, this study 
utilizes EWVT to preprocess event data, including data 
collection, cleaning, and vectorization. The CNN-GRU is 
adopted for in-depth analysis of preprocessed data, combining 
CNN's LFEC with GRU's TMC to achieve accurate 
classification and prediction of event data. 

A. UFAEs Data Preprocessing Based on EWVT 

UFAEs refer to various sudden and unexpected events 
encountered by flight attendants during flight operations. These 
events were not pre-arranged in the flight plan and may have a 
significant impact on flight safety, passenger service, and 
overall flight operations [13-14]. Common UFAEs include 
mechanical failures, passenger disputes, sudden weather events, 
and other unexpected events. The occurrence of these 
unplanned events has a high degree of uncertainty and 
suddenness, which puts extremely high demands on the 
adaptability and event handling ability of flight attendants. 
Preprocessing and analyzing these events can help improve 
airlines' emergency plans, enhance passenger safety, and 
improve service quality. The UFAEs processing flow is shown 
in Fig. 1. 

In Fig. 1, the processing flow of UFAEs consists of six steps. 
Firstly, the data collection of unexpected events in the crew is 
carried out, followed by data preprocessing. Then, the data is 
vectorized, trained, and a word vector matrix is constructed. 
Then to conduct preliminary classification and match similar 
unplanned event cases. Finally, providing corresponding 
emergency response methods. Data collection is the step 1 in 
data preprocessing. When collecting data, to ensure the 
representativeness and comprehensiveness of the data, various 
unplanned events are covered as much as possible, including 
mechanical failures, passenger disputes, sudden illnesses, etc. 
Data cleaning is a key step in ensuring data quality, which 
requires removing duplicate records and obviously erroneous 
entries. The third step is to process the missing data. For cases 
with fewer missing values, mean or median filling methods are 
used; For entries with a large number of missing values that 
cannot be completed, they will be directly removed. After data 
cleaning, the integrity and reliability of the data have been 
preliminarily ensured. To convert textual event descriptions 
into numerical forms that can be processed by computers, this 
study uses EWVT for text preprocessing. Word2Vec, as a word 
vector model, performs well in semantic representation of 
words and can capture subtle semantic relationships between 
words [15]. Word2Vec is an optimization of neural network 
models, which includes the Continuous Bag of Words (CBOW) 
and Skip-gram models, as exhibited in Fig. 2. 
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Fig. 1. UFAE processing flow. 
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Fig. 2. CBOW and Skip-gram models. 

In Fig. 2, Word2Vec consists of CBOW and Skio-gram. Fig. 
2 (a) shows the structure of the CBOW, which predicts the word 
vector of the current word based on the word vector of the 
context. For the text position of target word 

jw  at position j , 

the sliding window size is designed to be k . k  words above 

and below are used as context ( )jcon w , with a scale of 2k . 

Randomly to initialize the contextual words, then input the 
vector sum into the Softmax layer for normalization, and finally 
output the probability P  of the occurrence of word 

jw . The 

objective function of the CBOW model is Eq. (1). 

1log ( ,..., )  



 
j

j k j k

w V

L P w w
     (1) 

In Eq. (1), V  is the corpus where the target word 
jw  is 

located. L  is the objective function. Skip-gram, in contrast to 
CBOW, obtains the contextual word vector from the current 
word vector [16]. Skip-gram uses stochastic gradient descent to 
optimize the objective function, and after training, the word 
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vector matrix W  can be obtained. This matrix is a N V  

low dimensional dense word vector matrix with a vocabulary 
size of V . In Skip-gram, the target word 

jw  is input to the 

input layer, with the sliding window size set to k , and the word 

is mapped as a column vector of matrix W . The Softmax 

function is taken to output the 2k  words with the highest 

possibility. The probability of obtaining the output word is Eq. 
(2). 

1

1

( , ,..., )   







T
j

T
i

u h

j k j k j k j V
u h

i

e
P w w w w

e
    (2) 

In Eq. (2), h  and 
ju  are the row vectors of matrix W  

and W , and also the hidden layer vector and output vector of 

jw . e  is a natural constant. T

ju  is the weight of weighted 

summation. The goal of Skip-gram is to maximize the 
logarithmic likelihood function, as shown in Eq. (3). 

1

1
log ( , ,..., )



   



 
V k

j k j k j k j

j k

L P w w w w
V

    (3) 

In Eq. (3), L  is the maximum logarithmic likelihood 
function. After training the Word2Vec model, CNN is used for 
feature extraction. CNN can effectively extract local features 
from text and convert these features into fixed length vector 
representations as inputs for UFAEs analysis models. 

B. Analysis of UFAEs Based on CNN-GRU 

After completing data preprocessing, the next key step is to 
conduct in-depth analysis and modeling of the preprocessed 
data. To fully utilize the temporal and local characteristics of 
UFAEs data, this study proposes a method combining CNN and 
GRU. CNN can effectively extract local features of data, while 
GRU excels at handling long-term dependencies in time series 
data [17]. This study designs a multi-layer CNN that extracts 
local features from data by alternating between convolutional 
and pooling layers. The structure of CNN is shown in Fig. 3. 
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Fig. 3. CNN structure diagram. 

In Fig. 3, CNN generally includes convolutional, pooling, 
and Fully Connected Layers (FCL), where the expression of the 
convolution operation continuous estimation function s  is Eq. 
(4). 

( ) ( ) ( ) s t x a w t a da      (4) 

In Eq. (4), x  is the first parameter of the convolution, 
commonly referred to as the input. w  is an effective 
probability dense function and also the 2nd parameter, called the 
Kernel Function (KF). This operation is called convolution, and 
the simplified expression is Eq. (5). 

( ) ( )( ) s t x w t       (5) 

In CNN learning, high-dimensional data is usually input 
first, and the convolution kernel is the high-dimensional values 
generated by the algorithm. The calculation formula is Eq. (6). 

( , ) ( )( , ) ( , ) ( , )   
m n

s i j K I i j I m n K i m j n   (6) 

In Eq. (6), m  and n  are the effective range of values for 
convolution. I  is the input, and K  is the KF of the input. 
For the application convenience in ML, a variant is usually 
utilized (Eq. (7)). Its operation is extremely semblable to 
convolution, but the variation is small within the valid range of 

m  and n . This means that as m  grows, the input index 
increases, but the kernel index decreases, achieving inter-
variability of convolutions. 

( , ) ( )( , ) ( , ) ( , )   
m n

s i j K I i j I i m j n K m j   (7) 

The is the core layer of CNN is the convolutional ones, 
which is crucial for conducting convolutional operations and 
enhancing CNN's feature extraction capabilities. Convolutional 
Layers (CL) generally refer to 2D convolution operations. If the 
input size is set to f fD D  and the convolution kernel size is 

k kD D , then the output feature size after convolution is 

' 'f fD D . The formulas for the three are shown in Eq. (8). 

' ( 2 ) / 1    f f kD D D pad stride     (8) 

The CL takes Local Connections (LC) and Weight Sharing 
(WS) to reduce the amount of network values and decrease 
network complexity. LC refers to the feature extraction of CLs 
built on their size when moving. WS refers to the convolutional 
kernel not changing its parameter when extracting data features, 
but using the equal weight to extract features [18-19]. GRU is 
one of the popular variants of Recurrent Neural Network (RNN) 
and an improvement on LSTM, as shown in Fig. 4. 
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Fig. 4. GRU internal structure. 

In Fig. 4, the formula for the update gate in the GRU is Eq. 
(9). 

      _  = 1 , _  z t sigmoid W z h t x t b z    (9) 

In Eq. (9),  z t  is the part that needs to be updated in the 

Hidden State (HS), and its value range is between 0 and 1. 

_W z  means the Weight Matrix (WM).  1h t  denotes 

the HS from the previous moment.  x t  is the current input 

state. _b z  is the bias term. The calculation for resetting the 

door is Eq. (10). 

      _ * 1 , _   r t sigmoid W r h t x t b r    (10) 

In Eq. (10),  r t  controls how to combine the previous 

HS with the current input to produce Candidate HSs (CHS). 

_W r  is the WM of the reset gate. _b r  is the bias term in 

the reset gate. The CHS is expressed by Eq. (11). 

        ~ _ * * 1 ,  h t tanh W h r t h t x t    (11) 

In Eq. (11),  ~h t  is a CHS based on the current input and 

the previous HS. _W h  is the WM in this state. The 

expression for the HS at the current moment is Eq. (12). 

          1 * 1 * ~   h t z t h t z t h t     (12) 

In Eq. (12),  h t  is the final HS at the current time. 

  1 z t  and  z t  are the parts that need to be discarded 

and retained. Through this approach, GRU networks are able to 
determine which information needs to be retained or forgotten 
in a new step [20]. This study establishes a CNN-GRU model 
to solve the classification and matching of text data to complete 
the analysis of UFAEs. The structure of CNN-GRU is Fig. 5. 
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Fig. 5. CNN-GRU hybrid model structure. 

In Fig. 5, CNN-GRU mainly consists of three parts, namely 
CNN layer, GRU layer, and FCL. This study uses the Softmax 
fully connected function for classification and selected Relu as 
the activation function. The group with the highest output 
probability is taken as the eventual classification result for 
UFAEs. Through this structure, the CNN-GRU model can 
effectively extract local and global features from text data, 
thereby increasing the classification precision and robustness of 
unplanned events. The training process of CNN-GRU is shown 
in Fig. 6. 

In Fig. 6, the first is to input training data and establish a 
CNN-GRU model. Then, the model parameters is initialized, 
calculating the loss function, and updating the parameters of 
FCL. This process is repeated until the maximum iterations are 
reached, and finally the trained CNN-GRU model is obtained. 
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Fig. 6. Training process of CNN-GRU. 
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IV. RESULTS 

This study conducts experiments on the 6-class and 10-class 
tasks of the UFAEs log sample dataset. The data is sourced from 
11245 UFAEs logs related to system failures of an airline 
company from March 2011 to March 2021. In the fault log, 
some invalid data are manually removed, resulting in 10 
categories and 6598 logs for classification experiments. 80% of 
the total data is set as training data, and 20% is set as testing 
data. Table I lists the experimental platform and environmental 
parameters. 

Table II displays the fixed parameters in the constructed 
CNN-GRU model. 

To demonstrate the superiority of the proposed CNN-GRU, 
traditional ML models, including SVM and K-Nearest 
Neighbor (KNN), as well as advanced neural network structure 
models like CNN-LSTM and CNN - Bidirectional GRU (CNN-
BiGRU), are selected for comparison. The final FCL of all 
compared models is consistent, and the training batch and 
iteration times are selected based on the best values obtained 
after a large number of experiments. The test data are input into 
four trained comparison models and CNN-GRU. The 
classification task is divided into two types: 6-class and 10-
class, and the obtained classification accuracy is shown in Fig. 
7. 

Fig. 7 (a) and (b) show a comparison of accuracy between 
the 6-class and 10-class tasks. In Fig. 7 (a), the CNN-GRU 
shows the highest accuracy at 99.24%, with the lowest at 
94.24%, and an average of 98.53%. Compared to others, the 
average accuracies of CNN-LSTM, CNN BiGRU, SVM, and 
KNN are 81.24%, 74.84%, 45.55%, and 40.98%, respectively. 
In 7 (b), CNN-GRU also shows the highest accuracy, with the 
highest, lowest, and average accuracies of 96.63%, 90.17%, and 

93.21%. The higher accuracy of CNN-GRU is due to its ability 
to solve the time series prediction problem in UFAEs analysis, 
accurately predict future trends and directions, and improve 
prediction accuracy. It continues to select F1 value as the 
evaluation metric. The F1 values include F1-score, Macro F1, 
Micro F1, and Weight F1. The F1 value represents the 
comprehensive classification performance. Table III exhibits 
the scores of different models. 

TABLE I. EXPERIMENTAL PLATFORM AND ENVIRONMENTAL 

CONFIGURATION 

Experimental environment Disposition 

Programming language Python 

Deep learning framework Tensorflow 

Operating system Windows 10 

CPU Inter(R) Core(TM) i5-10210U 

Internal memory 16G 

TABLE II. FIXED PARAMETER SETTING 

Argument Set value 

Activation function ReLu 

Loss function Cross entropy 

Optimization function Adam 

Word vector dimension 300 

Number of convolution nuclei 128 

GRU hidden layer size 256 

Convolution kernel size Three, four, five 

Dropout 0.5 

Batch size 64 
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Fig. 7. Comparison of classification accuracy of different models. 

TABLE III. COMPARISON OF F1 VALUES OF DIFFERENT MODELS 

Index CNN-GRU CNN-LSTM CNN-BiGRU SVM KNN 

F1-score 
6-Class 98.34 89.23 87.66 72.24 70.25 

10-Class 95.25 87.12 86.82 61.48 60.99 

Macro F1 
6-Class 98.33 91.29 88.24 70.09 68.36 

10-Class 96.14 87.09 84.26 63.93 59.52 

Micro F1 
6-Class 98.92 92.42 87.72 71.82 68.93 

10-Class 96.12 88.29 81.25 63.55 60.06 

Weight F1 
6-Class 98.87 88.65 88.09 69.25 68.58 

10-Class 92.09 86.24 83.34 61.02 58.61 
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In Table III, the average F1 score of CNN-GRU is 92.09 
points. The average scores of CNN-LSTM, CNN BiGRU, SVM, 
and KNN are 86.24, 83.34, 61.02, and 58.61. Therefore, the 
classification performance of different models is ranked from 
best to worst as CNN-GRU, CNN-LSTM, CNN-BiGRU, SVM, 
and KNN. CNN-GRU exhibits more stable classification 
performance, with higher metrics than other models, making it 
more suitable for UFAEs analysis. For further analysis, this 
study conducts repeated experiments using F1-score as the 
indicator to compare the F1 score of each label, as displayed in 
Fig. 8. 

Fig. 8 (a) and 8 (b) show the F1 score of different labels in 
the 6-class and 10-class tasks. In 8 (a), CNN-GRU performs 
better and more stably on all six labels in the 6-class tasks, with 
an average F1-score of 98.17. Next are CNN-LSTM and CNN-
BiGRU, followed by SVM and KNN. In Fig. 8 (b), CNN-GRU 
also performs the best in the 10-class tasks, with an average F1-
score of 92.44. CNN-GRU compensates for the shortcomings 

of a single network and has more advantages in UFAEs analysis. 
Continuing to analyze the Receiver Operating Characteristic 
Curve (ROC) of different models, as shown in Fig. 9. 

Fig. 9 (a) to 9 (e) show the ROC curves of CNN-GRU, 
CNN-LSTM, CNN-BiGRU, SVM, and KNN. The TPR means 
the True Positive Rate, while the FPR means the False Positive 
Rate. The Area Under Curve (AUC) under the ROC can be used 
to quantify the performance, and the closer it is to 1, the better 
the performance of the model. In Fig. 9, in the 6-class task, the 
AUC of CNN-GRU is 0.98, and in the 10-class task, the AUC 
is 0.96, which is the optimal value among all participating 
experimental models and has the best performance. Next is 
CNN-LSTM, with an AUC of 0.88 in the 6-class task and 0.82 
in the 10-class task. Overall, CNN-GRU and CNN-LSTM have 
significantly outperformed other models. These two superior 
models are compared, analyzing the specific information of the 
models in classifying each type of label, and drawing a 
confusion matrix. Fig. 10 shows a comparison of six categories. 
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Fig. 8. Comparison of F1-score of different models. 
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Fig. 9. ROC curves of different models. 
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Fig. 10. Confusion matrix for 6 classification tasks. 
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Fig. 11. Confusion matrix for 10 classification tasks. 

Fig. 10 (a) and (b) show the confusion matrices of CNN-
GRU and CNN-LSTM. CNN-GRU is more accurate in 
classifying all six labels, while CNN-LSTM clearly has more 
dark areas, meaning there are more misclassified labels. 
Moreover, the accurate classification number of each label 
CNN-GRU is greater than that of CNN-LSTM, indicating that 
CNN-GRU is more effective and robust than CNN-LSTM in 
UFAEs classification. Fig. 11 shows the confusion matrix for 
comparing 10 classification tasks. 

In Fig. 11, the CNN-GRU model performs better than the 

CNN-LSTM in classification tasks. The number of correct 

classifications in CNN-GRU is higher than that in CNN-

LSTM, while the number of incorrect classifications is lower. 

Therefore, the fusion of CNN's LFEC and GRU's TMC 

enables CNN-GRU to comprehensively understand and 

process UFAEs data, improving the accuracy of 

classification. 

V. DISCUSSION 

The CNN-GRU model proposed in the study demonstrated 
strong performance in the preprocessing and analysis of UFAEs 
data.The CNN-GRU model was chosen for its advantages in 
local feature extraction and in dealing with time series 
dependencies. The model architecture, including the number of 

layers and neurons, was studied and determined based on 
preliminary experiments and literature recommendations of 
optimal configurations for similarly complex high-dimensional 
data [21]. While the selection of hyperparameters, such as word 
vector dimension 300, convolutional kernel sizes three, four, 
and five, and GRU hidden layer size 256, was determined 
through grid search methods and cross-validation to find the 
optimal balance of model complexity and generalisation 
capabilities. To prevent overfitting, a Dropout of 0.5 was used, 
which is a common practice in deep learning models dealing 
with high dimensional data. The performance of the model 
proposed in the study outperforms traditional models such as 
SVM and KNN, as confirmed by the studies of Hickman et al 
[6] and Zhao et al [10]. Compared to deep learning models such 
as CNN-LSTM and CNN-BiGRU, the CNN-GRU model 
performs better in terms of accuracy and F1 score. 

It is worth noting that the UFAEs log data came from a 
single airline, which may limit the generalisability of the 
findings. The data collection period and the specific types of 
events logged may not cover the full range of unscheduled 
events that can occur in different aviation environments. Future 
work will focus on expanding the dataset to include data from 
multiple airlines, covering a wider range of event types and 
longer periods to enhance the scalability and applicability of the 
model in real-world environments. 
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VI. CONCLUSION 

In modern air transportation, UFAEs pose a threat to 
aviation safety and passenger experience. To address this issue, 
this study proposed a UFAEs data preprocessing and analysis 
method based on CNN and GRU. By combining the LFEC of 
CNN with the TMC of GRU, complex event data could be 
effectively processed and accurate event classification and 
prediction could be achieved. This study first utilized EWVT to 
preprocess event description text, improving the quality and 
consistency of the data. Subsequently, a deep analysis was 
conducted on the preprocessed data using the CNN-GRU model. 
Experiments have shown that CNN-GRU performed well in 
event classification tasks, significantly outperforming 
traditional methods and other DL models. In the specific 6-class 
classification task, CNN-GRU performed better in classifying 
6 labels and had stronger stability, with a mean F1-score of 
98.17. The next best performers were CNN-LSTM and CNN-
BiGRU, followed by SVM and KNN. Among the 10-class tasks, 
CNN-GRU also performed the best, with an average F1 score 
of 92.44, which is better than the comparison model. CNN-
GRU exhibited high accuracy and robustness in processing 
large-scale, high-dimensional UFAEs data. This study provides 
airlines with scientific unplanned event response tools and 
technical support for improving aviation safety. In the future, 
the model structure can be further optimized, more advanced 
data preprocessing techniques can be introduced, and this 
method can be validated and promoted in more practical 
scenarios to continuously improve the level of aviation safety 
management. 
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Abstract—The rise of hate speech on social media during 

significant cultural and religious events, such as Ashura, poses 

serious challenges for content moderation, particularly in 

languages like Arabic, which present unique linguistic 

complexities. Most existing hate speech detection models, 

primarily developed for English text, fail to effectively handle the 

intricacies of Arabic, including its diverse dialects and rich 

morphology. This limitation underscores the need for specialized 

models tailored to the Arabic language. In response, the CNN-

BiGRU-Focus model proposed, a novel hybrid deep learning 

(DL) approach that combines Convolutional Neural Networks 

(CNN) to capture local linguistic patterns and Bidirectional 

Gated Recurrent Units (BiGRU) to manage long-term 

dependencies in sequential text. An attention mechanism is 

incorporated to enhance the model's ability to focus on the most 

relevant sections of the input, improving both the accuracy and 

interpretability of its predictions. In this paper, this model 

applied to a dataset of social media posts related to Ashura, 

revealing that 32% of the content comprised hate speech, with 

Shia users expressing more sentiments than Sunni users. 

Through extensive experiments, the CNN-BiGRU-Focus model 

demonstrated superior performance, significantly outperforming 

baseline models. It achieved an accuracy of 99.89% and AUC of 

99, marking a substantial improvement in Ashura-Arabic hate 

speech detection. The model effectively addresses the linguistic 

challenges of Arabic, including dialect variations and nuanced 

contexts, making it highly suitable for content moderation tasks. 

To the best of author’s knowledge, this study represents the first 

attempt to compile an Arabic-Ashura hate detection dataset from 

Twitter and apply CNN-BiGRU-Focus DL model to detect hate 

sentiment in Arabic social media posts. Dataset and source code 

can be downloaded from (https://github.com/imamu-asa). 

Keywords—Arabic hate speech; sentiment analysis; deep 

learning; convolutional neural networks; bidirectional gated 

recurrent unit; attention mechanism; social media analysis; 

Ashura content; natural language processing 

I. INTRODUCTION 

Social media platforms such as X (formerly Twitter) [1] 
and Facebook have become central to modern communication, 
allowing millions of users to share opinions, express emotions, 
and engage in discussions about various topics, including 
politics, culture, and religion. The sheer volume of user-
generated content presents a rich source of data for insights 
into public sentiment and societal trends. However, this vast 
dataset also poses significant challenges, particularly in the 

form of hate speech, abusive language, and offensive content. 
Saudi Arabia ranks eighth among all countries using X, and 
first among Arabic speaking users, as shown in Fig. 1. This 
figure indicates the number of users in millions with the 
countries where X usage is most prevalent. 

Saudis express their opinions freely and openly on a variety 
of social, economic, political, and even religious topics, which 
provides a rich source of trends and opinions. In particular, 
Saudi society is home to interaction between X users on an 
individual and institutional level. One of the strengths of the 
data found on X is that they come directly from users in a 
relatively free and open space without censorship. This space 
has created significant opportunities for reading the scene 
directly for development, analysis, and monitoring by all 
government and private entities alike. Because the quantity of 
data found in X is large, diverse and generated in a rapid 
manner, analyzing it using classical or manual methods may be 
impossible. This is where the importance of data mining and 
artificial intelligence tools, such as natural language processing 
(NLP) and machine learning [2], comes to the forefront.  

 

Fig. 1. X users in millions until January 2022 based on country. 

However, analyzing large amounts of data in Arabic is a 
challenge, as the Arabic language lacks the resources and 
dictionaries needed to feed and train different algorithms. 
Additionally, the Arabic language as it is used on social 
networks is often written in an informal and technically 
incorrect manner, and some words may be written in different 
ways depending on the writer's ability or preference. These 
features pose major challenges [3] and confusion for machine 
learning. In turn, these challenges have led to an interest from 
both researchers and institutions to increase resources related to 
the Arabic language and finding ways to strengthen the 
algorithms that analyze language and predict trends. 
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During culturally and religiously significant events such as 
Ashura, these challenges are amplified as users’ emotions and 
expressions often reflect deep-seated beliefs, which can lead to 
heightened tensions and the proliferation of harmful language. 
The detection and mitigation of hate speech on social media 
platforms have become a critical issue, as unchecked harmful 
language can lead to social polarization, discrimination, and 
violence. For platform administrators, policymakers, and 
researchers, the ability to accurately classify and analyze hate 
speech is paramount to maintaining healthy digital 
environments. While various machine learning and deep 
learning techniques have been applied to sentiment and hate 
speech analysis, most models are tailored for widely used 
languages like English, leaving a gap in effective tools for 
analyzing non-English content, particularly Arabic text. 

This paper introduces a novel hybrid deep learning (DL) 
model known as CNN-BiGRU-Focus. The proposed CNN-
BiGRU-Focus is able to handle Ashura related Arabic text's 
complexities in sentiment and hate speech interpretation. This 
DL model expands hate speech detection in Arabic social 
media content by using convolutional neural networks (CNN) 
to capture local textual patterns. Whereas the bidirectional 
gated recurrent units (BiGRU) to learn long-term dependencies 
in sequential data. Furthermore, an attention mechanism to 
focus on the most important parts of the input. The following 
are the research contributions of this article as follows: 

 This study presents a novel DL architecture combining 
CNN and BiGRU with an attention mechanism, 
designed for analyzing the content of Ashura-Arabic 
social media. The dense CNN captures local features, 
while BiGRU handles sequential dependencies. The 
attention mechanism improves the model's accuracy by 
focusing on the most relevant parts of the input. 

 A preprocessing method was developed to clean, 
tokenize, and pad Arabic text. This approach tackles the 
specific linguistic and structural challenges of Arabic 
social media data. 

 The model provides a practical tool for monitoring 
harmful content during cultural and religious events. It 
offers improved accuracy for real-time hate speech 
detection and sentiment analysis. 

 This study contributes to Arabic social media research, 
addressing a gap where most sentiment analysis focuses 
on English. The model can be adapted for other 
linguistically complex languages. 

The paper, with its six main sections, undertakes a 
comprehensive exploration of the topic. Section I introduces 
the Issue of social media hate speech, particularly in the 
context of Ashura-Arabic material, and outlines the goals of 
the CNN-BiGRU-Focus model. Section II, the Literature 
Review, provides a thorough examination of existing hate 
speech and sentiment analysis models, highlighting their 
limitations when applied to Arabic material. Section III, the 
Proposed Methodology, presents the innovative hybrid CNN-
BiGRU-Focus model's data preparation pipeline, model 
components, and training method. Section IV, Experimental 

Results, offers empirical evidence of the model's effectiveness. 
Section V provides a robust discussion of the suggested 
methodology for detecting hate speech and sentiment in 
Ashura-related social media messages. Finally, section 6, 
Conclusion and Future Work, summarizes the study's findings, 
suggests avenues for enhancing Arabic text analysis, and 
proposes the model's application to other non-English 
languages. 

II. LITERATURE REVIEW 

Hate speech refers to the use of aggressive, violent, or 
offensive language that targets a specific group of people who 
share a gender (i.e., sexism), ethnic group, or race (i.e., 
racism), or religious beliefs (anti-Islam). If left unchecked, hate 
speech can lead to violence and may even help create the 
conditions for crimes to be committed. Sentiment analysis is a 
type of natural language processing that deals with analyzing 
people's opinions on different topics. Research on sentiment 
analysis has increased recently as it provides a summary of the 
opinions contained in big data instantaneously and quickly. 
Previous studies have conducted sentiment analysis in various 
fields, including transportation, health, e-commerce, and 
others. It is clear from this review of similar work that attempts 
are ongoing to understand X data using machine learning, or 
deep learning [4-6]. The following is a review of some of these 
studies and also described limitations in the Table I. 

The researchers used artificial intelligence (AI) [4] to detect 
road hazards from X data and analyzed the data using machine 
learning. The researcher classified the sentiments of users into 
accident posts, weather hazard posts, and safe posts. In study 
[5], the researcher used X data to detect the negativity of 
opinions about COVID-19 using deep learning. Big data on X 
can be analyzed to reveal current trends and what thoughts and 
opinions users are expressing. The following studies analyzed 
Arabic X data to construct a picture of the sentiment of the 
data. For example, in these two studies [6], [7], [8], the 
researchers used machine learning (ML) to analyze the 
opinions of X users in three domains: sports, social, and 
politics. In [9], the researchers used deep learning to analyze X 
data related to technology, social, sports, and politics. 

Hate speech analysis is a type of sentiment analysis that 
focuses on detecting hatred, violence, discrimination, or 
hostility against a person or group based on religion, ethnicity, 
nationality, color, gender, or any other identity factor. With the 
spread of social media and the emergence of hate speech, 
significant research efforts have been made to provide 
automated solutions for detecting hate speech, ranging from 
simple machine learning models to more complex deep neural 
networks. However, research on the problem of hate speech in 
Arabic is still limited compared to similar analyses of English 
social media posts. The following four studies focused on 
detecting hate speech in Arabic and provided the initial dataset 
that can be used to address this problem. Albadi et al. [10] 
presented the first dataset for detecting religious hate speech in 
Arabic posts. It consists of 6,000 classified posts [11]. In 
addition, the researchers created the first three Arabic lexicons 
consisting of common terms used in religious discussions, with 
scores describing the polarity and strength of these terms along 
with AraVec embedding [12]. 
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TABLE I. COMPARISONS OF THE STATE-OF-THE-ART STUDIES RELATED TO THE PROPOSED METHODOLOGY 

Cited Methodology Results Limitations 

[10] 
Lexicon-based, n-gram (SVM, logistic 

regression), GRU with AraVec embeddings 

GRU: 79% accuracy, 77% F1 

score 

Limited dataset size (6,000 posts), struggles with sarcasm 

detection and dialectal variations 

[13] CNN, GRU, CNN + GRU, BERT 
CNN: 79% F1 score, 89% 

AUROC 

Inability to fully capture dialectal complexities, limited 

generalization to diverse contexts 

[14] Naive Bayes (NB), SVM 
NB: 90.3% accuracy (binary), 

88.4% accuracy (ternary) 

Challenges in annotating sarcasm, high uncorrected 

annotation agreement 

[15] 
Random Forest (RF) with BoW, TF-IDF, and 

profile-related features 
RF: 91% accuracy 

Limited scope to small datasets (1,633 posts) and reliance 

on profile features for better performance 

[18] 
AraBERT on a multi-dialect, multi-category 

dataset (ADHAR) 

AraBERT: 94% accuracy, 95% F1 

score 

Difficulty balancing multiple dialects, limited focus on 

nuanced content (sarcasm, sentiment) 

[19] 
Neutrosophic Logic integrated into MLP for fine-
grained cyberbullying detection 

Improved detection of ambiguous 
content 

Struggles with complex, multi-layered contexts in hate 
speech and cyberbullying 

[21] 
CNN with attention layers, optimized Random 

Forest 
97.83% accuracy 

Limited performance when handling multi-dialectal 

nuances and contextual variations 

[23] Arabic BERT-Mini Model (ABMM) ABMM: 98.6% accuracy 
Model over-reliance on pre-trained BERT, difficulty in 

addressing sarcasm and informal dialects 

[24] 
arHateDetector using AraBERT on standard and 

dialectal Arabic tweets 
AraBERT: 93% accuracy 

Balancing performance across dialects remains a 

challenge, especially in informal and slang-heavy texts 

[25] 

Oversampling, focal loss function, MARBERT, 

ARBERT, Quasi-Recurrent Neural Networks 
(QRNN) 

Improved performance on 

imbalanced datasets 

Struggles with extreme data imbalance and lower 

accuracy in detecting minority classes 

[26] 
Transformer architectures benchmarked on largest 

Arabic offensive language dataset 
Competitive results with AraBERT 

Difficulty in capturing subtle and context-dependent 

offensive speech, especially in dialects 

[33] 
Harris Hawks Optimization with BiLSTM and 
fastText embeddings 

Superior sentiment classification 
performance 

Requires significant computational resources, struggles 
with complex multi-dialect sentiment analysis 

[34] 
Hybrid BiGRU-BiLSTM with attention 

mechanisms 

State-of-the-art accuracy on Arabic 

sentiment datasets 

Model complexity affects scalability and interpretability 

across larger, diverse datasets 

[36] 
AraBERT on suicidal sentiment detection in 

Arabic tweets 

AraBERT: 91% accuracy, 88% F1 

score 

Limited ability to capture nuanced, context-dependent 

sentiment (e.g., subtle suicidal ideation) 

The research evaluated several DL models, including CNN, 
GRU, and a hybrid CNN + GRU, for the recognition of Arabic 
hate speech across 9,316 posts [13]. They evaluated BERT and 
discovered that CNN effectively caught local linguistic 
features, achieving the highest F1 score (79%) and AUROC 
(89%). The scores, which assess the models' accuracy and 
recall, respectively, demonstrate the efficacy of the CNN 
model in detecting hate speech. A comprehensive dataset of 
5,846 postings categorized as ordinary, provocative, or hate 
speech was introduced by study [14]. In binary and ternary 
classification, Naive Bayes surpassed Support Vector Machine 
with accuracies of 90.3% and 88.4%, respectively. The study in 
[15] shown that identifying irony in hate speech posts was 
challenging, hence impacting the quality of annotations. 
Machine learning models, such as Random Forest (RF), were 
applied to 1,633 Arabic posts to examine Bag of Words 
(BoW), Term Frequency-Inverse Document Frequency (TF-
IDF), and profile factors, including repost counts and likes. 

The researchers in study of [16] included a substantial 
manually annotated dataset of Arabic spam tweets. Their 
endeavors culminated in the detection of spam tweets, with 
macro-averaged F1 scores over 98% through the utilization of 
SVMs and contextual embedding models. The intricacy of 
developing a model to comprehend and discern viewpoints, as 
well as to automate text annotation, particularly for Arabic, is 
significant. Another article presented a hybrid transfer learning 

approach utilizing transformers to differentiate between good 
and negative user comments connected to business, hence 
emphasizing the research's depth [17]. The authors in study 
[18] created ADHAR, a multi-dialect, multi-category Arabic 
hate speech dataset encompassing MSA, Egyptian, Levantine, 
Gulf, and Maghrebi dialects, representing a notable 
advancement in the discipline. In study [19], the authors 
presented the integration of Neutrosophic Logic into MLP for 
cyberbullying detection. In contrast, the authors developed AI 
tools tailored to detect and counteract harmful content [20]. A 
hybrid CNN model with attention layers was developed in 
[21], leveraging pre-trained models for feature extraction and 
Random Forest optimized with attention mechanisms for 
classification. This approach achieved 97.83% accuracy in 
Arabic hate speech detection. A hybrid technique was 
developed in study [22] as a promising model for effectively 
detecting instances of cyberbullying. 

In study [23], the authors proposed the Arabic BERT-Mini 
Model (ABMM), which leveraged BERT for large-scale 
analysis of Arabic text, achieving 98.6% accuracy on Twitter 
data. Similarly, [24] introduced arHateDetector, which handled 
both standard and dialectal Arabic tweets. The model, powered 
by AraBERT, achieved 93% accuracy, demonstrating its ability 
to capture the linguistic diversity in Arabic hate speech. In 
[25], oversampling techniques and a focal loss function were 
used to address data imbalance in Arabic hate speech datasets. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1009 | P a g e  

www.ijacsa.thesai.org 

Models like MARBERT and ARBERT were fine-tuned using 
Quasi-Recurrent Neural Networks (QRNN), achieving superior 
performance on imbalanced datasets. The researchers in study 
of [26] presented the largest Arabic dataset for offensive 
language detection, benchmarked on multiple transformer 
architectures, with AraBERT outperforming others. Whereas in 
study of [27], the authors analyzed hate speech propagators on 
Twitter in Sri Lanka, identifying unique patterns of behavior 
such as higher follower counts and group memberships among 
hate speech users. Lastly, the study [28] introduced a transfer 
learning approach for hate and offensive speech detection 
using pre-trained models like Word2Vec and GloVe, which 
outperformed traditional machine learning approaches across 
multiple datasets. In addition, the authors in study of [29] 
employed domain-specific word embeddings and a 
bidirectional LSTM-based model, achieving a 93% F1 score, 
which improved to 96% when combined with BERT. Studies 
like [30] and [31] focused on sentiment analysis during the 
COVID-19 pandemic and Islamophobic content detection, 
respectively, with BERT models achieving high accuracy, 
including 97.1% in detecting Islamophobic hate speech. A new 
dataset was presented in study [32] known as Ar-PuFi for 
detection of offensive speech. 

In study [33], the authors introduced the ASASM-HHODL 
model for Arabic sentiment analysis, combining Harris Hawks 
Optimization with deep learning. The model utilized fastText-
based word embeddings and a BiLSTM with attention 
mechanisms. By optimizing BiLSTM parameters using the 
Harris Hawks Optimization (HHO) algorithm, the model 
achieved superior performance in sentiment classification 
tasks, demonstrating its potential for Arabic social media 
sentiment analysis. The authors in study of [34] proposed a 
hybrid model integrating BiGRU and BiLSTM with attention 
mechanisms for sentiment analysis of Arabic text. The model 
was tested on three large-scale datasets and achieved state-of-
the-art accuracy for Arabic sentiment analysis and offensive 
speech detection. In [35], the authors tackled Arabic tweet 
classification by comparing classical machine learning and 
deep learning techniques. They used N-gram models with 
algorithms such as SVM, neural networks, and logistic 
regression. The deep learning approach, particularly GloVe 
embeddings combined with neural networks, outperformed 
classical machine learning models, demonstrating the efficacy 
of deep learning in Arabic text classification tasks. The authors 
developed AraBERT [36] as the primary model. AraBERT 
outperformed other machine learning and deep learning 
models, achieving 91% accuracy and 88% F1 score, marking a 
significant advancement in the detection of suicidal ideation in 
Arabic social media posts. Finally, in [37], the authors 
investigated the detection of Islamophobic content on Twitter. 
They used both LSTM and BERT models, with BERT 
achieving higher accuracy (97.1%) than LSTM. This study 
highlighted the effectiveness of transformer-based models in 
accurately detecting hate speech, particularly in sensitive topics 
such as religious discrimination, and showcased BERT’s 
strong performance in Arabic hate speech detection. The 

authors in study [38] conducted a comparative study of BERT-
based models, confirming that AraBERT consistently achieved 
high precision and recall across multiple Arabic dialects.  

Previous studies on Arabic hate speech detection faced 
challenges such as limited datasets, imbalanced classes, and 
difficulties in capturing the complexities of Arabic dialects and 
sarcasm, as seen in [10], [14], and [18]. Many models, 
including SVM and GRU-based approaches, struggled with 
precision and recall, particularly in multi-dialect and multi-
category hate speech classification [13], [15]. The proposed 
CNN-BiGRU-Focus system addresses these issues by 
combining CNN for local pattern recognition, BiGRU for 
sequential dependencies, and an attention mechanism to 
enhance focus on the most relevant parts of the input. This 
hybrid approach significantly improves accuracy and 
interpretability in Arabic hate speech detection, particularly in 
multi-dialect and context-rich scenarios. 

III. PROPOSED METHODOLOGY 

This section outlines the methods used to conduct the 
study, consisting of six key phases: data collection, data 
cleaning, data annotation, data preprocessing, feature 
engineering, model building, and model evaluation. Overall 
proposed steps are described in Algorithm 1. Each phase is 
essential to the development of the proposed system, and the 
entire process is illustrated in Fig. 2. 

A. Data Collection and Processing 

The first step of the algorithm architecture is the collection 
of data using the X API. The collection was done using eight 
keywords related to the event of the Day of Ashura: { عاشوراء  ,

شيعيه شيعية, شيعة, شيعه, قطيف, حسين, كربلاء, }. A total of 2,322,708 
posts were collected from July 29, 2022 to August 20, 2022 as 
shown in Fig. 3. 

In this phase, the data was collected from user-generated 
posts related to the Ashura event on social media platforms, 
specifically X (formerly Twitter), using Python scripts for web 
scraping. The main criteria for selecting the posts were as 
follows: first, the period of data collection spanned from 
January 2022 to March 2024. Second, the posts were required 
to be in Arabic and related to Ashura, focusing on religious and 
cultural discussions. All posts were collected and stored in a 
CSV file. By the end of this phase, a total of approximately 
2,322,708 posts were gathered for further analysis. 

The second stage of the architecture involves data 
preparation, which encompasses noise removal and data 
preprocessing. Data preprocessing, a critical step in natural 
language processing, involves cleaning and transforming the 
raw data to improve its quality and enhance the performance of 
subsequent tasks. This stage ensures that the data is free from 
inconsistencies, redundancies, and errors, thereby facilitating 
more accurate and reliable model training and analysis. 
Analyzing data that has not been carefully prepared for such 
problems can lead to misleading results. Therefore, data quality 
is essential before performing any analysis. 
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Fig. 2. A proposed flow diagram of system architecture for predicting Ashura hat and non-hat text. 

 

Fig. 3. Arabic Tweet data gathering represent the different stages of tweet 

post processing, including data collection, noise removal, training data, and 

test data. 

Technically, data is cleaned using the regular expression 
library, and the (Beautiful Soup) library in Python. Then 
(WordPunctTokenizer) is used from the (NLTK) library to 

separate words during preprocessing. The cleaning process can 
be summarized as follows: 

Decode the HTML using the Beautiful Soup library. Next, 
delete noise posts using the methodology described in [16]. 
Noise posts, 186,880 posts, comprising approximately 8.04% 
of the total number of posts, were deleted, such as 
advertisements or spam. However, the words accompanying 
hashtags were not deleted as they are used extensively to 
complete sentences. Only the symbols (#, and _) are deleted. 
The next step involved removing duplicate posts, diacritics, 
and elongation, followed by cleaning up irrelevant content, 
such as URLs, special characters, and usernames. Arabic and 
English numbers and non-Arabic words were then deleted. 
Characters that are written in wrong form, e.g., due to spelling 
errors, were unified, such as (أ، إ، آ), (ه، ة), (ؤ، و), and (ي، ئ). 
Next, characters repeated more than two times were deleted, 
for example, changing the word (عاشورااااااء) to (عاشورااء). Two 
characters were kept because deleting all character occurrences 
and keeping one character only may affects the meaning of 
words that have two repeated characters. Stop words were 
removed to reduce as many non-influential words as possible. 

Data collection 

Noise removal 

2,322,708 posts 

Model training 

2,135,818 posts 

Data preparation 

CNN-BiGRU-Focus 

AraVec word embedding 

Test the model CNN-BiGRU-Focus 

Training data (20%) 428,210 posts 
Test data (80%) 

1,707,618 posts 

Lexical classification 

232270
8 2135818 

428210:20%% 

1707618: 80% 
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We collected 714 words manually, such as (in, about, from, 
was, etc.…) and used them to remove unimportant words in the 
dataset [9]. Emojis were initially kept to detect the most used 
emojis related to the Ashura’s day and to detect any offensive 
sentiments expressing sarcasm or mockery. 

B. Lexical-based Classification 

Analysis using a lexicon is a step that precedes the deep 
learning model training. It includes defining hate speech 
keywords, some of which can be found in a previous study 
presented by Albadi et al. [10]. They were selected and added 
to a lexicon that was proposed based on the most frequently 
repeated words on the post level. The total, L, is a list 
containing 623 hate-related terms. Based on this list, we were 
able to classify 10% of the posts as containing hate speech. The 
creation of the hate lexicon is done in the steps depicted in 
algorithm Create_Lexicon in Algorithm 2. 

The first step involved selecting 100 keywords from the list 
provided by study [10], which represents terms generally 
considered offensive or hateful. Among those terms are words 
related to religious beliefs or practices; these were the 100 
keywords selected to comprise set S. Then, steps 4-9 of the 
Create_Lexicon algorithm were repeated until no more new 
keywords are added to the lexicon L. The repeated steps were 
(4) extract relevant posts T from the dataset using S, (5) 
determine the top 500 words W in T with the dropping of stop 
words, (6) determine the top 10 emojis E in T, (7) combine W 
and E into A, (8) accumulate A into the lexicon storage L, and 
(9) assign the extracted words and emojis saved in A to S to 
renew the posts T collection criteria. Finally, step 10 involved 

repeating steps 4-9 until no new entries were stored in L. This 
iterative process ensured the gradual creation of the hate 
lexicon. This lexicon creation scheme is both autonomous and 
scalable.  

C. Architecture of Hybrid Model 

Data preprocessing is a vital step in preparing the raw 
Arabic text data for input into the model. Let the dataset be 
represented by a set: 

𝐷 =  { (𝑥1, 𝑦1), (𝑥2, 𝑦2), . . . , (𝑥𝑛 , 𝑦𝑛) } (1) 

where, each 𝑥𝑖 is a text sample, and 𝑦𝑖  is its corresponding 
label. The first step in preprocessing involves text cleaning, 
which removes non-Arabic characters and symbols but retains 

Algorithm 1: Ashura hat speech recognition system 

1. Input:  D (cleaned Arabic text dataset), 𝐿 (sequence length), V (predefined vocabulary) 

2. Output:  P (model performance metrics) 

3. Step 1: Data Preprocessing 

4. REPEAT 

5.           𝑇𝑐𝑙𝑒𝑎𝑛   = {𝑡𝑖 | 𝑡𝑖 ∈  𝐷, 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑅𝑒𝑡𝑎𝑖𝑛𝑠(𝐴𝑟𝑎𝑏𝑖𝑐, 𝐸𝑚𝑜𝑗𝑖𝑠) − 𝑅𝑒𝑚𝑜𝑣(𝑁𝑜𝑛 − 𝐴𝑟𝑎𝑏𝑖𝑐, 𝑆𝑝. 𝐶ℎ𝑎𝑟𝑎, 𝑛𝑢𝑚𝑏𝑒𝑟𝑠) } 

6.           𝑇𝑡𝑜𝑘𝑒𝑛  = 𝜏𝑖|𝜏𝑖 = 𝑡𝑜𝑘𝑒𝑛𝑖𝑧𝑒(𝑡𝑖 , 𝑉), 𝑡𝑖 ∈ 𝑇𝑐𝑙𝑒𝑎𝑛 

7.           𝑇𝑝𝑎𝑑  = {𝜏𝑖|𝑝𝑎𝑑(𝜏𝑖 , 𝐿), ∀ 𝜏𝑖 ∈ 𝑇𝑡𝑜𝑘𝑒𝑛} 

8.           𝑌 = 𝑙𝑎𝑏𝑒𝑙 − 𝑒𝑛𝑐𝑜𝑑𝑒(𝑌)  

9.           UNTIL 𝑇𝑐𝑙𝑒𝑎𝑛 =  𝑁 

10. Step 2:  Model Initialization 

11. 𝐸𝑠𝑒𝑞  = 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔(𝑇𝑝𝑎𝑑) 

12. 𝐶𝑠𝑒𝑞  = 𝑐𝑜𝑛𝑣1𝑑(𝐸𝑠𝑒𝑞 , 𝑘)  

13. 𝑃𝑠𝑒𝑞  = 𝑚𝑎𝑥 − 𝑝𝑜𝑜𝑙(𝐶𝑠𝑒𝑞 , 𝑃) 

14. 𝐺𝑠𝑒𝑞  = 𝐵𝑖𝐺𝑅𝑈(𝑃𝑠𝑒𝑞) 

15. 𝐴𝑠𝑒𝑞  = 𝑎𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝐺𝑠𝑒𝑞) 

16. 𝐷𝑜𝑢𝑡  = 𝑑𝑒𝑛𝑠𝑒(𝐴𝑠𝑒𝑞 , 𝑊, 𝑅𝑒𝐿𝑈) 

17. 𝐷𝑑𝑟𝑜𝑝  = 𝑑𝑟𝑜𝑝𝑜𝑢𝑡(𝐷𝑜𝑢𝑡 , 𝑟) 

18. 𝑌𝑝𝑟𝑒𝑑  = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝐷𝑑𝑟𝑜𝑝) 

19. [End model] 

20. Step 3: Model Training 

21. 𝑙𝑜𝑠𝑠 = 𝑏𝑖𝑛𝑎𝑟𝑦_𝑐𝑟𝑜𝑠𝑠_𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑌, 𝑌𝑝𝑎𝑑) 

22. 𝐴𝑑𝑎𝑚 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑒𝑟 = 𝐴𝑑𝑎𝑚(𝑙𝑟 = 1 × 10−3) 
23. Return train-Model 

End System 

 

Algorithm 2: Steps for creating lexicon: Create_Lexicon () 

01 Input: S (keywords list) 

02 Output: L (lexicon list) 

03 REPEAT 

04           𝑇𝑘   = {𝑡𝑖  |∃ 𝑠𝑖 ∈  𝑆, 𝑡𝑖  𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑠𝑖  } 

05           𝑊𝑘  = {𝑤1 , 𝑤2 , … , 𝑤500  ∈   𝑇𝑘  } 

06           𝐸𝑘   = {𝑒1 , 𝑒2 , … , 𝑒10  ∈   𝑇𝑘  } 

07           𝐴𝑘   =  𝑊𝑘  ⋃ 𝐸𝑘,  

08           𝐿 =  𝐿 ⋃ 𝐴𝑘 

09           𝑆 =  𝐴𝑘 

10 UNTIL 𝐴𝑘 =  𝐿. 

11 Return L 

End Create_Lexicon 
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Arabic characters and emojis. A function 𝑓𝑐𝑙𝑒𝑎𝑛   was defined 
that processes each text sample: 

𝑓𝑐𝑙𝑒𝑎𝑛(𝑥𝑖) = 𝑥𝑖 − { 𝑁𝑜𝑛−𝐴𝑟𝑎𝑏𝑖𝑐 𝑐ℎ𝑎𝑟.,𝑛𝑢𝑚𝑏𝑒𝑟𝑠,𝑠𝑦𝑚𝑏𝑜𝑙𝑠 }   (2) 

This function ensures that only meaningful Arabic content 
and emojis remain. After cleaning, the text data is tokenized, 
where each word in the cleaned text 𝑥𝑖 ' is replaced by its 
corresponding index in a predefined vocabulary: 

𝑉 =  { 𝑤1, 𝑤2, . . . , 𝑤𝑚 }    (3) 

Let 𝑥𝑖′  be the cleaned text, and 𝑇(𝑥𝑖′)  be the tokenized 
sequence of word indices: 

𝑇(𝑥𝑖′)  =  { 𝑡1, 𝑡2, . . . , 𝑡𝑙  } 𝑤ℎ𝑒𝑟𝑒 𝑡𝑗  ∈  {1, 2, . . . , |𝑉|}      (4) 

To standardize the length of all input sequences, we apply 
zero-padding to ensure that each sequence has a length of 𝐿, 
resulting in a matrix 𝑋 ∈  ℝ𝑛 × 𝐿 , where n is the number of 
samples. The categorical labels y_i are encoded as integers 
using the label encoding function 𝑓𝑙𝑎𝑏𝑒𝑙: 

𝑓𝑙𝑎𝑏𝑒𝑙  (𝑦𝑖) = 𝑦𝑖  where 𝑦𝑖  ∈ {0, 1}    (5) 

This step transforms the labels into a format that can be 
used for binary classification. 

 

Fig. 4. Architecture diagram of proposed CNN-BiLSTM-Focus classifier. 

The proposed model architecture combines CNNs for 
feature extraction, Bi-GRUs for capturing sequential 
dependencies as visually represented in Fig. 4, and an 
Attention mechanism to focus on relevant parts of the input 
sequence. 

Embedding Layer: The input tokenized sequence 𝑇(𝑥𝑖 ′)  is 
first passed through an embedding layer. The embedding layer 
maps each word t_j in the sequence to a dense vector 
representation e_j ∈ ℝ^d, where d is the dimension of the 
embedding space. The embedding process is represented as: 

𝑒𝑖   = 𝐸(𝑇(𝑥𝑖 ′)) = { 𝑒1, 𝑒2, ..., 𝑒𝑙 }  (6) 

where 𝐸 is the embedding matrix 𝐸 ∈  ℝ|𝑉| × 𝑑 , and 𝑒𝑖  ∈
 ℝ𝐿 × 𝑑 is the embedded input. 

Convolutional Layer: The output of the embedding layer is 
passed through a 1D convolutional layer, which captures local 
features of the text such as n-grams. The convolution operation 
is defined as: 

ℎ𝑖 = 𝑅𝑒𝐿𝑈(𝑊𝑐𝑜𝑛𝑣  * 𝑒𝑖 + 𝑏𝑐𝑜𝑛𝑣)   (7) 

where 𝑊𝑐𝑜𝑛𝑣  ∈  ℝ𝑓 × 𝑑 is the convolution filter with filter 
size 𝑓,∗  denotes the convolution operation, and 𝑏𝑐𝑜𝑛𝑣  is the 

bias. The output ℎ𝑖 ∈  ℝ𝐿 − 𝑓 + 1 is then passed through a max-
pooling layer to reduce the dimensionality and retain important 
features. 

Bidirectional GRU Layer: The key idea is that this system 
employs a BiGRU model, demonstrates its strong data 

representation and superior sequence modeling ability. As a 
result, the BiGRU consequently utilizes the essential and 
extracts important features from that mutated input by 
producing diverse characteristics for classification or analysis. 
BiGRU: A BiGRU basically a more advanced version of the 
normal GRU which can extract information from both past and 
future states in a time sequence. esoteric-shape-labelling-
model: model that still predicts an entire sequence, however 
with additional labelling of esoteric shapes in the output 1. this 
can be valuable when the entirety of the pipeline is needed to 
make accurate predictions When using a traditional GRU, data 
goes through the model one at a time and an internal hidden 
state saves information between samples. On the other hand, it 
has only acquired data from previous incidents. BiGRU: A Bi-
directional LSTM is composed of two GRUs working in 
opposite directions, one that goes from left to right and the 
other from right to left across the same input. At the beginning 
of each time step, these outputs are combined to get the entire 
sequence since we use information from both future and past 
contexts. 

A GRU cell at time step t computes the following: 

Update gate 𝑧𝑡 = 𝜎(𝑊𝑧 × [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑧), (8) 

Reset gate 𝑟𝑡 = 𝜎(𝑊𝑟 × [ℎ𝑡 − 1, 𝑥𝑡] + 𝑏𝑟), (9) 

Candidate hidden state ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊ℎ ⋅ [𝑟𝑡 × ℎ𝑡 − 1, 𝑥𝑡] +
𝑏ℎ,      (10) 

Final hidden state: 
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ℎ𝑡′ = 𝑧𝑡 × ℎ𝑡 − 1 + (1 − 𝑧𝑡) × ℎ𝑡  (11) 

Here, the σ parameter represents the sigmoid activation 
function, tanh signifies the hyperbolic tangent function, W and 
b describe the weights and biases, respectively, xt indicates the 
input at time t, and ht refers to the hidden state at time t. The 
BiGRU comprises two hidden states at each time step, denoted 
as ht(fwd) and ht(bwd), derived from the forward and 
backward GRUs, respectively. The forward GRU processes the 
sequence traditionally, whereas the backward GRU processes it 
in reverse. The max-pooled output is then fed into a 
Bidirectional GRU (Bi-GRU) layer to capture both forward 
and backward sequential dependencies in the text. The GRU 
layer computes the hidden state ℎ𝑡  at each time step t as 
follows: 

ℎ𝑡 = (1 −  𝑧𝑡) × (ℎ(𝑡−1) + 𝑧𝑡 × h̃𝑡) (12) 

where 𝑧𝑡  is the update gate, ⊙ is the element-wise 

multiplication, and h̃𝑡 is the candidate activation computed by: 

h̃𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡
 + 𝑈 (𝑟𝑡⊙ ℎ𝑡−1))  (13) 

Here, 𝑟𝑡  is the reset gate, and 𝑊, 𝑈  are weight matrices. 
The Bi-GRU concatenates the hidden states from both the 
forward and backward passes. 

Attention Mechanism: To further improve the model's 
ability to focus on important parts of the sequence, we apply an 
attention mechanism. The attention mechanism assigns a 
weight α_t to each time step t, computed as: 

𝑎𝑡 = 
exp (𝑈𝑡

𝑇𝑣)

∑ exp (𝑈𝑡′
𝑇 𝑉)𝑡′

   (14) 

Where, the parameter 𝑢𝑡 is the hidden state at time step 𝑡, 
and 𝑣 is a context vector learned during training. The attention 
output 𝑜 is the weighted sum of the hidden states: 

o = ∑ 𝑎𝑡𝑢𝑡𝑡     (15) 

Dense and Dropout Layers: The attention output is then 
passed through a dense layer with 128 units and L2 
regularization. The output of the dense layer is: 

𝑧 = 𝑅𝑒𝐿𝑈(𝑊𝑑𝑒𝑛𝑠𝑒  𝑜 + 𝑏𝑑𝑒𝑛𝑠𝑒)   (16) 

Where, the parameter 𝑊𝑑𝑒𝑛𝑠𝑒  is the weight matrix, 𝑏𝑑𝑒𝑛𝑠𝑒  
is the bias, and 𝐿2 regularization is applied with a coefficient 𝜆 
to avoid overfitting. Additionally, a dropout layer with a 
dropout rate of 0.6 is applied, which randomly sets some units 
to zero during training to further prevent overfitting. 

Output Layer: Finally, the model outputs a probability for 
the binary classification task using a sigmoid activation 
function. The output probability �̂� is computed as: 

�̂� = σ(𝑊𝑜𝑢𝑡𝑧 + 𝑏𝑜𝑢𝑡)   (17) 

Where, the function 𝜎(𝑥) = 
1

1+𝑒−𝑧 is the sigmoid function, 

and W_out and b_out are the weights and biases of the output 
layer, respectively. 

Training and Optimization: The model is trained using the 
Adam optimizer with a learning rate 𝜂 =  1 ×  10−3 . The 

objective is to minimize the binary cross-entropy loss function, 
defined as: 

𝐿 =  − 
1

𝑛
∑ [𝑦𝑖 log(�̂�𝑖) + (1 − 𝑦𝑖) 𝑙𝑜𝑔 (1 − ŷ𝑖)]𝑛

𝑛−1 (18) 

where 𝑦𝑖  is the true label and ŷ𝑖  is the predicted probability 
for sample 𝑖.  The model is trained over 100 epochs with a 
batch size of 32, and 10% of the training data is used for 
validation during training. Early stopping and checkpointing 
are applied to avoid overfitting by monitoring the validation 
loss. 

IV. EXPERIMENTAL RESULTS 

All experiments were conducted using the Google Colab 
platform, leveraging its GPU capabilities and other relevant 
hardware resources to efficiently run deep learning models. 
The programming language used for the experiments was 
Python. The hyper-parameters utilized in this study are 
presented in Table II. The classification architecture is based 
on Bidirectional Gated Recurrent Unit (BiGRU) with multiple 
stacked layers, up to four units that process text from left to 
right, and vice versa. The stacked gated recurrent unit is used 
in conjunction with AraVec to effectively learn rich semantic 
and contextual information. AraVec provides six different 
word embedding models, where each text domain (i.e., X, 
Internet, and Wikipedia) has two different models. In this 
model training, we only used the pre-trained X model in 
word2vec, on 204,448 terms collected from 66,900,000 posts. 
Each word will then have a vector representation. 

After applying the embedding, the average post length, was 
identified as a reference for the maximum network input size. 
After embedding the posts in AraVec, the post lengths were 
normalized to ensure that the post lengths were equal before 
the training process. The data were randomly split into training 
data and test data with 80% of the data used for the training set, 
10% used for the validation set, and another 10% used for the 
test set using the train-test-split function of the scikit-learn 
library. The model was implemented using Python on Google 
Colab. Training lasted approximately five hours and six 
minutes using one GPU.  

For the machine learning experiments, the scikit-learn 
library was utilized to split the dataset and to implement 
various machine learning classifiers. In the deep learning 
experiments, the TensorFlow framework was employed to 
build and train the deep learning models, specifically the CNN-
BiGRU-Focus model. Additionally, for transformer-based 
experiments, the transformers package from the Hugging Face 
platform was utilized to access and fine-tune pre-trained 
transformer models. The dataset used in all experiments was 
split into 80% for training and 20% for testing, ensuring a 
robust evaluation of the model performance. This table outlines 
the key hyper-parameters used in building and training the 
CNN-BiGRU-Focus model for Arabic sentiment and hate 
speech detection. Common evaluation metrics including 
precision, recall, F1-score as well as accuracy and AUC-ROC 
were utilized for validation of the suggested hybrid CNN-
BiGRU-Focus model with Arabic hate speech and sentiment 
detection. These metrics provide an overall evaluation of the 
model. 
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TABLE II. HYPER-PARAMETER SETTINGS FOR THE PROPOSED CNN-BIGRU-FOCUS MODEL 

Hyper-Parameter Description Value/Setting 

Embedding Dimension Size of the dense vector representation for each word 128 

Vocabulary Size Number of unique words considered in the tokenizer 5000 

Sequence Length (L) Maximum number of tokens per sequence (after padding) 100 

CNN Filters Number of filters used in the 1D convolution layer 64 

Kernel Size Size of the convolution window 3 

GRU Units Number of hidden units in the Bidirectional GRU layer 64 

Dropout Rate Fraction of neurons dropped during training 0.6 

L2 Regularization L2 penalty to prevent overfitting in the dense layer 0.01 

Activation Function Activation function used in the dense layer ReLU 

Output Activation Activation function for the output layer (binary classification) Sigmoid 

Optimizer Algorithm used to optimize model parameters Adam 

Learning Rate Learning rate for the Adam optimizer 1 × 10-3 

Batch Size Number of samples per gradient update 32 

Epochs Number of complete passes through the training dataset 100 

Validation Split Proportion of data used for validation 10% 

Early Stopping Patience Number of epochs without improvement before stopping 10 

Precision: This is the ratio of correctly predicted positive 
observations to the total number of predicted positives. Here, 
precision tells how many UCs were correctly identified as hate 
or sentiment. In mathematical term, it is defined as: 

Precision =
True Positives

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
  (19) 

A more specific precise value would indicate that the model 
is capable of making good or bad UC predictions. 

Recall, also known as sensitivity, is the ratio of correctly 
predicted positive UCs to all actual positive UCs. It captures 
how well your model can find all the positive UCs. The 
formula for recall is: 

Recall =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

True Positives
 (20) 

A higher recall indicates that the model is better at 
detecting actual UC results (True Positives influenced). 

The F1-Score (or F-measure) is the harmonic mean of 
precision and recall, taking both false positives and false 
negatives into account. This is especially a good choice when 
the dataset is imbalanced. The way thus, to calculate the F1-
score is: 

F1 − Score = 2 ×
Precision×Recall

Precision+Recall
    (21) 

Accuracy represents the overall proportion of correctly 
predicted UCs (both positive and negative) out of the total 
number of UCs in the dataset. It is defined as: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠

 𝑇𝑜𝑡𝑎𝑙 𝑈𝐶𝑠
    (22) 

Receiver Operating Characteristic (ROC) curve AUC–
measure how well a model is capable of distinguishing 
between classes, i.e. generating a differentiation with different 
threshold points. These metrics together assess that the 
proposed system is efficient to detect and discriminate such 
hate speech and sentiment in Arabic social media content. 

The validation and accuracy loss are displayed in Fig. 5 of 
the proposed CNN-BiLSTM-Focus system over 8 epochs 
demonstrate a steady improvement in performance. Initially, 
both training and validation losses are high, but they decrease 
as the model learns more effective representations from the 
data. By the later epochs, the validation loss plateaus, 
indicating the model is no longer overfitting and has achieved 
stable generalization. The accuracy steadily increases across 
epochs, reaching optimal values in the final epochs, signifying 
strong model convergence. 

An AUC of 0.99 is for the proposed CNN-BiGRU-Focus 
model in detecting hate versus non-hate speech related to 
Ashura recognition signifies that the model is highly effective 
at distinguishing between the two classes. The AUC, or Area 
Under the ROC Curve, measures the model's ability to 
differentiate between positive (hate speech) and negative (non-
hate speech) instances. With an AUC of 0.99, the model is 
capable of correctly classifying 99% of randomly chosen pairs 
of hate and non-hate posts, which reflects near-perfect 
discrimination. This result indicates that the CNN-BiGRU-
Focus system is exceptionally well-suited for content 
moderation tasks in Arabic social media, handling complex 
language features and dialect variations effectively. Fig. 6 is 
visually represented this AUC curve. 

 
(a) 
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(b) 

Fig. 5. Validation loss (a) and accuracy loss (b) with 100 epochs of proposed 

CNN-BiLSTM-Focus proposed system. 

RQ1: How tolerant are X users posting on Ashura? to 
address this question, a deep learning approach employing a 
CNN-BiGRU-focus model was utilized. This model was 
applied to a classified dataset consisting of 428,210 posts. 
Using the previously described architecture, the data 
classification revealed that 32% of the posts in the dataset 
contained hate speech. The model achieved a classification 
accuracy of 99.89%, as illustrated in Fig. 5. For the proposed 
CNN-BiLSTM-Focus system, the training lasts for 100 epochs. 
Fig. 5 shows how the loss of validation and training accuracy 
evolve over this period. Part (a) indicates that as it continues 
training model's performance improves because its validation 
loss decreases consistently. This means less overfitting on data 
it has now seen many times before; although far from perfect, 
the result is clearly moving toward "better". In part (b) it can 
see that with each passing epoch, the model's accuracy in 
making such classifications grows. 

Posts from the 30th of Dhu al-Hijjah 1443 AH to the 20th 
of Muharram 1444 AH were systematically analyzed to 
identify hate speech content. The calendar system used here is 
the Hijri calendar, with the month Muharram is the first month 
and Dhu al-Hijjah is the last. The results, as depicted in Fig. 6, 
indicated a notable peak in hate speech on the 10th of 
Muharram, followed by a subsequent decline. In this Ashura-
related data set, Fig. 6 depicts the entire curve below which 
divides class 1 from class 0 using the AUC of CNN-BiGRU-
Focus model. Its results are striking. A large AUC value means 
that this model can clearly distinguish between hate and non-
hate content. Such accuracy of judgment demonstrates the 
model's strong ability, robust discrimination capabilities. This 
spike on the 10th coincides with the date of Ashura, a 
significant day in the Hijri calendar. Despite the peak, the 
analysis revealed that non-hate speech content was more 
prevalent then hate-speech throughout the examined period. 

RQ2: What are the most common words used to comment 
on Ashura? this section examines the most frequently used 
words in the dataset, which constituted 18% of the total data. 
The term "Hussein" was the most frequently mentioned word, 
appearing 791,764 times. The CNN-BiGRU-Focus deep 
learning model classifies posts with high accuracy as shown in 
Fig. 7, effectively distinguishing between categories such as 

hate and non-hate speech. The word "peace" commonly 
appeared in phrases such as "peace be upon him" or "peace be 
upon you." The term "Imam," predominantly used by Shiites to 
refer to Hussein, was the third most frequently mentioned 
word. These top three words are primarily associated with 
Shiite religious expressions, thereby highlighting their freedom 
of expression on X. 

 

Fig. 6. AUC of the proposed CNN-BiGRU-Focus model in detecting hate 

versus non-hate speech related to Ashura recognition. 

Additionally, the term "revolution" frequently appeared in 
contexts like "Ashura revolution" or "Muharram revolution." 
The word "fasting" was notably prevalent after "Hussein" on 
the 9th of Muharram and was the seventh most frequently-sed 
word on the 10th, indicating that Sunnis also expressed their 
religious practices, such as fasting on Ashura, in their posts. 
Fig. 8 illustrates the frequency of use of these words over the 
three days of Ashura, from the 9th to the 11th. 

RQ3: What is the relationship between emojis and 
tolerance in posts on Ashura? This section investigates the 
relationship between emojis and speech tolerance in users’ 
posts related to Ashura. The analysis included the 20 most 
frequently used emojis extracted from the dataset. The broken 

heart emoji (💔), which symbolized sadness on Ashura, was 
the most used, with 93,508 occurrences. It was followed by the 

black heart emoji (🖤), which expresses love for Hussein, with 

44,513 occurrences, and the black flag emoji (🏴), which 
symbolizes mourning, 43,853 with instances. These findings 
are illustrated in Fig. 9. The analysis of emoji usage suggested 
that Shiites freely express their religious rituals on X. The 

presence of laughing emojis (😂, 🤣) during a religious 
occasion may indicate mockery, as proven from a sample of 
checked posts accompanying the laughing emojis, which 
carries negative or intolerant connotations. The analysis reveals 
that emojis expressing sadness, tolerance, and prayers were the 
most frequently used, totaling 380,612 instances. Despite the 
challenge of distinguishing whether these emojis were used by 
Sunnis or Shiites, the low frequency of mockery and hate 
speech emojis suggests a generally positive indicator of 
tolerance towards religious beliefs. Specifically, only about 
15% of the top ten most used emojis conveyed mockery, 
represented by the laughing emojis. 
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Fig. 7. Posts classification based on the CNN-BiGRU-focus deep learning 

model. 

 

Fig. 8. Volume of hate speech during ashura. 

 

Fig. 9. Most frequently used words during ashura. 

 

Fig. 10. Top 14 emoji in ashura related posts. 

Table III presents a comparative analysis of the proposed 
CNN-BiGRU-Focus model against several state-of-the-art deep 
learning systems for detecting hate speech related to Ashura. 
The models were evaluated based on precision, recall, F1-
score, AUC, and accuracy using a dataset split of 80% training 

and 20% testing. The CNN-BiGRU-Focus model outperforms 
all other models, achieving the highest accuracy (99.89%), 
precision (96%), recall (98%), F1-score (98%), and AUC 
(99%). This indicates its superior ability to handle the 
complexities of Arabic language hate speech, particularly when 
compared to simpler architectures like RNN (accuracy: 
85.72%) and LSTM-RNN (accuracy: 88.50%). Even advanced 
models like BiGRU and BERT show lower performance in 
accuracy (94.00% and 97.50%, respectively) and other metrics. 
The CNN-BiGRU-Focus model's integration of CNN for local 
pattern detection, BiGRU for sequential dependency capture, 
and attention mechanism for enhanced focus on relevant input 
sections contributes significantly to its exceptional 
performance, marking a substantial improvement over previous 
models in hate speech detection. 

The ablation study explores how various components and 
configurations impact the performance of the proposed CNN-
BiGRU-Focus model as presented in Fig. 10. The full model 
consistently achieves the highest performance across all 
metrics, demonstrating the importance of combining CNN, 
BiGRU, and attention mechanisms. Without CNN: 
Performance drops when removing CNN, especially in terms 
of precision and F1-score, indicating that CNN effectively 
captures local features and patterns in the text, which are 
crucial for accurate classification. Without Attention: The 
absence of attention causes a noticeable decline in all metrics, 
highlighting the role of the attention mechanism in focusing on 
the most relevant parts of the sequence, thereby improving 
model accuracy and interpretability. Without BiGRU: 
Removing BiGRU results in lower performance, especially in 
recall, as BiGRU is responsible for learning long-term 
dependencies and understanding the sequential nature of the 
text. Without Dropout: The model without dropout shows a 
slight reduction in accuracy, suggesting that dropout helps 
prevent overfitting by introducing regularization. Reduced 
GRU Units: Reducing the number of GRU units from 64 to 32 
leads to a slight decrease in performance, particularly in recall, 
indicating that more GRU units capture richer temporal 
information in the sequence. Increased CNN Filters: Increasing 
the number of CNN filters from 64 to 128 slightly improves 
performance, especially in precision and accuracy, suggesting 
that more filters enhance the model's ability to extract 
meaningful features from the data. Fig. 10 shows various 
confusion metrics (Fig. 12) for proposed system CNN-BiGRU-
Focus compared to different ratios of hate speech. The state-of-
the-art comparisons shown in Fig. 11, demonstrating the 
superior performance of the CNN-BiGRU-Focus model.  

V. DISCUSSION 

The experiments conducted in this study leverage deep 
learning, particularly a hybrid CNN-BiGRU-Focus 
architecture, to address hate speech detection and sentiment 
analysis in Arabic text, specifically focusing on religious 
events like Ashura. The choice of Bidirectional Gated 
Recurrent Units (BiGRU) with attention mechanisms was 
strategic for handling sequential and contextual data while 
focusing on key patterns within the text. The experiments were 
carried out using Google Colab's GPU infrastructure, enabling 
efficient training of deep learning models on large datasets, 
with a total of 428,210 posts analyzed. 
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The proposed CNN-BiGRU-Focus model outperformed 
both the traditional machine learning classifiers as well as 
specific deep learning models (DenseNet and InceptionV3). 
The BiGRU component was used to model long-term 
relationships between the text as well as attention was 
beneficial in interpretability, where this could shift most of the 
focus on the input that is most relevant. The results in the tests 
confirm the CNN-BiGRU-Focus model exhibits outstanding 

generalization capability towards diverse deep learning and 
transformer-based architectures, with excellent performance 
over more evaluation metrics such as accuracy, precision, 
recall, F1-score. The proposed CNN-BiGRU-Focus model has 
shown to benefit both of Arabic Hate Speech Detection and 
Sentiment Analysis. The combination of CNN + BiGRU 
parallel model to identify local patterns and long-term 
dependencies of the text. 

TABLE III. COMPARING THE PROPOSED CNN-BIGRU-FOCUS MECHANISM WITH STATE-OF-THE-ART DL SYSTEMS IN TERMS OF PRECISION, RECALL, F1-
SCORE, AUC AND ACCURACY ON 20% TESTING AND 80% TRAINING DATASETS FOR RECOGNITION OF ASHURA HATE 

Model Accuracy (%) Precision (%) Recall (%) F1-Score (%) AUC (%) 

RNN 85.72 83 85 84 87 

LSTM-RNN 88.50 85 87 86 89 

Bi-LSTM 91.25 89 90 89.5 91 

GRU 92.10 90 91 90.5 92 

BiGRU 94.00 93 92 92.5 93 

BERT 97.50 95 96 95.5 97 

CNN + GRU 98.10 94 95 94.5 96 

CNN-BiGRU-Focus 99.89 96 98 98 99 

 

Fig. 11. These findings are visualized in the graphs above, which illustrate the effect of these modifications on precision, recall, F1-score, and accuracy across 

different model configurations. 
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Fig. 12. Various confusion metrics for proposed system CNN-BiGRU-Focus compared to different ratios of hate speech. 

 

Fig. 13. State-of-the-art comparisons of proposed CNN-BiGRU-Focus model with other models, including Albadi-SVM-Logistic [10], Alshaalan-CNN-GRU 

[13], and Mulki-NB-SVM [14]. 

The CNN module is inept for capturing global features, 
which are really essential for the more complicated tasks like 
hate speech or sentiment detection in a short text string. In 
contrast, the BiGRU processes text in a forward and backward 
direction to capture dependencies among words across both 
directions, teaching the model about context and relationships 
between words over longer sequences. Adding one more layer 
of an attention mechanism on top of the System further 
enhances its overall performance, thereby increasing 
interpretability and accuracy. The combination of these ensures 
that CNN-BiGRU-Focus (see Fig. 13) is able to tackle complex 
cases in the Arabic language effectively, such as dialectal and 
context nuances unseen by conventional systems. Attention 
Mechanism also provides interpretability in the decision 
process, which is important for sentimental analysis 

The analysis in the perspective of ablation started judging 
the architecture to compare with different configurations. 

When we take away the CNN or attention mechanisms, our 
method does not drop in performance which only results in a 
decrease of accuracy, precision and recall scores. Likewise, it 
was observed that decreasing the number of GRU units made 
the model less well-performed, which demonstrates the 
necessity for right depth for a network. This study illustrates 
how crucial it is to incorporate both convolution layers and 
recurrent networks together in order to better manage a 
somewhat complex more contextual-based text data such as the 
original Arabic cultural & religious content. 

The results held important implications in terms of 
language and social factors. An analysis showed pronounced 
peaks in hate speech on certain calendar dates, particularly the 
10th of Muharram (Ashura — a day of mourning and overly 
sensitive religious issue that generates very fervent online 
discussion). Words such as "Hussein" and "Imam" which 
directly related to Shiite Muslims are getting frequent during 
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the Ashura festival, words such as "fasting" were observed as a 
part of Sunni Muslims in this religious practice. The study also 
investigates the use of emojis to express feelings. Complaint: 
Emojis of sadness and mourning, predominantly, illustrated the 
dark tone of Ashura event but — to a lesser extent — emojis 
showed mockery; showing less tolerance or negative 
sentiments. 

Regarding the technical contributions, not only CNN-
BiGRU-Focus model identified hate speech effectively but also 
due to Attention Mechanism provided interpretability. This is 
essential for social media monitoring applications because 
things that make a model’s prediction transparent are no less 
important than other criteria such as accuracy. The high 
accuracy of the model in Arabic (up to 99% on all 
configurations) proves that this model trained on Ashura-
Arabic text behaves satisfactorily fine in processing complex 
language tasks, like constituent parsing, even for low resource 
languages such as Arabic. Addressing these dimensions as 
presented in Table 4 will require the proposed system to 
expand into a broader social media analyzing tool for academic 
research, and practical applications associated with content 
moderation and policy-making. 

TABLE IV. CURRENT LIMITATIONS AND FUTURE WORKS OF PROPOSED 

SYSTEM 

No. Future works 

1 
Extending the model to process not just Arabic text but also multiple 
languages, potentially dialects as well as images/videos from social 

media which can enhance the understanding of user sentiment. 

2 

Real-time Hate Speech Detection: Extending the model to process live 

social media streams for a timely content moderation system using 
platforms such as X and Facebook. 

3 

More specifically, the Arabic model can be trained on top of other 

models to update or adapt to certain domains or events such as politics 

and news so that the performance and adaptation of these models will 
improve. 

VI. CONCLUSIONS 

In this research deep learning technique was deployed to 
process X data of the Ashura period 1444 AH. The four-week 
period was then used to collect, process and classify a total of 
2,322,708 posts in order to analyze the tolerance exhibited by 
users. The Bi-GRU with multiple layers stacked on one 
another, along with AraVec embeddings were used for the 
analysis. The model achieved an accuracy of 99.89% in finding 
hate speech within 32% of the Ashura-related posts analyzed 
but a different trend is indicated by the analysis of posts 
including emojis, showing that a larger number of tolerance 
and peaceful expressions are used amongst Ashura. This 
discrepancy may be attributed to two factors: first, not all posts 
contain emojis, leading to variability in the results; second, the 
presence of emojis might reflect a less negative emotional state 
among users on the platform. 

In this study, the author introduces a new hybrid DL model 
for analyzing Ashura-Arabic related hate speech and sentiment 
during the religious event Ashura using DL called CNN-
BiGRU-Focus model which tremendously improves the 
efficiency of both tasks. The model surpassed traditional 
machine-learning classifiers and deep learning models like 

DenseNet and InceptionV3. By stacking CNN and BiGRU, this 
design provided excellent accuracy with the power of local 
feature extraction from CNN and long-range dependencies 
capturing property of Bi-Directional GRU over sequential data. 
Besides, by adding the attention mechanism, model resembled 
more like a human being who can decide which portion of text 
should not be focused on while analyzing some other part 
involved equally in context and predict new word making 
model interpretable rather oblivion. 

In the future, as shown in Table IV, we will expand our 
model to multi-lingual and multimodal data so that real-time 
detection of hate content on large-scale social media platforms 
such as Facebook, Twitter and Instagram can be done. Efforts 
will also focus on bias mitigation and fairness in predictions to 
ensure the model is equitable across groups. Thirdly, a 
federated learning (FL) approach will be used to improve hate 
speech detection that is privacy-preserving without leaking 
data. 
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Abstract—In order to improve the analysis effector 

percussion waveform, this paper studies the percussion big data 

mining and modeling method based on the deep neural network 

model. Aiming at the problem of the high sampling rate of 

Analog to Digital Converter (ADC) when the wideband 

frequency-hopping Linear Frequency Modulation (LFM) 

percussion waveform is sampled by Nyquist, this paper proposes 

a method of under sampling, and conducts a simple theoretical 

analysis. When the signal-to-noise ratio is 35dB, the frequency 

measurement error is close to 1MHz, which can meet the 

requirements of frequency measurement accuracy. When the 

signal-to-noise ratio is higher than 35dB, the frequency 

measurement error gradually decreases and eventually stabilizes, 

with a frequency measurement accuracy of around 30 kHz. Due 

to the low environmental interference in the sound wave 

recognition of percussion instruments and the close distance 

between the hardware equipment and the percussion instruments 

in this paper, the recognition results of the model in this paper 

have high accuracy Compared with existing methods, this article 

is more reliable in identifying percussion sound waves. From the 

data, it can be seen that the method proposed in this article has 

better performance in waveform recognition in impact big data 

mining models. 

Keywords—Deep neural network; percussion; big data; mining; 

modeling 

I. INTRODUCTION 

All musical instruments generate and propagate sound 
waves. Sound waves can be simulated and form echoes 
through frequency hopping signals. Therefore, to extract 
effective information from instrument performances, one can 
start with frequency hopping signals and propose signal 
processing methods that can be applied to instrument 
performance information data mining. This article takes big 
data mining of percussion as an example for research, first 
analyzing the relevant research on the performance 
characteristics of percussion instruments. 

In many percussion instruments, the same timbre can be 
played in different hitting positions, such as bell rings, bass 
drum bangs, and so on. When the player hits these sounds, he 
usually chooses a relatively convenient hitting position to 
complete the performance according to the preceding and 
following phrases among the many hitting positions. In some 
percussion works, by carefully arranging the striking position, 
the body shape can be changed to achieve the purpose of 
displaying the musical image [1]. 

There is relatively little research on extracting effective 
information from instrument performance, so this article 

proposes an effective music information data mining method 
based on practical needs. This paper studies and improves the 
percussion big data mining and modeling method based on the 
deep neural network model combined with the robot simulation 
technology, explores the research effect of percussion, and 
effectively improves the performance of percussion [2]. 

A method of undersampling is proposed to address the 
issue of high ADC sampling rate during Nyquist sampling of 
broadband frequency hopping LFM percussion waveforms, 
and a simple theoretical analysis is conducted. At the same 
time, for the frequency ambiguity caused by undersampling, 
two commonly used frequency deblurring methods, the 
Chinese remainder theorem and time-frequency analysis, were 
introduced, and the implementation complexity of these two 
methods was analyzed. A method based on multi-channel 
frequency partition decomposition blurring was proposed [3]. 

When performing percussion works, in certain sections 
with complex rhythmic changes or compound beats, the 
performer will subconsciously use their head, torso, and other 
limbs to strike the rhythm, prompting the audience to follow 
the logic of rhythm division. When fingers strike a paragraph 
in music, the shape of the fingers can guide the audience's 
understanding of the musical phrase. The performer will design 
the finger shape during or after striking while ensuring the 
timbre. While ensuring the beauty of the striking form, 
integrate it with the underlying emotions of the music. The 
innovation of this article lies in proposing a deblurring method 
based on multi-channel frequency division, which greatly 
reduces the implementation complexity. Finally, the fast 
frequency measurement is achieved through linear 
interpolation zero crossing frequency measurement method, 
improving the extraction effect of vocal waveform 

Section I of this article mainly introduces the background 
and current situation, leading to the research content of this 
article. The following is the relevant work section, which 
mainly summarizes the existing research work in Section II, 
raises the existing research problems, and proposes 
improvement strategies for this article. Section III is the 
algorithm model section, which proposes the improved 
algorithm and model of this article, conducts experimental 
research is presented in Section IV, and finally summarizes the 
research content of this article in Section V. 

II. RELATED WORK 

Non-deep learning algorithms consider audio 
characteristics and search for different feature representations 
of accompaniment and singing in songs, separating 
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accompaniment and singing. This type of method relies on 
long-term accumulated audio knowledge to identify differences 
between the two, but typically finds distinguishable features 
with long cycles, high difficulty, and may not be universally 
applicable to all types of songs. Non-deep learning separation 
techniques mainly include matrix factorization and acoustic 
features. Non-negative matrix factorization (NMF) and robust 
principal component analysis (RPCA) are two typical matrix 
factorization methods used for vocal separation. From the 
perspective of acoustic features, propose a method for 
calculating auditory scene analysis based on pitch inference 
and accompaniment repetition. Due to the involvement of 
multiple disciplines in the fields of audio and computer 
science, the accompaniment and vocal frequency spectra in 
songs are intertwined and intertwined. Currently, non-deep 
learning algorithms for vocal separation have made some 
progress, but there are still problems with mixed 
vocal/accompaniment and low separation quality [4]. Deep 
learning algorithms mainly use deep, high semantic, and highly 
distinguishable features automatically learned by neural 
networks to separate and predict the time-frequency spectrum 
of accompaniment/singing, and finally reconstruct the 
accompaniment and singing signals. This type of algorithm 
mainly relies on the selection of neural networks. Suitable 
neural networks can learn and capture features that distinguish 
between the two, thereby predicting time-frequency spectra 
that are closer to the original accompaniment/singing. Deep 
learning algorithms include two categories: modeling in the 
frequency domain and modeling in the time domain [5]. 
Reference [6] focuses on deep learning algorithms and 
therefore provides a detailed introduction to the frequency 
domain and time domain models of deep learning. Frequency 
domain model: Due to the significant performance of neural 
networks on images and the fact that the frequency domain has 
more exploitable information compared to the time domain, 
existing algorithms focus on modeling time-frequency spectra 
in the frequency domain, known as frequency domain models. 
The main idea is to transform the song from time domain to 
frequency domain through short-time Fourier transform, input 
the time-frequency spectrum of the song into a neural network, 
and the network predicts the time-frequency spectrum of the 
accompaniment and singing voice. Finally, the phase 
approximation of the original song is used instead of the 
accompaniment and singing phase, and the time-frequency 
spectra of the accompaniment and singing are combined with 
the original song phase spectrum to reconstruct the 
time-domain signals of the accompaniment and singing. The 
separation performance of frequency domain models depends 
on the selection of neural networks. A network structure with 
rich structure and the ability to capture and learn 
comprehensive features can predict high-precision 
accompaniment/singing time-frequency spectra. In the 
reconstruction phase, the frequency domain model 
approximates the separated signal phase using the original song 
phase, without modeling the phase, which is currently a factor 
that restricts the quality of separation [7]. 

Time domain model: Modeling in the time domain refers to 
using time-domain signals as input and directly putting them 
into a neural network for training. The network outputs 
separated time-domain signals of accompaniment and singing. 

Directly modeling in the time domain avoids the problem of 
phase distortion in the frequency domain model. The study in 
[8] attempted to model in the time domain and achieved good 
separation results. However, due to the high sampling rate of 
audio signals, the one-dimensional signal in the time domain is 
very large, resulting in excessive input to the neural network. 
Whether the network can adapt to the large input size and learn 
abstract features such as time and space reasonably is a 
challenge to the network separation performance. Therefore, 
there is still some research and exploration space for the time 
domain model. 

The main separation idea of the frequency domain model is 
to use the time-frequency spectrum after short-time Fourier 
transform as the network input, utilize the advantage of neural 
network automatic feature learning, capture high semantic 
features that can distinguish accompaniment and singing, and 
predict the mask matrix (composed of numbers between 0 and 
1) of accompaniment and singing signals. Then, based on the 
original song time-frequency spectrum and the predicted mask, 
the time-frequency spectrum of accompaniment/singing is 
obtained. Finally, by combining the phase reconstruction of the 
original song, the time-domain signals of the accompaniment 
and singing voice are obtained [9]. The quality of frequency 
domain model separation depends on the accuracy of the 
time-frequency spectrum predicted by the network, and the 
network structure and learned features determine the quality of 
separation [10]. 

At present, the neural networks used in frequency domain 
models have transitioned from basic neural networks (such as 
RNN, LSTM, CNN) to structurally rich and multi-level neural 
networks (such as U-Net, SH-4Stack). With the continuous 
enrichment and diversity of network structures, the learned 
features have also been continuously improved. However, the 
common feature of advanced neural networks used for 
monaural vocal separation today is that the network structure is 
serial, and after multiple downsampling, some information will 
be lost. Moreover, upsampling cannot restore the original 
information feature appearance, and the defects in the feature 
learning process result in low amplitude accuracy of the 
predicted time-frequency spectrum [11]. 

Music originates from rhythm, and rhythm is also the most 
basic element of music. When our ancestors in ancient times, 
based on the relationship between the heart and the pulse, 
rhythm instinctively evolved into a form of music. Rhythm is 
more important to music today than ever before. In the use of 
music, rhythm is more important than melody, harmony, and 
pitch. Rhythm without specific pitch can make the listener 
understand the content, but pitch without rhythm can only be 
called accent [12]. Rhythm is very important in musical 
elements, and accent is irreplaceable in the rhythm system. 
After the accent is played well, it will produce the 
corresponding rhythm. The accent is actually the power 
generated by the rhythm, and the rhythm is the vitality of the 
rhythm. Simply playing the rhythm without the change of 
accent, even if the music played is correct, it cannot make the 
listener dance with the music. The playing of the accent 
produces the rhythm, and the existence of the rhythm makes 
the rhythm have vitality. If the rhythm has life, the music will 
create a magical power for the listener to enjoy it [13]. 
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With the improvement of productivity and manufacturing 
level, the development of music goes hand in hand with it. 
Under the fierce market competition, many professional 
musical instrument craftsmen have created a guild system 
while working hard to produce excellent works. The 
appearance of guilds is to protect the interests of fellow 
handicraftsmen from being infringed by outsiders, in order to 
prevent the competition of foreign handicraftsmen and limit the 
competition between local handicraftsmen in the same 
industry, a civil organization established by urban 
handicraftsmen [14]. Guilds have both positive and negative 
effects. The various regulations issued by the guild have 
improved the production level of the musical instrument 
manufacturing industry to a certain extent, but also restricted 
free competition, the number of employees, the mass 
production of commodities, and the application of new 
production tools [15]. The various rules of the guild also make 
the shapes of musical instruments appear to be similar. The 
same type of musical instrument, although made by different 
craftsmen, has almost the same dimensions. In order to meet 
the market demand of the music industry, instrument 
manufacturers need more manpower for expanded 
reproduction [16]. Due to the high difficulty of processing 
musical instruments, many complex processing procedures still 
require manual operations and the skilled craftsmen of the 
processors. Therefore, the way for many musical instrument 
craftsmen to expand reproduction is not the training system, 
but the apprenticeship system [17]. Many apprentices need to 
practice in the workshop for several years, and then take over 
the mantle of the master and continue to make musical 
instruments. They don't have time to practice their musical 
instruments, and they have little experience in musical 
performances. They know the structure and workmanship of 
musical instruments well, but they don't understand music. 
Their duty is to produce instruments of the same level as the 
Master, pursuing more exquisite craftsmanship and production 
methods, rather than surpassing or innovating. It is precisely 
out of respect for the guild system, respect for traditions and a 
strong sense of responsibility for inheritance that many 
craftsmen have created the phenomenon of “inheritance” that is 
unique to musical instruments and is difficult to break [18]. 

Previous studies have shown that measuring the frequency 
of music signals in music data mining can cause spectrum 
aliasing, leading to frequency ambiguity. Therefore, it is 
necessary to deblur the sampled signals in order to obtain the 
true frequency of the signals. The core of frequency 
measurement methods under undersampling conditions is 
frequency deblurring, which involves undersampling 
broadband analog signals to obtain digital signals, and then 
using deblurring algorithms to recover the frequency of the 
digital signals to obtain the frequency of the original signal. 
The commonly used deblurring algorithms are the Chinese 
remainder theorem, time-frequency analysis, and compressive 
sensing. This article proposes a new deblurring algorithm 
based on multi-channel frequency band division. On this basis, 
the method of linear interpolation zero crossing frequency 
measurement is used to achieve fast frequency measurement of 
broadband frequency hopping signals. This method greatly 
reduces the system complexity while reducing the ADC 
sampling rate, and does not introduce additional deblurring 

errors. Finally, fast frequency measurement was achieved 
through linear interpolation zero crossing frequency 
measurement method. 

III. RESEARCH METHOD 

Percussion instruments have various forms of performance, 
and tapping with different parts can also emit audio signals 
with different characteristics. Feature mining can promote the 
development of smart music and is of great significance in 
helping performers discover deficiencies in performance in a 
timely manner. 

Due to the fact that the Nyquist sampling theorem cannot 
be satisfied when using time-domain undersampling 
technology to sample the measured acoustic signal, using 
classical frequency estimation methods at this time will result 
in spectral aliasing. For undersampled sample sequences, in 
order to obtain their frequency estimation without ambiguity, a 
feasible algorithm needs to be used to perform frequency 
deblurring on the undersampled sequence. Usually, methods 
such as the Chinese remainder theorem, time-frequency 
analysis, and compressive sensing can be used to de fuzzify the 
frequency of the test signal. These methods can indeed achieve 
good results in their respective application fields, but they have 
high computational complexity and cannot be used as a 
universal method for de fuzzifying broadband frequency 
hopping signals under undersampling conditions. Therefore, it 
is necessary to propose an undersampling frequency deblurring 
method with low computational complexity and suitable for 
broadband frequency hopping signals. 

The model in this article collects percussion signals, so in 
the actual collection process, the terminal hardware device will 
be connected to the collection device. The device that collects 
sound waves is very close to the percussion, and the volume 
and tone of the percussion sound are relatively high, which can 
be accurately collected by the terminal device. Therefore, the 
channel loss in the collection of sound channel signals can be 
ignored. 

According to the Nyquist sampling theorem, the sampling 
rate of the ADC should be at least twice or greater than the 
Nyquist sampling rate. 

A. The basic Theory of Under Sampling 

Under sampling is defined as digitizing percussion 
waveforms at a sampling frequency lower than the Nyquist 
sampling rate. The following under sampling analysis is carried 
out through the single carrier frequency percussion waveform. 

The input tone percussion waveform can be expressed as in 
[19]: 

 0x( t ) sin ω t φ 
   (1) 

Among them, 0ω  is the real frequency of the 

single-carrier percussion waveform, and 
φ

 is the initial phase 
of the single-carrier percussion waveform. According to the 
Fourier transform formula, it can be known that its spectrum is: 
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According to the relevant theory of digital percussion 
waveform processing, it can be known that the time domain 
sampling will cause the periodic extension of the spectrum, and 

the spectrum sX (ω )
 of the percussion waveform after 

sampling and the spectrum 
X(ω )

 of the percussion 
waveform before sampling satisfy: 
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Among them, sω  is the sampling frequency, sT
 is the 

sampling period. Therefore, when the percussion waveform 

x(t) is sampled at a fixed sampling rate sΩ , the spectrum of 
the digital percussion waveform after sampling is [20]: 
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It can be seen from the above formula that under the 

condition of under sampling, the real angular frequency 0ω  
of the percussion waveform can be obtained by calculating 
according to the fuzzy angular frequency ω  measured by the 
spectrum of the percussion waveform, the sampling frequency 

sΩ  and the number of ambiguities n relative to the sampling 
frequency. Therefore, the real percussion waveform frequency 
under under-sampling condition is obtained. The expression is 
as follows: 

0 s 0 sω nΩ ω, f nf f   
  (5) 

Among them, f is the fuzzy frequency measured according 

to the percussion waveform spectrum, sf
 is the sampling 

frequency of the percussion waveform, and 0f  is the real 
percussion waveform frequency. The sampling rate of the ADC 
must not be less than the Nyquist sampling rate. 

B. Ambiguous Understanding of Chinese Remainder Theorem 

The Chinese remainder theorem, as an outstanding 
achievement in ancient Chinese mathematics, embodies the 
wisdom of our ancestors and has made significant 
contributions in many modern research fields. This section will 
introduce the algorithm principle of the Chinese remainder 
theorem and further expand it. Simultaneously utilizing the 
Chinese remainder theorem for frequency analysis to achieve 
the goal of resolving ambiguity 

The Chinese remainder theorem is an important theorem in 
number theory. Its content can be described as: 

1 2 Lm ,m , ,mL
 is assumed as a positive integer that is 

relatively prime, and is defined as:  

i iM m / m ,1 i L  
   (6) 

Among them, there is 1 2 Lm m m m L
, then for any 

integer 1 2 Lr ,r , ,rL
, the following first-order congruential 

equations must have a solution [21], 

1 1

2 2

L L

X r mod m

X r mod m

X r mod m







 

M

    (7) 

Furthermore, the solution to the system of equations is 

L

i i i

i 1

X M M r mod m



   (8) 

Among them, iM
 is the inverse of iM

 to modulo im
, 

and it satisfies the following relation: 

i i iM M 1mod m ,1 i L  
  (9) 

If a and b are assumed to be given arbitrary positive 
integers, they can be decomposed into the form of division 
with remainder, which is expressed as follows [22]: 

1 1 1

1 2 2 2 1

n 2 n 1 n n n n 1

n 1 n n 1 n 1 n 1

a bq r ,0 r b

b r q r ,0 r r

r r q r ,0 r r

r r q r ,r 0

  

   

   

   



   

  
  (10) 

Among them, 1 2 n n 1q ,q , q ,q L
 and 1 2 n n 1r ,r , r ,r L

 
are arbitrary integers obtained. Because every division with 
remainder will reduce the remainder by at least 1, and b is a 
finite positive integer, in order to obtain an equation with a 
remainder of 0, at most b divisions with remainder can be 

performed. At this time, there is n 1r 0 
. According to the 

Euclidean algorithm, the greatest common divisor of a and b is 

the last remainder that is not 0 in Eq. (10), that is nr . 
Therefore, the following expression can be obtained [23]: 

ngcd( a,b ) r
    (11) 

In Eq. (11), 
gcd( )

 represents the greatest common 
divisor. In the process of solving the greatest common divisor, 
the coefficients generated by the solution are collected by 
extending the Euclidean algorithm. Then, after backward 
operation, the integers x and y can be found to satisfy the 
following equation: 
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ax by gcd( a,b )     (12) 

According to Eq. (6), it is easy to know that iM
 and im

 

are relatively prime, that is 
 i igcd M ,m 1

. According to 

Bezuo's theorem, there must be integers ix
 and iy

 such 
that the following equation holds [24]: 

 i i i i i iM x m y gcd M ,m ,1 i L   
 (13) 

By extending the Euclidean algorithm, the parameters ix
 

and iy
 can be obtained, and the modular inverse i iM x

 
can be obtained. In the radar system, the percussion waveform 
can usually be expressed as a single-frequency complex 
exponential form, and the percussion waveform expression is: 

 0s( t ) Aexp j2πf t ω( t ) 
  (14) 

Among them, the amplitude and frequency of the 

percussion waveform are represented by A and 0f , 

respectively, and the additive noise is represented by 
ω( t )

. If 

the additive noise ω( t )  is assumed to be Gaussian white 

noise with zero mean and variance 
2σ , the signal-to-noise 

ratio (SNR) satisfies the following equation [24]: 

2 2ρ A / σ
     (15) 

Among them, 
ρ

 represents the signal-to-noise ratio of the 
single-frequency complex percussion waveform with additive 
noise. From a fixed time, the percussion waveform is sampled 

at the sampling rate of sf
. If the sampling time is assumed to 

be T, the length of the sample sequence after sampling is N, 
and the following relationship is satisfied: 

sN Tf
      (16) 

Eq. (14) and Eq. (16) are combined to further obtain the 
time domain expression of the sample sequence after sampling: 

   0 s ss( n ) Aexp j2πf n / f ω n / f ,0 n N    
 (17) 

If the sampling rate sf
 satisfies the Nyquist sampling 

theorem, there is s 0f 2 f
. At this point, the sample 

sequence is subjected to N-point DFT analysis, which can be 
obtained The Spectrum of sample sequence: 

S( k ) DFT( s( n )),0 k N  
  (18) 

The spectrum S(k) of the sample sequence is subjected to 

spectral peak search, and the index position pk
 

corresponding to the peak spectral line satisfies the following 
equation: 

p 0 k Nk arg max {| S( k )|} 
  (19) 

Then, the real frequency 0f  of the percussion waveform 
can be obtained according to the following formula. 

0 pf k Δf 
      (20) 

Among them, sΔf f / N
 represents the spectral 

resolution of the DFT. 

However, in a practical environment, the percussion 

waveform frequency 0f  can be taken very large. In this case, 

if the sampling rate sf
 satisfies the Nyquist sampling 

theorem, the value of sf
 will be very large, which requires 

high requirements for ADC devices and high cost, which is 
difficult to achieve in some special occasions. At this time, the 
under-sampling scheme should be considered, and the 

sampling rate sf
 does not satisfy the Nyquist sampling 

theorem, that is,  

s 0f 2 f
      (21) 

In this case, the frequency estimation value of the original 
percussion waveform cannot be directly obtained by using the 
DFT frequency estimation method. At this time, according to 
the periodicity of the DFT spectrogram, the obtained frequency 
estimate is actually the frequency remainder (or aliasing 

frequency) rf
, which satisfies the following equation: 

r 0 sf f mod f
     (22) 

Considering that the Chinese remainder theorem uses the 
system of congruence equations to solve, the method of 
multi-channel under sampling can be used. According to the 

Eq. (21), the sampling frequency s1 sLf ~ f
 is selected to 

perform L-channel under sampling on the percussion 
waveform respectively. At the same time, the DFT analysis is 
performed on the sample sequence of each channel, and the 

index position p1 pLk ~ k
 corresponding to the spectral peak 

is obtained by using the Eq. (19), then the frequency remainder 
of each channel can be obtained to satisfy the following 
equation: 

ri pif k Δf ,1 i L   
   (23) 

According to Eq. (22), the system of congruence equations 
can be obtained, and the expression is as follows: 
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0 1 s1 r1

0 2 s2 r 2

0 L sL rL

f n f f

f n f f

f n f f

 


 


  

M

    (24) 

Among them, 1 2 Ln ,n , ,nL
 is the fuzzy multiple. 

Obviously, the Chinese remainder theorem can be used to 
solve the equation system (24), so as to obtain the percussion 

waveform frequency 0f . When the signal-to-noise ratio is 

high enough, the index position p1 pLk ~ k
 corresponding to 

the spectral peak can be directly obtained by spectral peak 
search according to the DFT spectrogram. 

Through the above analysis, in order to complete the 
fuzzy-free estimation of the frequency of percussion 
waveforms, at least two percussion waveforms are required. 
Therefore, Fig. 1 presents a dual-rate defuzzification structure 
based on the remainder theorem. 

 

Fig. 1. Double-rate defuzzification structure based on remainder theorem. 

C. Defuzzification based on Time-Frequency Analysis 

The so-called time-frequency analysis is to use the joint 
representation of the time domain and the frequency domain to 
obtain an accurate description of its local characteristics. 

Usually, the time-frequency analysis is performed after the 
real percussion waveform is converted into an analytical 

percussion waveform. If st is assumed to be a non-stationary 
real percussion waveform, its corresponding analytical 

percussion waveform st is expressed as: 

z( t ) s( t ) jH( s( t )) 
  (25) 

Among them, H(s(t)) represents the Hilbert transform of the 
real percussion waveform s(t). For the real percussion 

waveform, its Fourier transform satisfies the characteristic of 
conjugate symmetry, and the positive and negative frequency 
components contain the same information. Moreover, the 
advantage of analyzing the percussion waveform is that the 
negative frequency components with residual information are 
removed, and only the positive frequency components are 
retained, which will not cause information loss. 

For the real percussion waveform s(t), its energy density is 
2| s( t )|

, then the total energy of the percussion waveform is 
expressed as: 

2E |s( t )| dt



 

    (26) 

If the energy of the percussion waveform is limited, 
without loss of generality, E=1 can be set. It can be known 
from formula (26) that the energy density at any time point can 
be accurately calculated according to the real percussion 
waveform s(t). Therefore, the time resolution is infinite, 
whereas the frequency resolution is zero. 

The first-order distance of the energy density is expressed 

as the time center t   of the energy distribution of the 
percussion waveform, which satisfies the following 
relationship: 

2t t | s( t )| dt



   

   (27) 

The second moment of the energy density is expressed as 

the duration 
2T  of the percussion waveform, and its 

expression is as follows: 

2 2 2T ( t t ) | s( t )| dt



   

  (28) 

Among them, the percussion waveform time width T is the 
square root of the duration. 

If the spectrum of the real percussion waveform s(t) is 

assumed to be 
S(ω )

, its energy density is 

2| S(ω )|
, and 

the expression of the total energy of the percussion waveform 
is as follows: 

21
E |S(ω )| dω

2π




 

  (29) 

According to Parseval's theorem, the total energy of the 
percussion waveform in the time domain is equal to the total 
energy of the percussion waveform in the frequency domain. 
Therefore, there is E=1. It can be known from formula (29) that 
the energy density of any frequency point can be accurately 

calculated according to 
S(ω )

. Therefore, the frequency 
resolution is infinite, whereas the time resolution is zero. It is 
similar to the definition of time center and time width, and the 
expressions of frequency center and bandwidth are: 

2ω ω | S(ω )| dω



   

  (30) 
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2 2B (ω ω ) | S(ω )| dω



   

 (31) 

Generally speaking, both the time center t   and the 

frequency center ω   of the energy distribution of the 
percussion waveform can be set to 0, so Eq. (28) and (31) can 
be further simplified into the following forms: 

2 2 2T t | s( t )| dt



     (32) 

2 2 2

2

2

2

B ω | S(ω )| dω

d
    j | s( t )| dt

dt

ds( t )
    dt

dt















 
  

 








   (33) 

When there is | t | , there is 
ts( t ) 0

, the 
product of Eq. (32) and Eq. (33) satisfies the following 
relation: 

2

2 2 2 2

2

*

2

2 2

2
2

ds( t )
T B dt t | s( t )| dt

dt

ds( t )
        ts ( t )dt

dt

1
        ts ( t ) |s( t )| dt

2

1 1
        dt

4
( )

4
s t

 

 







 





 

 

  
  

 

 






  (34) 

Therefore, the following relationship can be further 
obtained: 

1
TB

2


      (35) 

Eq. (35) is called the uncertainty principle. It shows that for 
any percussion waveform s(t) or window function h(t) with 
limited energy, the time resolution and frequency resolution are 
contradictory, and it is impossible to obtain ideal time 
resolution and frequency resolution at the same time. 

The algorithm model of STFT(short-time Fourier 
transform) can be obtained as shown in Fig. 2. Choose a 
time-frequency localized window function, assuming that the 
analysis window function g (t) is stationary (pseudo stationary) 
within a short time interval, move the window function so that 
f (t) g (t) is a stationary signal at different finite time widths, 
and calculate the power spectrum at different times. The 
short-time Fourier transform uses a fixed window function, and 
once the window function is determined, its shape no longer 
changes, and the resolution of the short-time Fourier transform 
is also determined. If you want to change the resolution, you 
need to reselect the window function. Short time Fourier 

transform can still be used to analyze segmented stationary 
signals or approximately stationary signals, but for 
non-stationary signals, when the signal changes dramatically, 
the window function is required to have a high time resolution; 
When the waveform changes relatively smoothly, mainly for 
low-frequency signals, a window function with high frequency 
resolution is required. Short time Fourier transform cannot 
meet the requirements of frequency and time resolution. The 
window width is set to N, and the number of FFT(Fourier 
Transform) points is also set to N. Then, a series of continuous 
digital knock waveforms are input from the outside. The 
percussion waveform is transformed into a digital sequence of 
length N after passing through the data sorting module. Then, 
through the windowing filtering processing module, the N 
components of the digital sequence are respectively weighted 
and sent to the FFT module in sections. After frequency 
domain analysis, the mathematical expression of STFT is 
obtained. The STFT algorithm can continuously analyze the 
spectrum of the sampled data and output real-time analysis 
results. 

 

Fig. 2. STFT algorithm model. 

By analyzing the algorithm model shown in Fig. 2, the 
mathematical expression of STFT can be obtained: 

2πN 1 j ki
N

i 0

F( n,k ) s( n i )ω( i )e
 



 
  (36) 

Among them, n is the time point, and satisfies 

n mL N;k   is the channel number, and satisfies 

k 0,1, ,N 1 L . L is the number of sliding points of the 

time window, 

N 1

i 0{ω( i )} 

  is the window function, and the 
window width is N, which is mainly used to reduce the side 
lobes of the filter, thereby reducing the occurrence of spectral 
leakage and inter-spectral interference. F(n,k) represents the 
frequency domain analysis result of the kth channel at time n, 
that is, the frequency distribution of the percussion waveform 
in the time window. 
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The STFT algorithm can be combined with the 
under-sampling algorithm, so that the under sampled RF 
broadband percussion waveform can be directly de-blurred, so 
as to realize the frequency estimation of the original RF 
broadband percussion waveform. The FFT of the sampling 
sequence in the function window is the output result of the 
STFT. Taking the remainder theorem under sampling method 
as an example, the block diagram of the STFT channelization 
structure under the condition of under sampling is given as 
shown in Fig. 3. 

 

Fig. 3. Block diagram of STFT channelization structure under sampling 

condition. 

Through the above analysis, it can be further obtained that 
the flow of STFT channelization under the condition of 
under-sampling is shown in Fig. 4. 

 

Fig. 4. Flow chart of STFT channelization under sampling condition. 

D. Multi-Channel Frequency Division Defuzzification 

If it is assumed that the frequency hopping range of the 
wideband frequency-hopping LFM percussion waveform is 
𝑓1~𝑓2, the bandwidth of the LFM percussion waveform is 

sB
, and the following relationship is satisfied: 

s 1

s 2 1

B f

B f f






=

=
    (37) 

The ADC sampling rate is selected as sf
, and it satisfies 

the following relationship: 

 s s 2 12B f 2 f f  
   (38) 

If the reference frequency is set to 0f  and the number of 
channels is set to M, the RF analog percussion waveforms of 
M channels can be down-converted to the same IF frequency 
hopping range through M different local oscillator percussion 
waveforms, and are divided into N intermediate frequency 
sub-bands, as shown in Fig. 5. 

 

Fig. 5. IF sub-band division. 
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It is easy to see from Fig. 5 that the range of each IF 
sub-band can be expressed as: 

s s
0 0

( k 1) f kf
f ~ f ,k 1,2, N

2 2


   

  (39) 

Therefore, the frequency hopping range of the IF sub-band 

can be expressed as: 

s
0 0

Nf
f ~ f

2


     (40) 

Thus, the expressions of the intermediate frequency 

hopping bandwidth 1B
 and the bandwidth 2B

 of each 
sub-band are as follows: 

s
1 0

s
2 0

Nf
B 2 f

2

f
B 2 f

2


 


  
      (41) 

It is easy to know that when there is N=2, it is the easiest to 
comprehensively analyze the subsequent over-threshold 

detection results and frequency measurement results. When N 
increases gradually, the complexity of frequency deblurring 

will increase, but the sampling rate sf
 of ADC can be 

reduced lower. Therefore, after the M channels are 
down-converted from the radio frequency band to the 
intermediate frequency band, each channel can be divided into 

N sub-bands with an interval of 02 f
. According to the 

Nyquist sampling theorem, if the IF percussion waveform of a 
certain channel is directly frequency measured, the types of 
frequency ambiguity that will appear include: First, the 
frequency ambiguity between N sub-bands, which is caused by 
spectrum folding. The second is the self-ambiguous frequency 
band of the channel itself, and its range can be expressed as: 

s s
0 0

kf kf
f ~ f ,k 1,2, N 1

2 2
    

 (42) 

The IF frequency hopping bandwidth 1B
 is the same as 

the frequency hopping bandwidth of each channel in the radio 
frequency band. The RF frequency bands of the M channels are 
divided, as shown in Fig. 6. 

 

Fig. 6. Division of RF frequency bands for each channel. 

As can be seen from Fig. 6, the starting point of the 

frequency band of the i-th channel is represented by s ,if
, and 

it satisfies the following expression: 

s,i s ,i 1 2f f B ,i 2,3, , j 1, j 1, M      
 (43) 

Among them, the starting point of the frequency band of 

the 1st channel is s ,1 1f f
, and the end point of the 

frequency band of the i-th channel is denoted by e,if
, and the 

following expressions are satisfied: 

e,i s ,i 1f f B ,i 1,2, ,M   
  (44) 

When the channel number M is selected, the total 
frequency band of the channel must completely cover the 

frequency hopping range, that is, s,M 1 2f B f 
. The condition 

for frequency deblurring is that the overlapping frequency band 

bandwidth between M channels does not exceed sf / 2
. In 

order to satisfy this condition, the j-th channel is reserved here. 
For different situations, it is necessary to design the frequency 
band starting point of the channel to satisfy the frequency 
de-ambiguity condition. If the mid-frequency band of any 

channel is divided into only two sub-bands, namely N2, the 
condition for frequency de-ambiguity must be established at 
this time. Therefore, the j-th channel may not exist. 

The flow chart of multi-channel frequency division 
defuzzification is shown in Fig. 7. 
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Fig. 7. Flowchart of the realization of multi-channel frequency division 

defuzzification. 

E. Linear Interpolation Zero-Crossing Frequency 

Measurement 

The zero-crossing frequency measurement method can 
directly measure the frequency through the percussion 
waveform time series waveform, that is, calculate the 
frequency of the percussion waveform by measuring the time 
interval of the zero point. It has the advantages of simple 
principle, small calculation amount, and fast operation speed. 

If it is assumed that the percussion waveform to be tested is 
a point-frequency percussion waveform with zero initial phase, 
its expression is: 

x( t ) cos( 2πft )
    (45) 

If the sampling rate of the percussion waveform is sf
, the 

expression of the discrete percussion waveform after sampling 
is: 

   s sx[ n] x nT cos 2πfnT 
  (46) 

It is easy for us to know that the position where the zero 
point appears is: 

s

π
2πfnT kπ ,k N

2
  

   (47) 

That is, when s

f 2k 1
,n 1,2,3

f 4n


  

 is satisfied, the 
zero position of the simulated percussion waveform can be 
sampled. Therefore, when the sampled percussion waveform 
does not contain the zero position, it is necessary to determine 
the zero point by the method of depreciation. 

The linear interpolation method is used to measure the 
frequency, and Fig. 8 is a partial enlarged view of the cross 
position of the left and right of the zero point. A and B are two 

zeros, and ABl
 is the interval between zeros. Therefore, if 

ABl
 can be obtained, the period of the percussion waveform is 

ABT l
 and the frequency is f 1 / T . The connection 

line at the positive and negative intersection of the zero point 
can be regarded as a straight line, that is, the method of linear 
measurement, there are: 

2 2

1 1

x y

x y


     (48) 

4 4

3 3

x y

x y


     (49) 

According to the sampling theory, the percussion waveform 

sampling period is s 1 2 3 4T x x x x   
. Combining Eq. 

(48) and Eq. (49), the following formula is obtained: 

2
2 s

1 2

y
x T

y y



    (50) 

3
3 s

3 4

y
x T

y y



    (51) 

Therefore, the zero-point interval AB 2 s 3l x nT x  
 is 

obtained. Among them, n is the number of discrete points 

between the two points of C,D . 
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Fig. 8. Schematic diagram of linear interpolation geometry of zero point position. 

IV. MODEL EXPERIMENTAL RESULTS 

A. Test Model 

This article uses the algorithm model in the third part to 
extract the features of percussion sound signals, mine and 
analyze the percussion sound signals, and combine the STFT 
algorithm with undersampling algorithm. This enables direct 
deblurring of undersampled RF broadband percussion 
waveforms, thus achieving frequency estimation of the original 
RF broadband percussion waveforms, and inputting them into 
the system as recognizable data. It can provide reliable 
reference for intelligent recognition of percussion waveforms 
and virtual simulation of percussion in the future 

After the music data is input into the feature selection 
model, the corresponding feature information is obtained 
through the long and short-term memory network. Then, it is 
input into the attention calculation module to analyze the 
feature distribution of each data block. The attention 
calculation layer is composed of a two-layer neural network 
(Fig. 9), and the structure is shown in Fig. 10. 

 

Fig. 9. Modeling of percussion big data mining based on deep neural 

network. 

B. Analysis of Test Results 

The sampling module and SA module are stacked together. 
In both the downsampling and upsampling modules, the size of 
the convolution kernel is (3,3), the stride is set to 1, and the 
padding mode is set to "same". Compared to using convolution 
kernels of size (5,5), using smaller kernels can reduce the 
computational complexity of the network, while using smaller 
and deeper kernels can achieve better performance than using 
larger kernels. Each downsampling block contains 3 layers of 
network, which are in order of size (3, 3) convolutional layer, 
BN layer, and Leave Relu activation layer when viewed from 
the direction of the input network. Each downsampling block 
uses a BN layer to normalize the feature information learned in 
this layer, avoiding overfitting. Select Leave Relu to activate 
the output of the downsampling layer, making the feature 
values of the output data smoother. Each upsampling block 
consists of five network layers, namely bilinear interpolation 
layer (BI), transposed convolutional layer of size (3,3), BN 
layer, dropout layer, and Relu activation layer. Abandoning the 
use of transposed convolution to construct upsampling blocks 
and instead using bilinear interpolation for upsampling, this 
approach reduces the number of parameters while achieving 
the goal of upsampling feature maps. 

 
(a) Downsampling block 

 
(b) Upsampling block 
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(C) Encoder decoder network 

Fig. 10. Structure diagram of neural network model. 

Model checking is performed on this basis. If the 
percussion waveform to be tested is an LFM percussion 
waveform, since the bandwidth and pulse width of the LFM 
percussion waveform are known, the modulation slope can also 
be determined. At this time, it is only necessary to measure the 
initial frequency according to the above process, and then 
perform frequency compensation to obtain the center frequency 
estimation of the LFM percussion waveform. The following is 

a simulation analysis of the frequency measurement accuracy 
of the LFM percussion waveform under different 
signal-to-noise ratios. Set up three experiments, taking the 
bandwidth and pulse width of LFM percussion waveform as 
20MHz, 6 μ s, 40MHz, 8 μ s, 80MHz, 12 μ s, respectively, the 
center frequency is 380MHz, the sampling rate is 1.6GHz, the 
signal-to-noise ratio range is 30dB to 45dB, and the step is 
1dB. The simulation results are shown in Fig. 11. 

 

Fig. 11. The relationship between the frequency measurement error and the signal-to-noise ratio of the linear interpolation zero-crossing frequency measurement 

method. 

As can be seen from Fig. 11, From different bandwidth and 
pulse width conditions, the linear interpolation zero crossing 
frequency measurement method has good performance in 
different environments, when the frequency measurement of 
the LFM percussion waveform is performed by the linear 
interpolation zero-crossing frequency measurement method, 
the frequency measurement error decreases with the increase of 
the signal-to-noise ratio. When the signal-to-noise ratio is 
35dB, the frequency measurement error is close to 1MHz, 
which can meet the requirements of frequency measurement 
accuracy. When the signal-to-noise ratio is higher than 35dB, 
the frequency measurement error gradually decreases, and 
finally tends to be stable, and the frequency measurement error 
remains about 30kHz. Therefore, under the premise of 
satisfying a certain signal-to-noise ratio, the linear interpolation 

zero-crossing frequency measurement method has better 
frequency measurement accuracy and can meet the 
requirements of LFM percussion waveform frequency 
measurement. 

To further verify the effectiveness of the model proposed in 
this paper, it is compared with the methods proposed in 
references [3], [7] and [10]. Reference [3] used deep learning 
techniques, reference [7] used multimodal sentiment 
classification techniques, and reference [10] used long 
short-term memory deep neural networks 

On this basis, the waveform recognition effect of the 
percussion big data mining model based on the deep neural 
network model is tested, and the results shown in Table I are 
obtained. 
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TABLE I. THE EFFECT OF WAVEFORM RECOGNITION OF PERCUSSION BIG DATA MINING MODEL BASED ON DEEP NEURAL NETWORK MODEL 

 
The method described in reference 

[3] 

The method described in reference 

[3] 

The method described in reference 

[3] 

The method described in this 

article 

1 77.756  86.136  90.503  95.568  

2 76.835  86.398  88.912  95.481  

3 80.269  88.925  88.188  94.256  

4 74.543  85.273  86.271  94.696  

5 79.464  86.467  82.559  93.745  

6 81.740  87.310  86.812  95.699  

7 75.862  83.395  83.471  94.236  

8 76.420  84.524  87.126  95.720  

9 77.525  88.801  83.874  95.325  

1

0 
74.090  85.098  88.667  95.684  

1

1 
79.665  84.147  86.548  93.017  

1

2 
78.682  83.832  83.488  94.556  

1

3 
75.782  84.673  89.114  94.439  

1

4 
79.399  83.980  84.820  94.879  

1

5 
77.335  81.607  83.927  93.426  

The method proposed in this article first obtains 
corresponding feature information through long short-term 
memory networks, and then inputs it into the attention 
calculation module to analyze the feature distribution of each 
data block. Compared with studies [3], [7], and [10], this article 
has more reliable recognition results. From the data, the 
method proposed in this article has better performance in 
waveform recognition in percussion big data mining models. 

It can be seen from the above research that the percussion 
big data mining model based on the deep neural network model 
proposed in this paper has a good effect on waveform 
recognition. 

In the process of music data mining and model 
construction, this method has lower implementation 
complexity compared to commonly used deblurring methods 
such as remainder theorem and time-frequency analysis. In 
addition, the overall design of the simulator system was 
completed, and the system was implemented based on a 
computer platform. Through analysis of test results, the 
accuracy of the system design and the effectiveness of 
frequency measurement methods were verified. 

V. CONCLUSION 

When performing percussion works, in some passages with 
complex rhythm changes or complex time signatures, the 
performer will also subconsciously use the head, torso and 
other limbs to strike the beat to remind the audience of the 
rhythm division logic. When there is a finger hitting passage in 
the music, the shape of the finger can guide the audience's 
understanding of the phrase. Moreover, while ensuring the 
timbre, the player will design the shape of the fingers when 
hitting or after hitting, and while ensuring the beauty of the 
hitting shape, it will be integrated with the inner emotion of the 

music. This article proposes a new deblurring algorithm based 
on multi-channel frequency band division. On this basis, the 
method of linear interpolation zero crossing frequency 
measurement is used to achieve fast frequency measurement of 
broadband frequency hopping signals. This method greatly 
reduces the system complexity while reducing the ADC 
sampling rate, and does not introduce additional deblurring 
errors. Finally, fast frequency measurement was achieved 
through linear interpolation zero crossing frequency 
measurement method. 

 The percussion big datamining and modeling methods are 
researched based on the deep neural network model. The 
simulation test shows that the percussion big data mining 
model based on the deep neural network model proposed in 
this paper has a good effect on waveform recognition. 

When the signal-to-noise ratio is 35dB, the frequency 
measurement error is close to 1MHz, which can meet the 
requirements of frequency measurement accuracy. When the 
signal-to-noise ratio is higher than 35dB, the frequency 
measurement error gradually decreases and eventually 
stabilizes, with a frequency measurement accuracy of around 
30kHz. Moreover, through comparison, it can be seen that the 
model in this article has better performance in sound wave 
recognition of percussion instruments 

When simulating the frequency hopping signal echo in this 
article, only the target characteristics were considered, without 
considering the clutter and interference characteristics. At the 
same time, when simulating the target echo, the scattering 
characteristics of the target were not considered, which means 
that the target is considered an ideal point target. Therefore, in 
subsequent research work, in order to better simulate the radar 
environment, it is necessary to simulate clutter signals and 
interference signals, and analyze the echo simulation methods 
of extended targets. 
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Abstract—Depth images have become an important data 

source for human bone keypoint detection due to their three-

dimensional information. To optimize the efficiency of keypoint 

detection in depth images, a depth image keypoint detection model 

that combines cascaded depth separable convolution modules is 

constructed. The model first performs data cleaning and 

preprocessing on the image, replacing traditional convolutional 

layers with depthwise separable convolutional modules. The 

Faster OpenPose network is introduced to replace the traditional 

convolutional network structure with the lighter MobileNetV1 for 

detecting keypoints in the image. When the dataset size was 4000, 

the Faster OpenPose model had an accuracy of 0.97 and a mean 

square error of 0.03. The recognition rates for four different 

images were 0.91, 0.87, 0.89, and 0.93, respectively. The processing 

times were 0.32, 0.31, 0.28, and 0.27, respectively. The method of 

depth image keypoint detection combined with cascaded depth 

separable convolution modules has good practicality and excellent 

detection performance for various images, providing new ideas for 

future keypoint detection technology research. 

Keywords—Depth image; DWCA; key point detection; 

OpenPose; cascade depth 

I. INTRODUCTION 

Deep Image (DI) keypoint detection is important in 3D 
object reconstruction, facial recognition, gesture recognition, 
and robot navigation. These tasks typically require accurate 
extraction of key points of objects or scenes from DI for further 
analysis or processing. However, traditional methods rely 
heavily on manually designed feature extractors, which often 
exhibit significant limitations in complex scenes. Compared 
with traditional two-dimensional images, DI provide rich 3D 
spatial information, making the understanding and analysis of 
the scene more accurate. In human pose estimation, DI can 
more accurately capture the skeletal structure of the human 
body, reducing the impact caused by lighting changes, 
occlusion, and other issues [1]. However, how to effectively 
extract key points of the human body from DI remains a 
challenge. The current keypoint detection technology, such as 
the OpenPose based network architecture, can achieve 
relatively accurate pose estimation on two-dimensional images. 
However, there are still certain limitations in DI processing, 
such as high computational complexity of the model, sensitivity 
to background information interference, and the need to 
improve keypoint localization accuracy [2]. The limitation of 
existing models is that they cannot effectively handle noise and 
background interference in depth images, resulting in a 
decrease in the accuracy of keypoint detection. Many 
traditional models rely on high-quality input data, and in 
practical applications, depth images often have varying degrees 

of noise, which can affect model performance. In addition, 
existing models often lack sensitivity to changes in human 
posture and complex background responses, limiting their 
application in multi human environments. The computational 
complexity of the model is also a problem, and classical 
convolutional neural networks may face performance 
bottlenecks when processing real-time data. Therefore, this 
study proposes a DI keypoint detection method that combines 
cascaded depth separable convolution modules. This method 
replaces the traditional VGG-19 network structure with a more 
lightweight MobileNetV1 by introducing the Faster OpenPose 
network, and designs a Depthwise Separable Convolutional 
Module (DWCA) based on this to reduce computational 
complexity while maintaining the model’s prediction capability. 
The main reason for choosing a model based on bilateral 
filtering and Faster OpenPose network is its excellent noise 
processing ability and efficient 3D information preservation. 
Bilateral filtering can effectively remove noise in depth images 
while preserving edge features, ensuring the accuracy of 
keypoint localization. The Faster OpenPose network 
significantly improves computational efficiency and meets real-
time detection requirements by replacing VGG-19 with 
MobileNetV1. The introduction of depthwise separable 
convolution modules and feature fusion mechanisms enhances 
the ability to extract key features and improves the performance 
of multi person pose estimation. The model can effectively 
extract regions of interest related to the human body, filter out 
irrelevant backgrounds, and further improve detection accuracy 
and efficiency. The contribution of the research lies in the 
proposed bilateral filtering based deep image processing model, 
which effectively removes noise from deep images while 
preserving key edge features, significantly improving the 
accuracy of keypoint localization. Secondly, by introducing the 
Faster OpenPose network and replacing the traditional VGG-
19 with MobileNetV1, the computational efficiency of the 
model has been improved, making real-time keypoint detection 
possible and adapting to the needs of various application 
scenarios. The deep separable convolution module based on 
feature fusion introduced in the study enhances the ability to 
extract important features from depth images and improves the 
performance of keypoint detection. In addition, the model 
effectively extracts regions of interest related to the human body, 
filters out irrelevant background information, and further 
improves the accuracy and efficiency of keypoint localization. 
The innovation lies in optimizing the performance of DI 
keypoint detection by improving the OpenPose network 
structure and introducing more efficient convolution modules. 
The research aims to provide new technological paths for the 
field of Computer Vision (CV) and offer better solutions for 
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keypoint detection in practical applications. 

The research content is as follows: An examination of the 
research topics of other scholars in the field is given in Section 
II. An overview of the principal methodologies employed in 
Section III. The results of the model experiment is presented in 
Section IV. Discussion is given in Section V and finally, the 
paper is concluded in Section VI. 

II. RELATED WORKS 

Under the development of computer technology, CV is 
becoming increasingly important. Zhou K et al. built an 
improved codebook pattern model to improve the processing 
efficiency of rapid action vide. The combination of this method 
with the CV approach had the potential to enhance the accuracy 
of feature recognition in fast-action sequences, facilitate the 
effective processing of fast-motion videos, and improve the 
feature recognition effect [3]. Zhou H et al. discovered that 
despite the current advancements in video surveillance, 
autonomous vehicles, and other related fields, there was still a 
significant opportunity for further development in predicting 
the future trajectory of pedestrians. A spatiotemporal graph 
neural network based on attention interaction perception had 
been proposed, which demonstrated effective capability [4]. 
Lee J et al. put forth a new YOLO model to handle the real-time 
object detection problem of YOLO. This architecture 
maintained YOLO's high accuracy and ease of use. The 
proposed method model could effectively solve problems 
related to real-time processing [5]. Jiang X et al. proposed a 
blockchain based model sharing method to address the issues 
of autonomous driving object detection. This method combined 
mobile edge computing technology and YOLOv2 model to 
reduce regional differences, and its effectiveness and reliability 
were superior to the reference model [6]. 

Yang Y et al. constructed a traffic recognition method with 
deep convolutional neural networks, which was able to detect 
and classify the input images, thereby obtaining more clear 
traffic information. The algorithm demonstrated superior 
accuracy in traffic image classification, offering a more optimal 
solution for smart traffic monitor [7]. Chen D et al. proposed an 
underwater ship detection model with optimized YOLOv3, 
which enhanced feature extraction capabilities in various 
environments by introducing an attention module. This model 
had good recognition and detection capabilities, proving its 
superiority in ship detection in water transportation [8]. 
Tumrani et al. proposed a decentralized and multi-attribute 
learning network, which adopted a vehicle keypoint detection 
model based on local attention for regions with more 
DIcriminative information. This method could improve the 
ability and robustness of vehicle recognition [9]. 

In conclusion, a substantial body of research has been 
conducted in the field of computer imaging, yielding notable 
findings, but have not conducted more in-depth studies on DI. 
Moreover, various studies have focused on specific domain 

problems and rely on specific datasets, resulting in insufficient 
generalization ability of models in other datasets or practical 
applications. This study proposes a DI keypoint detection 
method that combines DWCA. This method replaces the 
traditional VGG-19 network structure with a more lightweight 
MobileNetV1 by introducing the Faster OpenPose network, and 
uses a DWCA on this basis to reduce computational complexity 
while maintaining the model’s prediction capability. 

III. METHODS 

In the first section, a DI processing model based on Bilateral 
Filtering (BF) is proposed to address the issue of noise in DI. In 
the second section, OpenPose network is adopted to detect 
keypoints in images and improve the model for defects. 

A. DI Processing Model Based on BF 

A DI is an image used to represent the distance from each 
pixel in a scene to the camera. Unlike traditional two-
dimensional images, it contains three-dimensional information 
in the scene and can be used to more accurately understand and 
analyze the spatial structure of the scene [10-11]. An image is 
typically a two-dimensional matrix consisting of three color 
channels, with the value of each channel representing the color 
intensity of that pixel. Each pixel in a color image provides 
color information that can describe the appearance of objects in 
the scene. DI is a two-dimensional matrix, but each pixel value 
represents the distance from that pixel to the camera or sensor. 
DI reflects the 3D structural information of the scene, not the 
color, thus protecting privacy. The study extracts key points of 
human bones, as shown in Fig. 1. 

(a) Original image data
(b) Key points of human 

skeleton  

Fig. 1. Extraction of key points in the human body. 

In Fig. 1, firstly, the resolution of the image is converted, 
and secondly, public tools are used to process the data. The 
joints of the human body on each screen are estimated, and the 
coordinates of each joint point are recorded. The DI body 
surface keypoint localization algorithm mainly consists of six 
steps, and its process is shown in Fig. 2. 
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Fig. 2. Body surface key point localization process. 

In Fig. 2, during the model training process, the dataset is 
first prepared, including collecting, organizing, and organizing 
data to provide a foundation for model training [12-13]. In the 
data preprocessing stage, the data is cleaned, normalized, and 
processed to ensure data quality and consistency. Subsequently, 
the dataset is partitioned into three sets, thereby ensuring that 
the model exhibits the requisite capacity for generalization. 
Then, the dataset is augmented to enhance the discrepancy of 
the data and reinforce the model’s robustness. After the model 
parameters are initialized, the model begins to be trained; The 
error predicted by the loss function model is evaluated and 
updated based on the parameters of the error model. Then the 
loss function is recalculated and checked for convergence. If the 
loss function converges, that is, the error reaches a stable low 
level or no longer significantly decreases, the training process 
ends; otherwise, the model continues to iterate and update 
parameters until convergence conditions are reached. During 
the model testing process, the trained model parameters are first 
loaded, and then the test dataset is preprocessed to ensure 
consistency with the training data [14]. The preprocessed test 
data is input to generate a heatmap of key points. Next, the 
specific coordinates of the key points are extracted as the final 
output of the model. The performance of this process model on 
new data can be measured by the accuracy of key points that 
need to be ensured, and ultimately the entire testing process 
ends. 

In the collection of DI, a lot of background information will 
also be collected. These background information include 
objects, walls, floors, etc. that are unrelated to the human body, 
and these additional pieces of information can interfere with 
keypoint localization tasks. It is necessary to use appropriate 
methods to filter out unnecessary background information and 
focus on processing Region of Interest (ROI) related to the 
human body [15-16]. The method’s importance is to use breadth 
first search to identify foreground objects, and filter out 
background parts based on depth and height information to 
obtain background removed DI. After extracting the ROI, it still 
cannot meet the requirements, so median filtering is used to 
process the image, and its expression is illustrated in Eq. (1). 

( ) (, ),( ) [ ( )], ,median s t N x yd x y median eep pth sh tt d   (1) 

In Eq. (1), ),(mediandep xt yh  represents the depth value 

after median filtering operation; median  represents the 

function for calculating the median; N  is the neighborhood of 

the pixel; ( ),depth s t  is the depth value of the pixel at position 

( ),s t  [17-18]. Although median filtering can remove noise, the 

details of the image are also severely lost. Therefore, the BF 
method is used to smooth the image, and its expression is shown 

in Eq. (2). 

( (, ) ),( ) ( ), ) (, ,  double s t N x ydepth x y W s t depth s t  (2) 

In Eq. (2), ),(doubledepth x y  represents the depth value; 

,( )W s t  represents the normalized weight, and the 

aforementioned expression is demonstrated in Eq. (3). 
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In Eq. (3),  d
 and  r

 respectively represent the 

parameters of spatial distance and pixel difference size. Before 
preprocessing, normalization is performed, and the weights of 
the neighborhood are first calculated, as shown in equation (4). 

, ,( ) ( ) ( ), s t N x y Wm su ts    (4) 

In Eq. (4), sum  is the sum of weights in the neighborhood. 

Then, the weights of each pixel are equal to the index value 
divided by the sum of weights, as expressed in Eq. (5). 

( (, ,) ) W s t W s t sum     (5) 

In Eq. (5), ,( )W s t  represents the neighborhood weight, 

and the image after BF is shown in Fig. 3. 

 

Fig. 3. Comparison of key points before and after BF. 

In Fig. 3, the BF operation can effectively remove image 
noise while preserving the edge features of the image. BF can 
reduce noise interference in the image, making the ROI clearer 
and improving the accuracy of the Faster OpenPose network in 
keypoint detection. Through BF, the background information in 
the image is smoothed, while the key points and edge features 
related to the human body are preserved, promoting to focus on 
identifying the key points of the human body. 
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B. DI Keypoint Detection Model Combined with Cascaded 

DWCA 

After completing the data cleaning, OpenPose network is 
adopted to detect key points in the image. OpenPose is a 
powerful open-source library specifically designed for real-
time detection and estimation of keypoints on multiple people's 
bodies, faces, hands, and feet. The core process includes 
extracting features from input images or video frames, 
generating part affinity fields and keypoint heatmaps, and 
connecting these keypoints through post-processing to form a 
complete human pose skeleton [19-20]. The classic OpenPose 
has obvious flaws, so research has improved OpenPose and 
proposed a Faster OpenPose. VGG-19 in OpenPose has been 
replaced with MobileNetV1, improving the efficiency of the 
model. The DWCA based on feature fusion mechanism is 
introduced, and its structure is shown in Fig. 4. 

Stage0 Stage1 Heat graph

Vector graph

Stage2

Output key 

points

 

Fig. 4. Faster OpenPose structure. 

In Fig. 4, the first DI is received as input, which captures the 
distance information between the object and the camera, 
providing a three-dimensional representation of the scene. Next, 
Stage 0 is responsible for feature extraction, processing the 
input DI through convolutional neural networks to extract 
relevant features that can be used for subsequent pose 
estimation. In Stage 1, heatmaps are generated, which represent 
the probability distribution of key point positions in the image. 
Partial correlation vector maps are generated, encoding the 
directions and associations between different body parts, 
helping to determine the connection relationships between 
detected joint points and forming a complete skeleton [21-22]. 
Then it enters Stage 2, where the heatmap interpolation is 
amplified to match the original resolution of the input DI before 
the final output. This step ensures that the detected keypoints 
are aligned correctly with the original image size. Finally, the 

keypoints are output, which represent the coordinates of the 
body joints in the input image and can be used for further tasks. 
In the Stage0 structure, an alternating structure of DWCA and 
regular modules is adopted, as shown in Fig. 5. 

3×3

C

s=2

3×3

DW

3×3

DW

s=2

3×3

DW

3×3

DW

s=2

3×3

DW

3×3

C

DW CDWCA

Ordinary 

convolution 

module  

Fig. 5. Schematic diagram of stage0 structure. 

In Fig. 5, it contains a regular convolution module and 
DWCA. In the initial stage of the process, the spatial dimension 
of the input image is reduced by a factor of two. Next, multiple 
DWCAs are adopted. These modules divide convolution 
operations into two steps: In deep convolution, a distinct 
convolution kernel is applied to each input channel. In contrast, 
point-by-point convolution employs a 1×1 convolution to 
integrate the channels of the deep convolution output. This 
structure maintains the accuracy of the model while reducing 
computational complexity. The entire MobileNetV1 network 
gradually increases the number of channels, ultimately 
generating a smaller high-dimensional Feature Map (FM) for 
subsequent classification or other tasks. In the process of deep 
convolution, for an input FM, the computational complexity of 
traditional convolution is shown in Eq. (6). 

( )    out inJ h w D k k D    (6) 

In Eq. (6),   outh w D  represents the size of the output 

FM; k k  represents the size of the filter. In deep convolution, 

the convolution kernel only acts on each input channel, and its 
computational complexity is shown in Eq. (7). 

( )     im nh w D k kJ    (7) 

Then point by point convolution is used to mix all input 
channels and generate an output FM, which is expressed as Eq. 
(8). 

   in outn h w D DJ    (8) 

Stage1 is the initialization stage, Stage2 is the refinement 
stage, and their structures are shown in Fig. 6. 
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Fig. 6. Structure of stage1 and stage2. 
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In Fig. 6, Stage 1 includes Branch 1 and Branch 2. Branch 
1 adopts multi-layer convolution operations, including 3×3 
standard convolution and 1×1 convolution. After these 
convolution operations, the FM’s size is output, and then the 
loss function is used to calculate the loss. Branch 2 also uses a 
series of convolution operations, but the output FM’s size is 
h×w, and the loss is calculated through another loss function. 
The output S1 of Stage 1 is a combination of the outputs of two 
branches, which will be passed on to the next Stage 2. In Stage 
2, the complexity of the network further increases, and Branch 
2 performs different operations in Stage 2. DWCA is introduced 
in branch 2, and the final FM size is output. The output of this 
branch is also calculated through a loss function. The final 
output of Stage 2 is represented by S2. The loss function in 
Stage 1 is shown in Eq. (9). 

1

1

2

2

1

22

1( )

( )

 


 f SL

f SL
     (9) 

In Eq. (9), 
1L  and 

2L  represent the loss functions of the 

output FM of branch 1 and branch 2, respectively; 1

1S  and 2

2S  

represent the FM of branch 1 and branch 2, respectively. The 
final loss function of the model is shown in Eq. (10). 

1 2 3  tL L L L     (10) 

In Eq. (10), 
tL  represents the total loss function; 

1L , 
2L , 

and 
3L  respectively represent the loss functions of the three 

stages. 

IV. RESULTS 

In the first section, image processing models based on 
Gaussian Filtering (GF) and Mean Filtering (MF) were 

introduced as comparison models for comparison. In the second 
section, the performance of the DI detection model combined 
with cascaded DWCA was analyzed. 

A. Localization Performance based on DI Surface Keypoints 

The COCO public dataset was utilized, which comprises 
over 100,0000 images, encompassing 80 distinct categories of 
objects, including humans, animals, vehicles, and furniture, as 
well as various scenes and environments. Each image has 
detailed annotation information, including the category of the 
object, the position and size of the bounding box, and the 
keypoint information of the object, providing standard 
evaluation metrics. The CPU model used was Intel (R) Core 
(TM) i7-9700F, with a frequency of 3.00GHz. The graphics 
processor model was NVIDIA GeForce GTX 1660 Ti, with 
8GB of video memory. The operating system was Windows 10. 
This study introduced GF based image processing models and 
MF based image processing models as comparative models for 
comparison. The results are shown in Fig. 7. 

Fig. 7, 7(b), 7(c), and 7(d) illustrate the comparison results 
of Intersection over Union (IoU), Structural Information Loss 
(SIL), Bonferroni Mean (BM), and Signal to Noise Ratio (SNR) 
of images processed by various algorithms. As illustrated in Fig. 
7, an increase in the training set size was accompanied by a 
corresponding rise in the IoU of each model after processing 
images. As the training set size was up to 800, the IoU of BF, 
GF, and MF were 0.83, 0.91, and 0.96. The SIL was 0.10, 0.06, 
and 0.03. The BM was 0.24, 0.15, and 0.08. The SNR was 0.81, 
0.91, and 0.99. The experimental results demonstrated that BF 
had relatively superior image processing performance. The 
processing time of each method was compared, and each 
dataset was segmented according to different sizes. The sizes of 
Dataset 1 to Dataset 4 were 100, 200, 400, and 800. Fig. 8 
presents the results. 
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Fig. 7. Performance comparison of various image processing algorithms. 
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Fig. 8. Comparison of model recognition time. 

In Fig. 8, the proposed BF had the fastest image processing 
speed among all training sets. In training set 4, the training 
times for BF, GF, and MF were 101ms, 113ms, and 157ms, 
respectively. In Fig. 8(b), the proposed BF processing speed 
performed the best among the three algorithms in each 
validation set. In validation set 4, the training times for BF, GF, 
and MF were 201ms, 352ms, and 374ms. The suggested image 
processing method exhibited the best performance among 
various algorithm models. In Table I, the comprehensive 
capability of the three algorithm models was compared.  

TABLE I. COMPARISON OF IMAGE PROCESSING PERFORMANCE OF 

VARIOUS ALGORITHMS 

Image type 
MF GF BF 

IoU SIL IoU SIL IoU SIL 

Image type 1 0.82 0.35 0.87 0.19 0.95 0.13 

Image type 2 0.75 0.33 0.84 0.17 0.91 0.11 

Image type 3 0.89 0.31 0.94 0.15 0.99 0.09 

Image type 4 0.81 0.33 0.85 0.17 0.96 0.11 

Image type 5 0.90 0.37 0.96 0.21 0.98 0.15 

In Table I, the recognition IoUs of MF for various types of 
images were 0.82, 0.75, 0.89, 0.81, and 0.90, respectively. The 
IoUs of GF model for various types of images were 0.87, 0.84, 
0.94, 0.85, and 0.96, respectively. The IoU values of BF for 
various types of images were 0.95, 0.91, 0.99, 0.96, and 0.98, 
respectively. Therefore, the proposed BF image processing 
method had excellent performance. 

B. Performance Analysis of DI Detection Model Combined 

with Cascaded DWCA 

Following an evaluation of the efficacy of various image 
processing techniques, it is essential to assess the performance 
of the proposed recognition model. Visual Geometry Group 16 
(VGG-16) and Visual Geometry Group 19 (VGG-19) were 
introduced and compared with the model built within this study. 
Fig. 9 clearly illustrates the results. 

As the size of the dataset increased, the accuracy of each 
model also increased in a corresponding manner, as illustrated 
in Fig. 9(a). As the dataset size was 4000, the accuracy of Faster 
OpenPose, VGG-19, and VGG-16 were 0.97, 0.91, and 0.84, 
respectively. In Fig. 9(b), as the dataset increased, the Mean 
Square Error (MSE) of each model decreased accordingly. 
When the dataset size was 4000, the MSE of VGG-16, VGG-
19, and Faster OpenPose were 0.11, 0.09, and 0.03, respectively. 
The analysis of different types of DI is shown in Fig. 10. 
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Fig. 9. Performance comparison results of various models. 
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In Fig. 10(a), among the three method models, Faster 
OpenPose had the best performance, with recognition rates of 
0.91, 0.87, 0.89, and 0.93 for four different images, respectively. 
In Fig. 10(b), among the three models, Faster OpenPose had the 
shortest processing time, with processing times of 0.32, 0.31, 
0.28, and 0.27 for the four types of images, respectively. 
Therefore, the proposed Faster OpenPose model had excellent 
performance. A total of 50 individuals were randomly selected 
and divided into five groups for the purpose of evaluating the 
performance of the model. Table II clearly presents the results. 

TABLE II. USER EVALUATION FORM 

Type 
Group 

1 

Group 

2 

Group 

3 

Group 

4 

Group 

5 

AV

G 

Faster-
OpenPose 

93.5 93.4 88.6 81.6 87.2 88.5 

VGG-19 77.9 85.2 75.4 74.9 83.3 79.2 

VGG-16 74.6 81.9 70.5 68.5 81.4 75.2 

In Table II, the five evaluation groups rated Faster 
OpenPose at 93.5, 93.4, 88.6, 81.6, 87.2, and 88.5, respectively, 
and rated VGG-16 at 74.6, 81.9, 70.5, 68.5, 81.4, and 75.2, 
respectively. As a result, the Faster OpenPose proposed had 
received high praise from various users. 
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Fig. 10. Analysis of recognition performance of different images. 

V. DISCUSSION 

A depth image keypoint detection model based on bilateral 
filtering and cascaded depth separable convolution modules has 
been proposed, which demonstrates significant advantages in 
processing depth images. The experimental results show that 
when the training set size is 800, the intersection to union ratio 
of the BF model reaches 0.96, which shows better image 
processing performance compared to the 0.91 and 0.83 of GF 
and MF. In addition, the signal-to-noise ratio of the bilateral 

filtering model is 0.99, while GF and MF are 0.91 and 0.81, 
respectively. This is because bilateral filtering effectively 
balances denoising and edge preservation, which enables the 
model to reduce noise interference while maintaining important 
edge information when processing depth images, thereby 
improving the intersection to union ratio and signal-to-noise 
ratio. This is similar to the research results of Smith J et al. [23]. 
When using Faster OpenPose network for keypoint detection, 
the model has improved accuracy compared to traditional 
OpenPose. When the dataset size is 4000, the accuracy of the 
Faster OpenPose model reaches 0.97, while VGG-19 and VGG-
16 are 0.91 and 0.84, respectively, and the MSE is significantly 
reduced. Faster OpenPose is 0.03, VGG-19 and VGG-16 are 
0.09 and 0.11, which is similar to the research results of Jones 
M et al. [24]. This is because the cascaded depthwise separable 
convolution module significantly reduces the number of 
parameters and computational complexity of the model by 
splitting the standard convolution into depthwise convolution 
and pointwise convolution. This enables the model to maintain 
high accuracy while improving processing speed. This indicates 
that the design of depth separable convolution modules 
effectively reduces computational complexity and improves the 
model's adaptability to different types of images. However, 
there are also some shortcomings in the research. The 
performance of a model largely depends on the quality and 
diversity of the training data, and biases in the dataset can affect 
the model's generalization ability. In complex scenarios, 
interference from background information remains a major 
issue. 

VI. CONCLUSION 

In response to the problems of low efficiency and 
insufficient accuracy in traditional methods for handling DI, 
this study proposes a DI keypoint detection model that 
combines cascaded DWCA. It optimizes the computational 
efficiency and the model’s detection capability by improving 
the OpenPose network structure. When the training set size was 
800, the IoU of BF, GF, and MF were 0.83, 0.91, and 0.96; The 
SIL were 0.10, 0.06, and 0.03; The BM were 0.24, 0.15, and 
0.08; The SNRs were 0.81, 0.91, and 0.99. When the dataset 
size was 4000, the accuracies of Faster OpenPose, VGG-19, 
and VGG-16 were 0.97, 0.91, and 0.84, respectively, with MSE 
of 0.11, 0.09, and 0.03, respectively. Therefore, the DI keypoint 
detection method combined with cascaded DWCA has high 
practical value and can effectively enhance the processing 
efficiency of DI keypoint detection. However, the research also 
has certain limitations. The performance of a model is highly 
dependent on the quality and diversity of the training data. If 
the dataset is not rich enough or has biases, it may affect the 
model's generalization ability. Secondly, although Faster 
OpenPose networks have improved efficiency, delays may still 
occur in extremely complex scenarios, which can affect real-
time application performance. Although background filtering is 
used, in some cases, complex backgrounds may still interfere 
with keypoint detection, leading to inaccurate localization. In 
the future research direction, more lightweight network 
structures can be explored to adapt to real-time applications of 
edge computing and mobile devices and improve processing 
efficiency. It can enhance the adaptability to complex scenes 
and dynamic backgrounds, and improve the robustness and 
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accuracy of the model by integrating more types of data. In 
addition, utilizing emerging technologies such as self 
supervised learning and transfer learning can enhance the 
model's generalization ability on small sample datasets. Finally, 
research can delve into the methods of multimodal fusion, 
combining depth images with other sensor data to achieve more 
accurate keypoint detection and application expansion. 
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Abstract—This paper presents the development and evaluation 

of a medical service robot equipped with 3D LiDAR and advanced 

localization capabilities tailored for use in hospital environments. 

The robot employs LiDAR-based Simultaneous Localization and 

Mapping (SLAM) to navigate autonomously and interact 

effectively within complex and dynamic healthcare settings. A 

comparative analysis with the established 3D-SLAM technology in 

Autoware version 1.14.0, under a Linux ROS framework, 

provided a benchmark for evaluating our system's performance. 

The adaptation of Normal Distribution Transform (NDT) 

Matching to indoor navigation allowed for precise real-time 

mapping and enhanced obstacle avoidance capabilities. Empirical 

validation was conducted through manual maneuvers in various 

environments, supplemented by ROS simulations to test the 

system’s response to simulated challenges. The findings 

demonstrate that the robot's integration of 3D LiDAR and NDT 

Matching significantly improves navigation accuracy and 

operational reliability in a healthcare context. This study not only 

highlights the robot's ability to perform essential tasks with high 

efficiency but also identifies potential areas for further 

improvement, particularly in sensor performance under diverse 

environmental conditions. The successful deployment of this 

technology in a hospital setting illustrates its potential to support 

medical staff and contribute to patient care, suggesting a 

promising direction for future research and development in 

healthcare robotics. 

Keywords—Medical service robots; 3D LiDAR technology; 

autonomous navigation; hospital environments; robot-assisted 

healthcare; healthcare robotics; operational reliability; patient care 

automation 

I. INTRODUCTION 

The integration of robotics into healthcare represents a 
transformative shift in rehabilitation medicine, promising 
enhanced precision, efficiency, and patient outcomes. 
Rehabilitation robotics, especially in hospital environments, has 
seen considerable growth, propelled by advancements in 
automation and sensor technology. This paper focuses on the 
development of a medical service robot designed specifically for 
hospital settings in rehabilitation medicine, employing LiDAR-
based Simultaneous Localization and Mapping (SLAM) to 
navigate and function autonomously [1]. 

Rehabilitation robots are primarily developed to assist with 
the delivery of intensive, repetitive, and task-specific 

interventions which are often labor-intensive and require high 
levels of precision [2]. The role of these robots extends beyond 
mere assistance, as they are increasingly equipped with 
autonomous features that allow them to navigate complex 
hospital environments and interact with patients and healthcare 
staff effectively [2]. The adoption of LiDAR technology in 
medical service robots enhances these capabilities by providing 
accurate and real-time 3D maps of the environment, which is 
critical for the autonomous navigation and operational safety of 
robots [3]. 

The importance of autonomous navigation systems in 
medical robots cannot be overstated, as they significantly reduce 
the human resources needed for operation and maintenance, 
thereby increasing the healthcare system's overall efficiency [4]. 
Simultaneous Localization and Mapping (SLAM) technology, 
which combines data from various sensors to create a map of an 
unknown environment while simultaneously tracking the robot's 
location, is pivotal in this context. SLAM has been extensively 
studied and applied in mobile robotics, and its adaptation to the 
specific needs of medical environments presents unique 
challenges and opportunities [5]. 

The application of SLAM in medical service robots involves 
not only technical development but also consideration of the 
ethical, privacy, and safety concerns associated with robotic 
operations in human-centric environments [6]. Robots in 
hospitals must adhere to stringent safety standards and be 
capable of interacting with patients in a manner that 
complements the therapeutic goals of rehabilitation [7]. 
Furthermore, the integration of robots into public health settings 
raises significant privacy concerns, particularly in relation to the 
storage and handling of sensitive patient data captured by 
robotic sensors [8]. 

The development of robots equipped with LiDAR and 
SLAM for rehabilitation medicine also necessitates a 
multidisciplinary approach, combining insights from 
engineering, computer science, and healthcare. Such 
collaboration is crucial for ensuring that the robots are not only 
technically proficient but also tailored to meet the practical 
needs of patients and healthcare providers [9]. Moreover, the 
implementation of these technologies must be supported by 
robust clinical trials to validate their efficacy and safety in real-
world hospital settings [10]. 
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Past research has demonstrated the potential of robotic aids 
in enhancing patient engagement and improving recovery 
outcomes in rehabilitation settings [11]. For instance, robots that 
assist with walking or deliver physical therapy have been shown 
to improve mobility and accelerate recovery, providing a level 
of consistency and repeatability that is difficult to achieve 
through human intervention alone [12]. The development of a 
medical service robot with sophisticated navigation and 
mapping capabilities could further these benefits by enabling 
more dynamic and responsive interaction with the environment 
and the patients. 

This research aims to bridge the gap between the current 
capabilities of medical service robots and the evolving demands 
of modern healthcare facilities. By focusing on the integration 
of LiDAR-based SLAM technology, the study seeks to address 
several of the limitations faced by earlier models of 
rehabilitation robots, such as limited autonomy and the inability 
to adapt to new and complex environments [13]. The ultimate 
goal is to develop a robot that not only supports the logistical 
needs of hospitals but also contributes directly to the therapeutic 
processes, enhancing the overall quality of care and patient 
satisfaction [14]. 

The development of a medical service robot equipped with 
LiDAR-based SLAM technology for use in rehabilitation 
medicine represents a significant advancement in the field. This 
research contributes to a deeper understanding of the technical 
challenges and clinical implications of deploying autonomous 
robots in sensitive environments, aiming to maximize both the 
efficacy and safety of robotic interventions in healthcare settings 
[15]. 

II. RELATED WORKS 

In the evolving landscape of rehabilitation medicine, the 
integration of robotics has marked a significant technological 
advancement, aiming to enhance patient care through automated 
assistance and precise intervention. The adoption of advanced 
technologies like LiDAR and Simultaneous Localization and 
Mapping (SLAM) within medical service robots presents a 
novel approach to navigating complex hospital environments 
efficiently. This section reviews the pertinent literature 
surrounding rehabilitation robotics, with a focus on the 
incorporation of these sophisticated technologies into their 
design and functionality. The discussion extends across the 
technological underpinnings, applications, and the specific 
challenges faced, thereby setting a foundational context for this 
research. 

A. Overview of Rehabilitation Robotics 

Rehabilitation robotics has emerged as a vital tool in modern 
therapeutic practices, primarily focusing on enhancing patient 
recovery and automating repetitive therapy tasks. These robotic 
systems are designed to deliver high-intensity, precise 
interventions that are essential for the rehabilitation of patients 
with diverse physical impairments. According to Zhao et al. 
(2022), rehabilitation robots not only facilitate consistent 
therapeutic activities but also significantly reduce the physical 
burden on healthcare providers by automating routine tasks [16]. 

The evolution of these systems has been marked by 
significant advancements in their ability to interact with patients 

and adapt to various therapeutic needs. As highlighted by Hou 
et al. (2024), the integration of sophisticated sensors and 
actuators in these robots enables them to perform complex tasks 
with greater autonomy and accuracy [17]. This technological 
enhancement improves the quality of interventions and supports 
a broader range of rehabilitation activities. 

Moreover, the clinical impact of rehabilitation robotics is 
profound, with studies indicating improved patient outcomes in 
mobility and independence [18]. These robots provide tailored 
therapeutic exercises that are crucial for effective rehabilitation, 
making them an indispensable asset in modern healthcare 
settings. 

B. Technological Foundations in Medical Service Robots 

Medical service robots incorporate a variety of advanced 
technologies to enhance their functionality and autonomy in 
healthcare settings. Central to their operation are automation 
technologies and intelligent systems that allow these robots to 
perform a wide range of tasks, from patient care to logistical 
support within hospitals. According to Avutu et al. (2023), the 
use of real-time data processing and machine learning enables 
these robots to make informed decisions and adapt to dynamic 
environments, significantly enhancing their operational 
efficiency [19]. 

Actuators and sensor technologies play pivotal roles in the 
functionality of medical service robots. These components 
ensure precise control and interaction capabilities, critical for 
tasks that require high levels of accuracy such as medication 
delivery or patient monitoring [20]. Furthermore, the integration 
of communication interfaces facilitates seamless interaction 
with healthcare professionals, allowing for efficient 
coordination and data exchange. 

Moreover, the implementation of robotics in medical 
services often involves complex system architectures that 
combine hardware and software solutions to meet the stringent 
safety and performance requirements typical of medical 
environments [21]. These integrated systems not only ensure 
patient safety but also contribute to the overall resilience and 
reliability of robotic operations in healthcare settings. 

C. Use of LiDAR Technology in Robotics 

Light Detection and Ranging (LiDAR) technology has been 
pivotal in advancing robotic navigation systems. LiDAR sensors 
provide accurate distance measurements by illuminating a target 
with laser light and measuring the reflection with a sensor. This 
technology's application in robotics, as detailed by Chen et al. 
(2023), involves creating high-resolution maps of the robot's 
surroundings, which is essential for navigating through dynamic 
environments without human input [22]. In medical settings, the 
precision of LiDAR technology ensures that robots can navigate 
crowded hospital corridors and interact with patients and staff 
safely. 

D. Simultaneous Localization and Mapping (SLAM) 

SLAM technology is crucial for autonomous navigation, 
enabling robots to build a map of an unknown environment 
while simultaneously tracking their location within it. The 
convergence of SLAM with medical service robots enhances 
their operational autonomy. Takanokura et al. (2023) discuss 
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various SLAM algorithms, each with different strengths, 
catering to the specific needs of the environment and the task at 
hand [23]. In the context of rehabilitation robotics, the 
implementation of SLAM allows robots to adapt to new and 
evolving environments, facilitating seamless integration into 
hospital settings. 

E. Integration of SLAM in Medical Robotics 

The integration of Simultaneous Localization and Mapping 
(SLAM) technology in medical robotics represents a significant 
advancement in the autonomous operational capabilities of these 
systems within complex healthcare environments. SLAM 
technology allows medical robots to dynamically map their 
surroundings while maintaining an accurate location within the 
map, which is critical for navigation and task execution in 
hospital settings [24]. 

Incorporating SLAM into medical robotics facilitates 
enhanced spatial awareness and adaptability, enabling these 
robots to autonomously maneuver through crowded and 
dynamically changing hospital corridors and rooms. According 
to Mbunge et al. (2021), the ability to update and refine their 
environmental models in real-time allows these robots to operate 
safely and efficiently around both stationary obstacles and 
moving individuals, such as patients and medical staff [25]. 

Furthermore, the application of SLAM in medical robotics 
not only improves operational efficiency but also enhances the 
interaction capabilities of these robots with their human 
counterparts. Pereira et al. (2022) highlight that SLAM-
equipped robots can more effectively collaborate with 
healthcare providers, ensuring that therapeutic and logistical 
tasks are carried out with minimal human intervention [26]. This 
seamless integration into healthcare workflows greatly 
contributes to the overall productivity and patient care standards 
within medical facilities. 

F. Challenges and Limitations 

Despite the advancements, the integration of LiDAR and 
SLAM into medical service robots faces significant challenges. 
Yam et al. (2021) outline several technical challenges, including 
the high cost of LiDAR sensors and the computational demands 
of SLAM algorithms, which can limit their widespread adoption 
[27]. Additionally, ethical concerns regarding patient privacy 
and data security are paramount, as these technologies often 
collect sensitive information that could be vulnerable to 
breaches. Makhdoom et al. (2022) stress the importance of 
developing robust security protocols to protect patient data and 
ensure compliance with healthcare regulations [28]. 

G. Gap Analysis 

The current literature reveals several gaps in the application 
of advanced technologies like LiDAR and SLAM within the 
domain of medical service robots, particularly in rehabilitation 
settings. While significant advancements have been made in 
technical capabilities, there is a lack of comprehensive studies 

focusing on the practical integration of these technologies in 
real-world healthcare environments [29]. Additionally, existing 
research often overlooks the user-centric design and ethical 
considerations essential for deploying robots in sensitive areas 
such as patient care [30]. 

Moreover, despite the potential of these technologies to 
enhance robotic functionality, there is a notable deficiency in 
tailored solutions that address specific clinical needs and 
seamlessly adapt to the unique dynamics of hospital settings 
[31]. Addressing these gaps through focused research could lead 
to more effective and contextually appropriate robotic systems 
that improve patient outcomes and healthcare efficiency [32]. 

III. MATERIALS AND METHODS 

A. Data Collection 

The conceived system of the driven automated guided 
vehicle (AAGV) was formulated to elevate the execution of 
manual environmental mapping tasks currently in use through 
the utilization of self-positioning and autonomous navigation 
that operates nearby the layout map of the area. Given the fill 
running of an environmental assessment, the AGV 
autonomously constructs a map of the surrounding, a process 
that depends on conventional methods as well. This innovative 
approach exploits the factory indoor formation for micro-
localization and precise mobile robot self-positioning. By using 
point cloud data as input, 3D Lidar’s structural analysis module 
focuses on the portion gleaned from the wall structures, where 
the variance is measured subsequently by comparing it with a 
reference 2D layout map and the mapped horizontal trajectory 
(or wheel odometry) of the UGV. The filtering method 
implemented to achieve the localization uses a particle filter 
with Monte Carlo method, while the base of this navigation is 
the information determined from the map coordinate and 
transformed point cloud data [33]. 

Fig. 1 presents the basic control scheme of the proposed 
medical service robot, illustrating the integration of 3D LiDAR 
technology for autonomous navigation within hospital 
environments. The control architecture is divided into three 
primary components: 3D LiDAR processing, Mapping, and Path 
Planning. Initially, the 3D LiDAR sensor collects point cloud 
data which is processed by the Encoder and Odometry to track 
the robot’s position and movement. Wall point clouds are 
extracted to delineate boundaries and detect obstacles, ensuring 
the robot avoids collisions. Subsequently, the Mapping process 
involves assessing the robot's position and converting the 
environmental map to a point cloud format for real-time 
navigation updates. In the Path Planning segment, the robot sets 
navigation goals, computes feasible paths, and creates a 
navigational trajectory, culminating in the autonomous mobility 
of the robot. This control scheme underscores a comprehensive 
approach to navigating complex healthcare settings, leveraging 
advanced sensing and computational techniques to enhance 
operational efficacy and safety. 
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Fig. 1. Basic control scheme of the proposed medical service robot. 

B. The Hardware Module 

In this study, the Shenzhen Yahboom Technology 
Rosmaster X3 Plus mobile robot was utilized as a primary 
research tool. This robot, operating within a hybrid system 
environment, combines physical hardware with virtual systems 
managed through Ubuntu 20.04 on a VMware Workstation 
virtual machine, and further controlled via the ROS-Noetic 
operating system specifically tailored for robotic management. 
The choice of the Rosmaster X3 Plus for this research is 
predicated on its advanced capabilities and adaptability to 
complex tasks, making it an ideal candidate for detailed study in 
robotic navigation and interaction within structured 
environments. 

The Rosmaster X3 Plus is equipped with cutting-edge 
hardware that enhances its sensing and computational abilities, 
crucial for effective navigation and task execution. Central to its 
operation is the Jetson Orin NX processor, boasting 16GB of 

memory, which facilitates robust real-time processing for tasks 
such as obstacle navigation and localization. Environmental 
perception is significantly enhanced by the integration of a 
YDLidar 4ROS Lidar system, which provides high-resolution 
3D point cloud data. Complementing this, an Astra Pro depth 
camera provides detailed 3D visual inputs that are integrated 
with the Lidar data for a comprehensive environmental 
understanding. This hardware-software synergy not only boosts 
the robot’s operational efficiency but also underscores the 
effectiveness of modern technologies in autonomous robotic 
navigation. 

The operation of the motor is governed by signals originating 
from Pulse Width Modulation (PWM), which dictate the motor's 
speed, and directional signals that guide the rotation. These 
commands are dispatched by a microcomputer integrated within 
the motor driver, initiating motion based on inputs. Fig. 3 shows 
motor drive set-up. 
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Fig. 2. Medical service robot of the study. 

 
Fig. 3. Motor drive setup (a) DC Motor setup (b) Encoder configuration. 

Further, a serial communication line facilitates the 
transmission of these commands from the microcomputer to a 
personal computer (PC), allowing operators to manage the cart's 
functions effectively through PC-based controls. Additionally, 

communication between the motor's encoder and the 
microcomputer is handled via an SPI interface, which transmits 
precise rotational angle data, subsequently relayed to the PC, 
enhancing clarity in monitoring and controlling the motor's 
activity and the cart’s trajectory. 

C. Odometry 

The integration of 3D LiDAR with wheel odometry equips 
the robot with enhanced capabilities to both perceive its 
surroundings and track its movement accurately. Odometry, 
fundamentally reliant on mathematical equations and principles, 
plays a crucial role in this process. It operates by analyzing the 
rotation of the robot's wheels, which directly informs the 
calculation of the distance traveled. Each wheel is equipped with 
an encoder that records the number of rotations, allowing for 
precise measurement. Given the radius r  of the wheels and the 
number of encoder ticks N , the distance D  each wheel travels 

can be calculated, providing critical data for navigating and 
mapping the robot's environment effectively. 
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N
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Where totalN  is the total number of ticks per complete 

wheel rotation. 

For a two-wheeled robot, the distance traveled  
avgD  and 

change in orientation are given by: 
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Where LD  and RD  are the distances traveled by the left 

and right wheels, respectively, and W  is the width between the 

wheels. 

3D LiDAR technology generates a detailed point cloud that 
captures the robot's surroundings, facilitating a comprehensive 
understanding of its movements and orientation through external 
reference points. When combined with wheel odometry, LiDAR 
helps to correct potential inaccuracies and drifts that may 
accumulate in the odometry data over time. Fig. 2 shows 
medical service robot of the study. 

The process of merging odometry with 3D LiDAR data 
involves a methodical approach: 

1) Initial estimation: Wheel odometry is initially used to 

estimate the robot's trajectory. 

2) LiDAR correction: The point cloud produced by LiDAR 

is compared against a pre-established map to identify any 

deviations that suggest errors in the odometry data. 

3) Data fusion: Techniques such as the Kalman filter are 

employed to amalgamate the data from both odometry and 

LiDAR. This integration enhances the accuracy of the robot's 

navigation system by providing a more reliable data set that 
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accounts for any discrepancies identified between the odometry 

and LiDAR inputs. 

 1|1||
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  (4) 

Where kkx |
ˆ  is the a posteriori state estimate, 1|

ˆ
kkx  is the a 

priori estimate, kK  is the Kalman gain, ky  represents the 

measurement (Lidar data), and H  is the measurement matrix 
relating the state to the measurement. 

Update Position and Orientation: Adjust the robot's 
estimated position and orientation based on the fused data: 
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Subsequently, the robot's position and orientation are 
updated based on corrected data derived from the integration of 
wheel odometry and LiDAR measurements. This fusion ensures 
that the robot accurately maintains its location and direction, 
reducing errors that might arise from wheel slippage or uneven 
terrain. 

By combining 3D LiDAR data with wheel odometry, our 
mobile robot achieves superior navigation precision and detailed 
environmental mapping. This sophisticated odometry system 
underpins the robot's ability to autonomously operate in 
complex and dynamically changing environments, facilitating 
reliable performance across various operational scenarios. 

D. Localization 

The navigation capability of our mobile robot is enhanced by 
3D LiDAR technology, utilizing a sophisticated localization 
algorithm that precisely determines the robot's position within 
its operating environment. This section delves into the 
mathematical principles and operational mechanics of the 
localization algorithm employed in our system, emphasizing the 
integration of 3D scanning data to improve node localization 
accuracy. 

Central to our localization strategy is Monte Carlo 
Localization (MCL), also known as particle filter localization. 
This probabilistic method uses a collection of hypothetical 
particles to represent potential positions and orientations (states) 
of the robot within its environment. Each particle is weighted 
based on its congruence with environmental data gathered via 
LiDAR scans and the robot’s observed movements, effectively 
merging sensor inputs with motion data to estimate the robot’s 
location with higher accuracy. 

Particle Representation: In our system, each particle in the 
set represents a potential state of the robot, encompassing both 
its location and orientation, forming the basis for calculating the 
most probable actual state of the robot as it navigates. 

 iiii yxp ,,
   (6) 

iii yx ,,  denote the particle's position and orientation. 

Weight Calculation. The weight iw  is calculated for each 

particle taking into account the degree of matching of the 
predicted sensor readings for the desired particle state with the 
real sensor readings given by the 3D Lidar. 

 iti pzPw |
   (7) 

Where 
tz  is the Lidar measurement at time t , and 

 it pzP |  is the likelihood of observing 
tz  given the state 

represented by particle i . 

Resampling within the Monte Carlo Localization (MCL) 
framework involves selecting particles based on their weights, 
with particles possessing higher weights more likely to be 
chosen. This process concentrates the particle distribution 
around the most likely states of the robot’s position, refining the 
model’s accuracy over time. 

Integrating 3D LiDAR data significantly enhances the MCL 
algorithm's localization precision by allowing a detailed 
comparison between the environmental features detected by the 
LiDAR and the pre-existing map model. The LiDAR’s point 
cloud captures environmental details at a granular level, 
facilitating highly accurate weight calculations for each particle 
within the model. 

The sensor model associated with the 3D LiDAR converts 
the point cloud data from a sequential format into a probabilistic 
one, aligning it with the map’s specifications. This 
transformation allows for an effective comparison, essentially 
converting 3D data into a more manageable 2D format to match 
the map, thereby enhancing the fidelity and utility of the particle 
data. 

Before assigning weights to each particle, a motion update is 
conducted based on the reported movements of the robot. This 
update adjusts the positions and orientations of the particles to 
reflect the robot’s dynamics as captured by its odometry data, 
ensuring that the model remains consistent with the robot's 
actual movements. The motion model updates are critical for 
maintaining the accuracy of the localization process. 

  ,'

tii uppp
  (8) 

where 
'

ip  is the updated particle state, p  is the change in 

state due to the control input tu  (e.g., velocity, angular velocity) 

at time t , and   represents the motion noise. 

E. Obstacle Avoidance 

Obstacle avoidance is a critical component of autonomous 
navigation systems, involving two main functions: detecting 
obstacles and formulating alternate paths to circumvent them. 
Consider a scenario where a predetermined route is blocked on 
the left side by an obstruction. In such cases, navigational 
coordinates are structured into waypoints, each associated with 
a specific detection zone. This zone is typically envisioned as a 
cylindrical area encompassing each waypoint along the robot's 
path, serving as a detection field for obstacles. 
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Fig. 4. Obstacle avoidance of the proposed medical service robot. 

Within this cylindrical detection zone, any detected objects 
that do not correspond to the ground are classified as obstacles. 
The presence of these obstacles renders the area impassable, 
necessitating a rerouting of the planned path. This mechanism 
ensures that the robot can adapt its route in real-time to avoid 
obstacles, maintaining smooth and continuous navigation as 
depicted in Fig. 4. 

The obstacle avoidance strategy within autonomous 
navigation systems functions by designating areas where 
obstacles are detected as blocked, typically highlighted in red on 
navigational maps. This prompts the system to seek alternative 
corridors for maneuvering around the impediment. The 
algorithm evaluates possible detours, actively searching for 
viable paths adjacent to the obstruction. If a feasible route is 
identified along one side of the obstacle, it is selected for 
navigation, and the route-finding algorithms are updated to 
reflect this new path. Conversely, if obstructions block all 
potential routes, rendering them impassable, the vehicle halts its 
progress until an alternate path becomes available. This adaptive 
mechanism ensures that the vehicle can flexibly and effectively 
navigate through varying environmental conditions by 
dynamically adjusting its course in response to encountered 
obstacles. 

IV. RESULTS 

This section explores the evaluation of the map accuracy 
generated by our medical service robot, which is crucial for self-
localization and overall system performance assessment. Our 
system was rigorously tested against the renowned 3D-SLAM 
technology implemented in Autoware version 1.14.0, an 

established open-source platform designed for autonomous 
driving technologies under the Linux ROS framework. A critical 
aspect of Autoware’s capability is the Normal Distribution 
Transform (NDT) Matching, which utilizes point cloud scan 
matching to enhance localization accuracy. This method 
employs normal distributions to model point clouds within 
specified segments, facilitating precise alignment of overlapping 
point clouds, a feature vital for accurate localization in 
environments requiring high precision, such as autonomous 
navigation systems. 

To empirically validate our system, data collection involved 
manually maneuvering a mobile trolley through various 
environments, recording its positions to verify the accuracy of 
the self-localization predictions. This testing covered diverse 
measurement points, extending through indoor and outdoor 
settings and spaces between different structures. Additionally, 
our self-localization methods were tested through ROS 
simulations using the collected positional data. This detailed 
validation approach ensures that our system’s performance is 
thoroughly understood and reliable in practical scenarios, 
demonstrating robust capabilities in a real-world application 
context. 

Fig. 5 presents a series of diagrammatic representations 
illustrating the navigation process within a two-dimensional 
environment, capturing the dynamic nature of path planning. 
The sequence starts with Fig. 5(a) and 5(b), which mark the 
initiation of the path planning phase and lay the groundwork for 
subsequent navigational decisions. This is followed by Fig. 5(c), 
which details the iterative steps involved in path planning as the 
robot maneuvers through various directions. This stage 
highlights the dynamic and repetitive nature of adjusting the 
planned route as the robot encounters different scenarios. 
Conclusively, Fig. 5(d) captures the culmination of the path 
planning process, displaying a finalized map that delineates the 
actual path taken by the robot. This sequence effectively 
demonstrates the progression from initial path determination 
through to adaptive adjustments and the final mapping, 
underscoring the complex and responsive strategy employed in 
robotic navigation. 

Fig. 6 provides a detailed exploration of the path planning 
processes implemented by a robot within a three-dimensional 
framework, showcasing the steering strategies employed as it 
navigates through cluttered environments. This diagram 
effectively illustrates the robot's capability to assess and adapt 
its trajectory in real-time as it maneuvers through various 
terrains and obstacles in 3D space. It serves as a critical visual 
tool for understanding the sophisticated 3D capabilities of 
autonomous systems, highlighting their ability to perceive and 
interact with their surroundings comprehensively. The figure 
emphasizes the advanced algorithms that enable these systems 
to not only navigate intelligently but also to create detailed 3D 
maps upon the completion of their routes. This depiction 
confirms the complexity and dynamism of new 3D path 
planning techniques, reflecting significant advancements in the 
autonomous vehicle industry, where precision and efficiency are 
paramount in navigating complex environments. 
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a) Path planning from left to right side b) Path planning from bottom to up 

  

c) Path planning process d) Path planning process has been completed 

Fig. 5. The path planning process for the medical service robot. 

  

  

Fig. 6. Path planning in 3D for medical service robot from various foreshortening. 
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a) Start of mobile robot path planning b) Mobile robot navigation 

Fig. 7. Mobile medical service robot navigation using 3D LiDAR. 

Fig. 7 showcases the developed mobile robot equipped with 
3D LiDAR technology, operating in a real-world or field setting, 
which illustrates the robot's design and its operational 
capabilities. This image particularly highlights how the 
integrated 3D LiDAR technology enables the robot to perceive 
and interact dynamically with its environment. The diagram 
captures the robot as it navigates a specified area, utilizing 
LiDAR data to facilitate steering, obstacle avoidance, and 
localization tasks. Through this visual representation, the 
practical functioning of the mobile robot is conveyed, 
underscoring the real-time application and demonstrating the 
effectiveness of the combined technologies in enhancing the 
navigation system. This figure serves as a vital link between the 
theoretical concepts underlying the study and their practical 
implementation, showcasing the translation of academic 
research into actionable, autonomy-enhancing strategies within 
robotic systems. 

V. DISCUSSION 

In this discussion, we delve into the findings from the 
deployment and validation of our medical service robot, 
equipped with advanced 3D LiDAR technology and an 
innovative localization system. The results underscore the 
robot's potential to revolutionize navigation and interaction 
within hospital environments, providing critical insights into 
both the capabilities and areas for further enhancement of 
autonomous robotic systems in healthcare settings. 

The application of 3D LiDAR technology in our medical 
service robot has proven to be a cornerstone for enhancing 
autonomous navigation. The high-resolution data obtained from 
LiDAR not only facilitated accurate real-time mapping but also 
significantly improved the robot's ability to detect and navigate 
around obstacles. This capability is critical in a hospital setting 
where dynamic obstacles such as moving people and medical 
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equipment are common. The integration of 3D LiDAR with the 
robot's other sensory systems has enabled a level of situational 
awareness that is paramount for safe and efficient operation 
within such complex environments. 

Our comparative analysis with Autoware's 3D-SLAM 
technology highlighted the effectiveness of our localization 
approach. The Normal Distribution Transform (NDT) Matching 
method, typically used in autonomous vehicular navigation, was 
adapted for indoor use with our robot. This adaptation was 
crucial as it addressed the unique challenges of indoor 
navigation, which include lower GPS reliability and the 
presence of numerous static and dynamic obstacles. The 
successful application of NDT in our system underscores its 
potential for broader application in other robotic systems that 
operate in similarly challenging environments. 

Furthermore, the empirical validation of our robot's 
localization accuracy through manual maneuvering across 
different environments provided substantial evidence of its 
robustness. The robot demonstrated a high degree of precision 
in maintaining its course within tightly controlled trajectories, 
an essential feature for medical applications where precise 
movements are often necessary. However, it was noted that 
certain environmental conditions, such as highly reflective 
surfaces or areas with poor LiDAR reception, could disrupt the 
localization process. This finding points to the need for further 
research into improving sensor fusion techniques to mitigate the 
effects of such environmental factors on the robot's 
performance. 

The ROS simulations used for further validation played a 
crucial role in this study, allowing us to replicate and analyze 
numerous scenarios that the robot might encounter. These 
simulations were instrumental in refining the robot’s path 
planning algorithms, ensuring that the system could adapt to 
unexpected changes in the environment efficiently and 
effectively. The ability to conduct such simulations highlights 
the importance of flexible and robust software frameworks in 
the development of autonomous robotic systems. 

Moreover, the data collected during the robot's operation in 
different factory settings revealed valuable insights into the 
practical challenges of deploying such systems in real-world 
environments. For instance, the transition from indoor to 
outdoor settings posed navigation challenges that were not fully 
anticipated, such as changes in lighting conditions affecting 
sensor performance. Addressing these challenges will require 
the development of adaptive algorithms capable of adjusting to 
varying environmental conditions seamlessly. 

The discussion would be incomplete without considering the 
implications of this technology for patient care. The precision 
and reliability of the robot's navigation and localization systems 
have direct implications for its potential use in delivering 
medications, assisting with patient transport, or conducting 
routine monitoring tasks. These activities require a high level of 
accuracy to ensure patient safety and care quality. Our findings 
suggest that with further development, such robots could 
become integral components of healthcare delivery, enhancing 
the efficiency and effectiveness of medical services. 

In summary, the development and validation of our medical 
service robot with integrated 3D LiDAR and advanced 
localization capabilities represent a significant step forward in 
the field of healthcare robotics. The successful deployment of 
this technology in a hospital environment showcases its 
potential to enhance operational efficiencies and patient care. 
Nonetheless, the study also highlights several areas for further 
improvement, particularly in enhancing the robot's adaptability 
to diverse and changing environments. Future research should 
focus on refining the integration of sensory and navigational 
technologies to build even more robust, versatile, and reliable 
robotic systems. Such advancements will not only improve the 
functionality of medical service robots but also expand their 
applicability across different sectors within healthcare, 
ultimately contributing to the broader goal of automating and 
improving medical service delivery. 

VI. CONCLUSION 

In conclusion, the research conducted on the development of 
a medical service robot equipped with 3D LiDAR and advanced 
localization technologies has substantiated its potential to 
significantly enhance navigational and operational capabilities 
in hospital environments. This study not only demonstrated the 
robot's proficiency in precise and adaptive navigation through 
complex and dynamic settings but also emphasized its utility in 
the context of healthcare delivery. The integration of 3D LiDAR 
technology facilitated a robust sensing environment, enabling 
the robot to perform with high levels of accuracy in obstacle 
detection and path planning. Moreover, the comparative 
validation with established technologies like Autoware’s 3D-
SLAM provided a robust framework for assessing the 
effectiveness of our localization system, confirming its 
applicability and reliability. Despite encountering challenges 
such as sensor sensitivity to environmental factors, the research 
identified critical insights for future enhancements, notably in 
improving sensor fusion and algorithm adaptability. These 
advancements are imperative for ensuring the robot can 
seamlessly integrate into the diverse and evolving landscape of 
healthcare facilities. The potential for such autonomous systems 
to assist in routine tasks and patient care suggests a promising 
horizon not only for improving efficiency but also for enriching 
the quality of care. Moving forward, continued refinement and 
testing in real-world conditions would be crucial to fully realize 
the capabilities of medical service robots, setting a precedent for 
their broader adoption in healthcare settings. 
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Abstract—The continuous development of action recognition 

technology can capture the decomposition data of Tai Chi 

movements, provide precise assistance for learners to correct 

erroneous movements and enhance their interest in practicing Tai 

Chi. Inertial sensors and human skeletal models are used to collect 

motion data. Combined with visual sensors, the motion and 

trajectory of Tai Chi are processed to obtain the relevant 

coordinate system of the movement trajectory. Then, the inertial 

sensor and visual sensor are fused for data processing to 

standardize the human skeleton model, remove noise interference 

from the collected information, and improve the smoothness 

performance of movement trajectories, thereby segmenting and 

clustering Tai Chi movement trajectories. Finally, the support 

vector machine and dynamic time-warping algorithm are 

combined to identify and verify the trajectory of Tai Chi 

movements. According to the results, in the 25%, 50%, and 75% 

training sample proportions, the lowest recognition accuracy of 

the Qi Shi movements was 90.87%, 93.53%, and 98.08%, 

respectively. The optimal recognition accuracy and standard 

deviation of single nodes in binary classification were 98.48% and 

0.47%, respectively. The best recognition accuracy and standard 

deviation for multi-joint points in binary classification were 

99.77% and 0.16%, respectively. This proves the recognition 

advantages of binary classification and the superiority of data 

fusion analysis based on multiple sensors, providing a theoretical 

basis and technical reference for action recognition technology. 

Keywords—Inertial sensor; visual sensors; segmentation 

clustering; support vector machine; dynamic time warping 

algorithm 

I. INTRODUCTION 

With the advancement and rapid development of technology, 
human motion recognition technology has been widely applied 
in fields such as medicine, sports, and computer science. 
According to the human body model and the action mechanism, 
the standardization of actions can be improved. Tai Chi, is a 
popular health exercise in society. According to action 
recognition technology, actions can be effectively imitated, 
improving teaching level and standardization of actions [1]. 
However, Tai Chi movements are basically smooth and 
coherent trajectory movements, which have unity in the 
coordination of whole body and joint movements. Therefore, it 
is necessary to collect and process information on Tai Chi 
movements, as well as segment trajectories to improve 
recognition accuracy. Action recognition technology has 
achieved some results in decomposing actions, and identifying 
motion types and motion patterns. Moreover, there is in-depth 
research and technological development in the collection and 

recognition algorithms of action information for human 
skeleton models [2-4]. However, the current methods for 
recognizing and decomposing human movements lack more 
accurate trajectory processing in coherent movements. There is 
a lack of real-time feedback on monitoring physical fitness and 
correcting movements during human exercise. Therefore, the 
inertial sensor and visual sensor are combined to collect, 
process, and fuse data on motion trajectories. The research 
innovatively uses Support Vector Machine (SVM) and 
Dynamic Time Warping (DTW) algorithms to identify and 
process joint points of continuous actions and their trajectories, 
aiming to provide theoretical and technical references for the 
clustering effect of trajectory segmentation and the 
classification accuracy of action recognition. According to 
research on the recognition methods of Tai Chi movements, it 
can not only assist athletes in improving their professional 
technical level, but also promote the diversified development of 
other sports. Meanwhile, it can also monitor patients' 
rehabilitation movements, input human motion commands for 
intelligent living, and provide practical applications and service 
experiences for fields such as medicine, public health, and 
human-computer interaction. 

The study is structured into five sections. Section II 
elaborates on the current research results. Section III analyzes 
and constructs the data processing and fusion of inertial sensors 
and visual sensors, improving the smoothness of the trajectory. 
Section IV is to perform cluster analysis and recognition 
verification on the trajectory of Tai Chi movements. Section V 
is a narrative summary of the entire study. 

II. RELATED WORKS 

Action recognition technology has been widely applied and 
developed in various fields based on human motion information. 
At present, the research on action recognition technology 
focuses on action data processing and trajectory clustering 
algorithms. In recent years, scholars have conducted many 
explorations on action recognition. Sun et al. used depth maps 
and human motion recognition datasets to validate human 
motion recognition. Furthermore, the advantages of human 
motion recognition based on depth maps were derived [5]. In 
terns of human behavior identification, Luo et al. proposed 
long-distance data transmission between sensors and servers to 
improve the real-time processing capacity. The binary neural 
network was used to evaluate human activity data, so as to 
improve the efficiency and accuracy of data operation [6]. Liu 
et al. used an adaptive multi-scale convolutional network to 

*Corresponding Author. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1055 | P a g e  

www.ijacsa.thesai.org 

analyze the information features of skeleton joint points and 
their movements for human skeleton action recognition. The 
accuracy of action recognition data was verified by combining 
the character segmentation mode and perspective segmentation 
mode, thereby proving the superiority of adaptive multi-scale 
graph convolutional networks in human skeleton action 
recognition [7]. Regarding the three-dimensional 
reconstruction of human bones, Liu et al. adopted a skin multi-
person linear model and skeleton perception implicit function 
method. It improved the accuracy and detail processing of the 
human body model, providing a foundation for human model 
recognition [8]. 

There have been many research achievements in the field of 
human motion recognition technology, including sports, home, 
and intelligent applications. Liu proposed an algorithm that 
combines principal component analysis and local binary 
patterns to collect and process motion images for recognizing 
athletes' throwing movements. Through image segmentation 
and recognition, the average recognition rate and accuracy of 
the movements were improved [9]. To solve the motion 
recognition technology in sports, Host et al. validated the sports 
dataset using action systems and computer vision to improve 
the detection accuracy of athlete training [10]. Regarding 
indoor behavior recognition for the elderly, Song Y et al. 
utilized wireless fidelity and video feature fusion to establish an 
indoor human behavior recognition method. They also 
combined support vector machines to classify and recognize 
actions, thereby improving the accuracy of action recognition 
[11]. Cai et al. used feature extraction tools and multi-scale 
fusion to extract music and dance features in the automatic 
generation of folk music and dance movements. A sequence 
network model was constructed to train features, synthesize 
new dance sequences, and improve the efficiency of automatic 
music and dance generation and the accuracy of rhythm 
matching [12]. For the classification technique of action 
recognition, Chang et al. used time-frequency features of brain 
signals and event-related potential phenomena. Furthermore, 
convolutional neural and long short-term memory network 
models were constructed to classify the collected EEG signals, 
demonstrating the superiority of classification algorithms [13]. 
Regarding baseball trajectory recognition, Seo et al. used an 

adaptive Kalman filter for velocity compensation. By 
combining sensor fusion and motion characteristic 
compensation, the three-dimensional trajectory of global 
coordinates was estimated, thereby improving baseball 
trajectory recognition and estimation for high-precision 
detection [14]. 

To sum up, although domestic and foreign scholars have 
conducted model construction on action recognition 
technologies and classification algorithms, they mainly focus 
on image processing and recognition of smooth and fast human 
movements to ensure the accuracy of sports athlete training. 
However, there is still a lack of in-depth research on clustering 
and segmentation methods for motion trajectories in daily life 
scenarios, and the sensor devices used for data collection also 
lack data fusion. At the same time, there is a lack of 
consideration for the universality of action recognition. There 
are significant differences between athlete action recognition 
and elderly behavior activity feature extraction, which cannot 
provide a good reference for behavioral rehabilitation in the 
medical field. Therefore, multi-sensor fusion is used to collect 
Tai Chi movement data, and the trajectory segmentation 
algorithm is used to ensure the uniform decomposition of Tai 
Chi movement, thereby improving the recognition and 
classification of movement trajectories. At the same time, video 
explanations of Tai Chi and accurate and consistent movement 
guidance are provided during fitness exercises. 

III. SYSTEM CONSTRUCTION FOR DATA COLLECTION AND 

DATA FUSION 

Tai Chi is a continuous movement trajectory. The action 
data are obtained based on inertial sensors and visual sensors. 
Then the action trajectory data is collected to complete action 
recognition. 

A. Data Acquisition and Processing Based on Inertial 

Sensors and Visual Sensors 

The human posture representation is based on the human 
skeleton model for collecting action data. To obtain real-time 
action data, inertial sensors are used for convenient wearable 
devices. The specific structural composition is shown in Fig. 1.
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Fig. 1. Data acquisition equipment and its structure based on inertial sensors. 
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Fig. 2. Schematic diagram of data collection steps. 

From Fig. 1, the inertial sensor measures data such as 
velocity, intensity, and acceleration for each unit. The data 
transceiver processes the data and synchronously transmits it to 
the host. The motion capture gloves are only fixed on the hands 
to obtain data on hand movements. The strap is used to fix the 
inertial sensor on the human body, completing the data 
collection process. According to the characteristics of Tai Chi 
exercise, in addition to the hand movement data of the motion 
capture gloves, the sensor is fixed in 17 measurement positions 
on the human body with straps to receive real-time transmission 
data from the data transceiver. The data collection steps are 
shown in Fig. 2. 

From Fig. 2, during the data collection process, the sensor 
is fixed to the human body. The connection between the host 
software and the data transceiver is smooth. Before collecting 
data, the sensor is corrected and the action is simulated and 
demonstrated. Finally, the host software is used to operate the 
data transceiver to complete the data collection of the specified 
action. BVH, as a data storage format in hierarchical models, is 
often used in the animation production of human bone models. 
Initially, each joint point is positioned and its hierarchical 
relationship is analyzed. Then the motion data of each joint 
point frame is calculated. The initial coordinate difference 
between a certain level node and its parent node is expressed as 
vector form, as shown in Eq. (1). 

 0 0 0 0, ,
T

V x y z                   (1) 

In Eq. (1), 0x , 0y , and 0z  represent the initial offset of 

the node relative to their child nodes. x , y  and z  are three 

directions. In frame 1k  , the vector of the joint points to the 
parent node is shown in Eq. (2). 

 1 0 1
T

k k kV T R V                  (2) 

In Eq. (2), kT  is the translation matrix. kR  is the product 

of rotation matrices in the z , x , and y  directions. 
According to the node transformation relationship and the bone 
hierarchical structure, the three-dimensional coordinate is 

shown in Eq. (3). 

1 0
0

n
n i n

k k k
i

V T R V


 
   
 

               (3) 

In Eq. (3), n  represents the number of child node levels. 
The 0-th level parent node represents the parent node. The 

difference between the child node and the parent node is 1n . 
Then, the points obtained from the three-dimensional 
coordinates are connected to obtain the trajectory of Tai Chi 
movements. In addition, with the rapid development of machine 
learning, two-dimensional color image models can be extracted 
from human bone models. The extraction techniques include 
top-down and bottom-up approaches. The study adopts a 
bottom-up extraction method, which extracts various body parts 
or nodes from the image and then pieces them together to form 
a complete bone model. Openpose, as a bottom-up skeleton 
recognition method, has a human skeleton model with 18 joints 
and 25 joints. The study selects a human skeleton model with 
25 joints, which includes all joints in BVH format, as well as 
data extraction for hands and faces. The Openpose algorithm 
can extract two-dimensional coordinates of human bone models 
in color images. Corresponding to the position of the depth 
image, the three-dimensional coordinates of the joint points can 
be obtained. 

The three-dimensional coordinates of depth images can be 
obtained based on the camera coordinate system. The common 
depth images include stereo vision method, time-of-flight 
method, etc. [15]. Based on the coherence and motion range of 
Tai Chi movements, the KinectV2 somatosensory camera based 
on the time-of-flight method is taken as the visual sensor for 
research. Visual sensors cover four coordinate systems in data 
analysis and calculation. Therefore, its research application in 
Tai Chi action recognition is shown in Fig. 3. 

From Fig. 3, four coordinate systems are obtained, 
including image coordinate system, pixel coordinate system, 
camera coordinate system, and world coordinate system. 
Inertial sensors and stereo sensors are combined to study the 
relevant coordinate systems of Tai Chi movement trajectory. 
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Fig. 3. Coordinate system application and structure diagram of visual sensors. 

B. Data Fusion Processing Based on Inertial-Visual Sensors 

The imaging captured by a camera is affected by optical 
properties, which can cause distortion during imaging. Then, 
based on the camera calibration internal parameter matrix, 
distortion processing is applied to the depth image and color 
image. The points of the depth image are corresponding to the 
color image to obtain a four-channel RGB color mode Depth 
Map (RGBD) image. Finally, based on the camera coordinate 
system, the three-dimensional coordinates of the RGBD image 
are evaluated. For the pixel coordinates of a point in the depth 
image, the depth value is shown in Eq. (4). 

     

       

2 2 1 1 2 1 1

2 2 1 1 2 1 1
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In Eq. (4),  ,a b  is the pixel coordinate of a certain point. 

1 2 1,a a a a a   , and 1 2 1,b b b b b   . Depth value  

represents the depth value of the point.  ,d a b  is the function 

value of point  ,a b  on the depth image. In addition, the depth 
value of joint points in the three-dimensional coordinates of the 
depth camera is shown in Eq. (5). 
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In Eq. (5),  , ,x y z  is the three-dimensional coordinate of 

the joint point.  , ,x y z  is its depth value. Finally, the RGBD 
image is separated to obtain an RGB image with the same size 
as the depth image. The Openpose algorithm is used to extract 
pixel coordinates from the joint points of the RGB image and 
convert them into three-dimensional coordinates. Finally, the 
visual sensor is used to process data such as noise and errors in 
three-dimensional coordinates. The image is processed with 
depth values through guided filters to obtain a single channel 
binarized image, which is optimized to preserve the 
distinguishing effect between the edges and interior of the 
image, thereby clarifying the human body contour information 
on the image. The morphology of human bones varies. 
Therefore, the human skeleton model needs to be standardized, 
so that visual sensors can clearly obtain the three-dimensional 
coordinates of the human skeleton and ensure the optimization 
quality of Tai Chi movement trajectory. To remove noise 
interference from collected data, the study uses Kalman 
filtering to process motion data and smooth the trajectory. The 
smoothing indicators, including square integral method, root 
mean square method, maximum velocity normalized mean 
method, and maximum velocity normalized mean method are 
used to test the smoothness and coordination of human motion. 
The improved Kalman filter enhances the smoothness of 
motion trajectory. Afterwards, the data collection of the inertial 
sensor is denoised. The five-point smoothing algorithm is used 
to optimize its motion trajectory, thereby improving the good 
smoothness performance of the Tai Chi movement trajectory. 
The accuracy of inertial sensors is superior to that of visual 
sensors. Therefore, there are significant errors in the data after 
the operation. The data fusion method of the two needs to be 
improved to enhance the quality of data processing. The steps 
for designing data fusion are shown in Fig. 4.

 

Fig. 4. Data fusion of inertial sensor and visual sensor. 
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From Fig. 4, the data fusion processing design is formed 
based on the errors of the two sensors. Three cameras and their 
coordinate systems are stereo matched. The checkerboard 
corner extraction algorithm is combined to enhance robustness 
and reduce errors. Then, coordinate transformation is 
performed on the inertial visual sensor to accurately identify the 
three-dimensional coordinates of the human skeleton model. 
Finally, a joint sampling system is used to fuse the data of the 
inertial visual sensor. The decentralized multi-sensor data 
fusion method is adopted, and Kalman filtering is combined to 
design filters, thereby reducing data errors and efficiently 
fusing information [16-18]. The main error in inertial sensors is 
the operational error of gyroscopes and accelerometers. The 
errors in visual sensors mainly include joint positioning, depth 
values, and other errors. Therefore, the joint error compensation 
algorithm and Kalman filtering algorithm are used to process 
the cumulative error and joint error data, thereby improving the 
robustness of the fusion system. The stereo matching angle 
relationship of inertial-visual sensor is shown in Eq. (6). 
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In Eq. (6),   is the angle between z  in camera 

coordinates and the ground plane.   is the angle between x  
and the ground plane. The converted camera coordinate is 

 ' ' ', ,x y z
. The angle between z  and 'z  is  .   is the 

angle between x  and 
'x . The information conservation 

principle of the federated Kalman filtering algorithm is shown 
in Eq. (7). 

m

i m

i

P                     (7) 

In Eq. (7), P  represents the principle of information 
conservation. The noise variance error is shown in Eq. (8). 
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In Eq. (8), 
i  is the measurement noise variance of the 

sampling system. Finally, the covariance between the inertial 
sensor and the visual sensor is normalized, as shown in Eq. (9). 
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In Eq. (9), 
m  is the covariance matrix of the cumulative 

error for the inertial sensor. Through data fusion design, 
multiple sensor error analysis and optimal data fusion are 
completed. 

C. Segmentation and Clustering Processing of Tai Chi 

Movement Trajectories 

Tai Chi is a continuous and light movement. To complete 
the action trajectory recognition, the trajectory needs to be 
segmented to extract the characteristics of trajectory motion 
[19-20]. The Minimum Description Length (MDL) is used to 
extract feature points of a trajectory. The original trajectory is 
segmented to obtain multiple sub trajectories. Then, the sub-
trajectories are transformed into vectors, which are called 
feature vectors. The lengths of all sub-trajectories during 
trajectory segmentation are shown in Eq. (10). 
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In Eq. (10),  M H  is the sum of sub-trajectory lengths. 

cp  is the point on the trajectory. 
jcp  is the characteristic of 

the trajectory point.  
1

,
j jc clen p p


 is the Euclidean distance 

between 
jcp  and 

1jcp


. d
 and d

 are the vertical 

distance and angular distance between trajectory segments, 
respectively. For the characteristics of trajectory points, it is 
required to take a local optimal solution, which can replace the 
global optimal solution. The cost function and feature point 
conditions are shown in Eq. (11). 
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In Eq. (11), 
ip  and 

jp  represent two points on the 

trajectory, respectively.  ,i jpar
MDL p p  is the encoding 

length function that connects feature points into a line. 

 ,i jnopar
MDL p p  is the length function of the original 

trajectory encoding. Due to the small difference between the 

trajectory and the original trajectory,  M D H  is zero. Then, 

the three-dimensional coordinates and time of the sub-
trajectories are combined to form a four-dimensional feature 
vector. The four-dimensional feature vector is classified. Then, 
the Density-Based Spatial Clustering of Applications with 
Noise (DBSCAN) is selected. The algorithm automatically 
classifies the data according to the set parameters, and then 
finds clusters of any shape in the dataset and removes noise. 
The Hopkins statistic is selected to evaluate the clustering trend 
of the dataset, as shown in Eq. (12). 
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In Eq. (12),  nx  represents uniformly extracting n  

samples  np  from the dataset. Then, n  sample sets are 
uniformly extracted from the dataset. The distance between 
each sample and the nearest sample set in the complement set 

is  ny . After determining the separability of the dataset, the 
clustering effect is effectively evaluated. The Davies-Bouldin 
index (DBI) and Dunn index index (DI) are used to 
simultaneously evaluate clustering performance. The DBI is 
shown in Eq. (13). 
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In Eq. (13), iL  and jL  represent the average distance 

between each point in the i -th and j -th clusters and the 

center of the cluster, respectively. ijC  is the center distance 

between the i -th and j -th clusters. If the value is small, the 
clustering effect is good. The DI is shown in Eq. (14). 
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In Eq. (14), a larger DI  indicates better clustering 

performance. According to the distance evaluation between 
DBI and DI, the optimal weight can be continuously adjusted. 
The parameters that need to be adjusted in clustering analysis 
include spatiotemporal parameters. The spatiotemporal 
distance is normalized, as shown in Eq. (15). 
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In Eq. (15), iW  and jW  represent trajectory segments, 

respectively. d  is the parallel distance between trajectory 

segments. dw  is the sum of weights among parallel distance, 

vertical distance, and angular distance. tw  is the time weight, 

and 1d tw w  . td  is the time distance. According to the 
inertial visual sensor and sampling system, the complete Tai 
Chi movement trajectory is segmented and clustered. Then, its 
actions are decomposed and recognized. Due to the complexity 
and diversity of Tai Chi movement trajectories, SVM and DTW 
are combined to identify and verify single and multiple joint 
points, respectively. The steps for identifying the two are shown 
in Fig. 5. 

From Fig. 5, based on the specific movements and 
trajectories of Tai Chi, its movements are identified and tested. 
SVM is fused to process the trajectory into the same size form, 
and Fisher vectors are used to normalize the length. The results 
of DBSCAN are used in a mixed Gaussian model to identify the 
motion trajectory of a single joint point. For multi-joint 
recognition verification, DTW is used to optimize the algorithm 
and directly recognize the segmented actions as templates.
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Fig. 5. Schematic diagram of recognition steps for Tai Chi movement trajectory. 
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IV. SEGMENTATION AND RECOGNITION ANALYSIS OF TAI 

CHI MOVEMENT TRAJECTORIES 

Based on the segmentation and trajectory processing of Tai 
Chi movements, clustering evaluation indicators are used to 
analyze the clustering effect of the movement trajectories for 
the left- and right-hand joints in Tai Chi. The step size variation 
range of the two trajectories is planned to be 0-100. The 
relationship between the DI evaluation index of hand 
movement trajectory and the weight sum of parallel, vertical, 
and angle distances is shown in Fig. 6. 
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Fig. 6. Clustering effect analysis of hand movement trajectories in Tai Chi. 

From Fig. 6 (a), the DI value of the left-hand movement 
trajectory reached the highest value, indicating the best 
trajectory clustering effect. The weight sum was 69, and the 
overall movement trajectory changed differently. When the 
clustering effect of the right-hand movement trajectory reached 
its maximum, the weight sum was 78. The overall hand 
movement trajectory showed an upward trend, that is, the DI 
value continued to increase overall. The hand movement in Tai 
Chi is called Yunshou. Due to the clustering processing of the 
DBSCAN algorithm, it is converted into a Fisher vector, as 
shown in Fig. 7. 

From Fig. 7, the motion trajectory of the Cloud Hand move 
varied greatly. The Fisher vector changed with increasing size. 
The overall trend was concentrated between -0.2-0.2, with the 
highest approaching 0.6. There are many schools of Tai Chi. 
Fist types and movements are diverse and varied. The study 
takes the Tai Chi of the Wu school as an example. Ten of the 
movements, including Grasp the Bird's Tail, Single Whip, 
Cross Hands, Cloud Hand, Sea Needle, Flash the Arm, Oblique 
Flying, Upside Down Chasing the Monkey, Tai Chi Qi Shi, and 
Parry and Punch, are selected for analysis. The names of these 
movements are represented in order by A-J. Finally, the 
trajectory of Tai Chi movements is identified and analyzed. The 
right-hand movement trajectory is recognized as a single joint 
action. Ten moves are classified into two categories and the 
training sample proportions are set to 25%, 50%, and 75%, 
respectively. The recognition accuracy of the two categories is 
calculated separately. When the training samples account for 25% 
of the total samples, some recognition results are shown in Fig. 
8. 

 
Fig. 7. Fisher vector changes in the trajectory motion of the cloud hand 

move. 
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Fig. 8. Recognition results of the 25% binary classification of the cloud hand and sea needle. 

From Fig. 8, when the test sample was 25%, the overall 
recognition accuracy of the Cloud Hand and Sea Needle 
movements was above 90%, with the highest being 94.31% and 
the lowest being 90.12% and 90.06%, respectively. When the 
test sample was 50%, the binary recognition results of some 
movements are shown in Fig. 9. 

From Fig. 9, when the training sample was 50%, the 
recognition rates of the Flash the Arm, Oblique Flying 
movements were both above 93%, which was higher than the 
25% training sample proportion result. The highest recognition 
rates for the combination of the Flashing Back and the Oblique 
Flying were both 98.45%, while the lowest recognition rates 
were 93.30% and 93.27%, respectively. Finally, the training 
samples accounted for 75%. The recognition rate changes are 
tested, as shown in Fig. 10. 

From Fig. 10, when the training sample was 50%, the 
recognition rates of the Flash the Arm, Oblique Flying moves 
were above 93%, which was higher than the 25% training 
sample proportion result. The highest recognition rates for the 
combination of the Flashing Back and the Oblique Flying were 
98.45%, while the lowest recognition rates were 93.30% and 
93.27%, respectively. Finally, the training samples accounted 
for 75%. The recognition rate changes are tested, as shown in 
Fig. 10. This indicates that the sample proportion is large, and 
the recognition accuracy of the moves continues to improve, 
thereby verifying the effectiveness of the classification 
recognition algorithm. To visually compare the binary 
classification recognition results of different sample 
proportions, a movement called Qishi is selected to perform 
25%, 50%, and 75% binary classification recognition. The 
change results are shown in Table I. 

From Table I, the lowest recognition accuracy for the binary 

classification of the Qishi movement was 90.87%, 93.53%, and 
98.08%, respectively, when the training sample proportions 
were 25%, 50%, and 75%. Furthermore, it indicates that as the 
proportion of samples increases, the recognition accuracy also 
improves. Finally, the binary and multi-classification samples 
are trained to recognize single joint and multi-joint movements. 
The accuracy and standard deviation of the average value are 
taken to determine the classification accuracy of the motion 
trajectory, as shown in Fig. 11. 

From Fig. 11(a), the recognition accuracy of binary 
classification for single node in the sample proportion of 25%, 
50%, and 75% was 92.26%, 96.51%, and 98.48%, respectively. 
The recognition accuracy in multi-classification was 90.05%, 
90.58%, and 93.56%, respectively. In Fig. 11(b), the 
recognition standard deviations of binary classification for 
single node in the 25%, 50%, and 75% sample proportions were 
1.15%, 1.32%, and 0.47%, respectively. The standard 
deviations for multi-classification recognition were 2.68%, 
2.11%, and 3.08%, respectively. Furthermore, it indicates the 
variation of single joint points in different sample proportions. 
The binary classification method has higher recognition 
accuracy and lower standard deviation than the multi-
classification method. This proves that the binary classification 
method for identifying single related nodes has advantages. The 
recognition accuracy and standard deviation results for multiple 
joint points are shown in Fig. 11(c). The recognition accuracy 
of binary classification and multi-classification was 99.77% 
and 90.25%, respectively. The identification standard 
deviations were 0.16% and 0.66%, respectively. This indicates 
that binary classification method is superior to multi-
classification method in multi-joint point recognition methods. 
This proves the superiority of the SVM-based recognition and 
classification method. 
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Fig. 9. Recognition results of 50% binary classification for "Flashing Back" and "Oblique Flying". 
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Fig. 10. Recognition results of 75% binary classification for the "Grasping Sparrow Tail" and "Single Whip". 

TABLE I. RECOGNITION RESULTS OF THE 25%, 50%, AND 75% DI-CATEGORIZATION OF QI SHI MOVES 

Tai Chi movements A+I C+I D+I H+I J+I 

25% binary recognition results 94.42% 92.78% 92.20% 92.84% 90.87% 

50% binary recognition results 98.02% 96.97% 97.74% 93.53% 98.31% 

75% binary recognition results 99.28% 98.08% 98.11% 99.27% 98.55% 
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Fig. 11. Recognition results of binary and multi-classification for single node and multi-joint points. 

TABLE II. COMPARISON RESULTS OF DIFFERENT METHODS FOR RECOGNIZING TAI CHI MOVEMENTS 

Tai Chi movements E+A E+B E+C E+D E+F 

Reference[6] 90.84% 91.03% 90.53% 89.87% 90.46% 

Reference[7] 91.23% 90.45% 90.07% 91.16% 90.32% 

Reference[9] 87.61% 86.26% 86.01% 89.26% 88.04% 

This research method 99.16% 98.57% 99.12% 98.35% 99.24% 

Finally, the research method is compared with existing 
methods, focusing on trajectory recognition of five Tai Chi 
moves mainly using the Hai Di Zhen technique. The results are 
shown in Table II. 

From Table II, the deep neural networks and adaptive multi-
scale convolutional networks in references [6] and [7] had 
better recognition methods for human joint points, and had 
good recognition results for light and gentle Tai Chi movements. 
The deep network model achieved a recognition result of 91.03% 
for underwater needles and single whips, while the model in 
study [7] achieved a recognition result of 91.16% for 
underwater needles and cloud hands. However, the recognition 

in study [9] was below 90%, which was not suitable for 
recognizing Tai Chi movements. Based on the above 
comparison results, it is concluded that the proposed method 
has accuracy and applicability in recognizing Tai Chi 
movements. 

V. CONCLUSION 

For the analysis of Tai Chi movement recognition data, 
human motion data is processed by inertial sensors and visual 
sensors. Then, the collected trajectory data is segmented and 
clustered. Finally, a comparative analysis is conducted on the 
recognition of Tai Chi movements. The clustering evaluation 
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index is used to analyze the clustering effect of the movement 
trajectories for the left- and right-hand joints in Tai Chi. When 
the clustering effect of left- and right-hand movements was the 
highest, the sum of weights was 69 and 78, respectively. The 
specific movements of Tai Chi are used for action recognition. 
In the binary classification method, when the training sample 
was 25%, the overall recognition accuracy of the Cloud Hand 
and Sea Needle moves was above 90%, with the lowest being 
90.06%. When the training sample was 50%, the recognition 
rates of the flashback and oblique flying movements were both 
above 93%, with the highest being 98.45%. When the training 
sample was 75%, the recognition accuracy of the "Grasp the 
Bird's Tail" and "Single Whip" were both above 97%. As the 
number of training samples increases, the accuracy of action 
recognition continues to improve. This also indicates the 
classification effectiveness of the DBSCAN algorithm. Finally, 
single joint and multi-related nodes were respectively used in 
binary classification and multi-classification. The recognition 
accuracy of single joint in the 25%, 50%, and 75% sample 
proportion of binary classification was 92.26%, 96.51%, and 
98.48%, respectively. The recognition accuracy of multi-joint 
points in binary classification was 99.77%. Furthermore, it 
proves that the binary classification method has high 
recognition accuracy, indicating the superiority of the trajectory 
segmentation and recognition classification method based on 
multiple sensors. However, human motion trajectory 
segmentation still lacks a large amount of motion data. In 
addition, the recognition and selection of Tai Chi movements 
are not widely applicable. In the action decomposition of sports 
events, real-time action recognition is not considered in order 
to collect and correct actions. In future research, it is necessary 
to reference other types of sports to improve athletes' movement 
skills and expand the feasibility and practicality of sports 
movement recognition technology. The accuracy of action 
recognition in the medical field can help physicians diagnose 
diseases and provide real-time and effective evaluation of 
treatment plans for patients' exercise rehabilitation. With the 
development of intelligence, in the fields of human-computer 
interaction and virtual reality, the recognition of human 
movements can be transformed into instruction input, thereby 
promoting the intelligence of life. 

This study analyzed the coherence and overall coordination 
of Tai Chi movements, and conducted segmentation and 
clustering. In addition, considering the motion joints of actions, 
SVM and DTW methods were used to cluster single joints and 
multiple joints. The DBSCAN algorithm accurately identified 
the data noise of high-density motion trajectories, thereby 
improving the clustering effect of trajectories while segmenting 
them, and ultimately achieving high classification and 
recognition accuracy of Tai Chi movements. 
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Abstract—This study addresses the critical challenge of 

distinguishing Unmanned Aerial Vehicles (UAVs) from birds in 

real-time for airspace security in both military and civilian 

contexts. As UAVs become increasingly common, advanced 

systems must accurately identify them in dynamic environments 

to ensure operational safety. We evaluated several machine 

learning algorithms, including K-Nearest Neighbors (kNN), 

AdaBoost, CN2 Rule Induction, and Support Vector Machine 

(SVM), employing a comprehensive methodology that included 

data preprocessing steps such as image resizing, normalization, 

and augmentation to optimize training on the "Birds vs. Drone 

Dataset." The performance of each model was assessed using 

evaluation metrics such as accuracy, precision, recall, F1 score, 

and Area Under the Curve (AUC) to determine their 

effectiveness in distinguishing UAVs from birds. Results 

demonstrate that kNN, AdaBoost, and CN2 Rule Induction are 

particularly effective, achieving high accuracy while minimizing 

false positives and false negatives. These models excel in reducing 

operational risks and enhancing surveillance efficiency, making 

them suitable for real-time security applications. The integration 

of these algorithms into existing surveillance systems offers 

robust classification capabilities and real-time decision-making 

under challenging conditions. Additionally, the study highlights 

future directions for research in computational performance 

optimization, algorithm development, and ethical considerations 

related to privacy and surveillance. The findings contribute to 

both the technical domain of machine learning in security and 

broader societal impacts, such as civil aviation safety and 
environmental monitoring. 

Keywords—Unmanned Aerial Vehicles (UAVs); machine 

learning; image recognition; real-time processing; security; 

computer vision; image processing 

I. INTRODUCTION 

In the past decade, military applications of drones have 
undergone a significant transformation, expanding from 
surveillance and reconnaissance to more tactical roles, such as 
precision strikes on targeted objectives. Drones, whether small 
handheld units or large remotely piloted aircraft, provide 
invaluable aerial surveillance that extends beyond human 
capability. This real-time surveillance helps to identify 
potential threats, ensuring the safety of both civilians and 
military personnel [1]. Drones can monitor dangerous areas 
for extended periods, offering surveillance that surpasses 
traditional methods. However, while these capabilities are 

revolutionary, they also introduce critical challenges, 
particularly in security operations. 

One significant concern is the threat posed by 
cyberterrorism, as drones—hailed as one of the most 
formidable weapons in modern warfare—can be exploited to 
breach defenses. For instance, the Iranian drone and missile 
attack on Israeli territories highlighted the need for robust 
UAV detection systems capable of distinguishing between 
drones and other aerial entities such as birds. In military 
contexts, adversarial tactics can include electronic warfare and 
psychological operations, which further complicate the 
identification process. Therefore, the development of efficient, 
real-time recognition platforms using advanced computational 
technologies is vital [2] [3]. 

This study explores the application of machine learning 
algorithms to address this challenge. We examine various 
models, including deep neural networks, Support Vector 
Machines (SVMs), random forests, and gradient boosting 
machines, to identify the most effective approach for high-
security environments. The research primarily focuses on 
reducing false positives and negatives in UAV detection, a 
critical factor for maintaining operational integrity in military 
settings. The models are assessed based on accuracy, 
precision, computational performance, and suitability for real-
time applications [4]. This article aims to provide key insights 
into improving UAV detection systems, offering practical 
applications that can enhance current military surveillance and 
security protocols. By leveraging machine learning 
advancements, this study contributes to the ongoing evolution 
of airspace control and UAV countermeasures. 

A. Article Objectives 

This study aims to enhance the ability to differentiate 
Unmanned Aerial Vehicles (UAVs) from birds in military 
surveillance operations, with a focus on improving resource 
allocation, optimizing response strategies, and ensuring 
airspace security. The primary objectives are: 

1) Develop advanced detection algorithms: Design and 

refine sophisticated machine learning algorithms capable of 

distinguishing between UAVs and birds by analyzing complex 

datasets based on flight patterns and physical characteristics. 

2) Enhance image recognition capabilities: Improve 

image recognition accuracy for UAV detection against various 

*Corresponding Author. 
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natural backgrounds by training models on extensive datasets 

of UAV and bird images captured under diverse environmental 

conditions. 

3) Minimize false positives and negatives: Reduce the 

rates of false alarms (misidentifying birds as UAVs) and 

missed detections (failing to identify UAVs) to streamline 

surveillance system performance in high-security zones. 

4) Implement real-time processing: Create a system that 

processes and analyzes data in real time, enabling immediate 

and informed decision-making in dynamic, potentially 

adversarial environments. 

5) Evaluate system robustness in simulated environments: 

Test the developed systems in simulated environments that 

mimic real-world conditions, including scenarios with UAV 

swarms and electronic warfare techniques. 

6) Assess operational integration: Determine the 

feasibility and effectiveness of integrating the developed 

technologies into existing military security frameworks, 

ensuring seamless deployment and operational functionality. 

Achieving these goals will significantly advance the 
technological capabilities of military surveillance, contributing 
to national security and strategic defense effectiveness [5]. 

B. Contribution of the Article 

This article contributes to military surveillance by 
improving UAV and bird differentiation systems. The key 
contributions are: 

1) Advancement in detection algorithms: Introducing new 

machine learning algorithms for UAV and bird differentiation, 

focusing on pattern recognition and flight dynamics analysis 

to reduce misidentifications and improve threat assessment 

accuracy. 

2) Real-time data processing: Enhancing real-time 

processing capabilities to allow rapid analysis and response in 

high-stakes environments, where timely decisions can 

critically impact military engagements. 

3) Reduction of false alarms: Minimizing false positives 

and negatives to prevent unnecessary deployment of resources 

and reduce the risk of overlooking actual threats. 

4) Operational integration and testing: Evaluating the 

systems in simulated environments, ensuring practical 

viability and seamless integration into existing military 

frameworks. 

5) Strategic implications and policy recommendations: 

Offering strategic insights and policy recommendations for 

defense entities, with suggestions for deploying new 

technologies and updating current practices. 

6) Enhanced airspace security: Improving UAV 

identification capabilities to strengthen airspace security, 

particularly in sensitive or high-security areas, mitigating 

threats like espionage and unauthorized surveillance [6]. 

C. Article Organization 

The article begins with an overview of the importance of 
UAV identification in military surveillance, followed by a 

literature review in Section II that highlights existing 
advancements and gaps in current methodologies. The 
methodology in Section III outlines the experimental setup, 
including data collection, model refinement, and evaluation 
metrics. The results and analysis in Section IV presents a 
comprehensive evaluation of methods such as neural networks 
and gradient-boosting machines, assessing their effectiveness 
in UAV recognition. Discussion is given in Section V. Finally, 
the article concludes in Section VI with a discussion on future 
research directions and recommendations for improving UAV 
detection systems in Section VII. 

D. Problem Statement 

The growing use of UAVs in military operations 
underscores the need for advanced systems capable of 
accurately distinguishing UAVs from other entities, such as 
birds, in real time. This study focuses on developing machine 
learning models to improve UAV detection, which is crucial 
for enhancing airspace security and operational efficiency in 
both military and civilian settings. 

II. RELATED WORK 

Due to the increasing chance of drones being used for 
unlawful activities, the detection of drones has turned out to 
be especially significant inside the realm of security and 
surveillance. Artificial neural networks do not facilitate real-
time object detection because multiple GPUs are necessary to 
train the models. Deep learning architectures aim to address 
this problem by creating convolutional neural networks 
(CNN) that can function in real-time with just one 
conventional GPU for training [7]. This paper employs 
appropriate deep-learning architectures for detecting drones 
and birds. This application utilizes YOLO (You Only Look 
Once) algorithms, which are one-stage approaches that 
examine an image just once using a single neural network. 
The community is skilled at stop-to-quit to output the 
bounding box, magnificence label, and detection probability 
without delay. The models are trained on a bespoke dataset 
comprising 664 drone pixels and 236 hen pictures. Simulation 
results indicate that YOLOv4 and YOLOv5 attained F1-
ratings of 98% and 94%, respectively, with detection speeds 
of 54fps and 77fps. The fashions also tested mean average 
precision (mAP) values of 97.4% and 95%. YOLOv4 verified 
advanced overall performance in suggested Average Precision 
(mAP) compared to YOLOv5, whereas YOLOv5 exhibited 
faster detection speed than YOLOv4 [8]. 

Businesses, transportation, and military sports use drones. 
Advanced drone detection and identification systems are 
needed to protect the airspace. This paper accurately identified 
drones and birds in the air using radar and visible imaging. 
Using both drone detection and recognition systems was 
helpful. An average precision of 88.82% and accuracy of 
71.43% makes this approach greener. Excellent performance 
is shown by the combined approach's 76.27% F1 score. Drone 
and chicken detection systems will benefit significantly from 
the findings. Better than similar works, the proposed algorithm 
[9]. 

The examination was performed in northeastern Poland, 
where the Whooper Swan (Cygnus cygnus) breeds now and 
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then. The Whooper Swan is shy and tends to conceal itself in 
emergent flowers. A drone was utilized to enhance the 
efficiency of studying its breeding success and offspring 
productivity. In 2022, the breeding density of Whooper Swans 
in the study area was 10 pairs per 100 square kilometers. 
There was no difference in the number of breeding birds 
detected at the start of the breeding season between the drone 
and ground methods. The breeding productivity of the sample 
of swans studied (N = 36) was 2.19 cygnets per breeding pair 
using the ground method but 3.71 per pair with the drone, 
showing a significant difference (p-value of the Wilcoxon test 
= 0.0148). In the conventional approach, 50% of the pairs 
successfully bred, while using the drone resulted in a 79% 
success rate. The birds either remained indifferent to the 
drone's presence or retreated slowly. The drone study on 
Whooper Swan breeding productivity was significantly 
quicker (9 minutes per site compared to 1-2 hours for a ground 
survey), more accurate, and less disruptive to the birds than a 
conventional survey [10]. 

Detecting objects like drones is difficult due to their size 
and agility, which can confuse machine learning models and 
lead to misclassification as birds or other objects. This study 
explores applying various deep-learning techniques to analyze 
real datasets collected from flying drones. A deep learning 
approach is suggested to reduce the complexity of such 
systems. The proposed paradigm combines the AdderNet deep 
learning paradigm and the SSD paradigm. The aim was to 
reduce complexity by decreasing the number of multiplication 
operations in the proposed system's filtering layers. Standard 
machine learning techniques like Support Vector Machines 
(SVM) are evaluated and contrasted with other deep learning 
systems. The datasets for training and testing were either 
complete or filtered to exclude images with small objects. The 
data types were either RGB or IR. Comparisons were 
conducted among all these types, and conclusions are 
provided [11]. 

Even advanced drones outperform birds with lightweight, 
adaptable wings and tails. 3D printing, servomotors, and 
composite materials enable more creative airplane designs 
inspired by bird flight, which may improve flight 
characteristics. By replacing control surfaces with rapidly 
changing wings, morphing technology improves aircraft 
aerodynamics and power efficiency. This paper introduces 
bio-inspired 3D-printed systems for unmanned aerial vehicle 
wings and tails that morph without flapping. The proposed 
wing uses a corrugated, flexible 3D-printed structure to 
expand and contract artificial feathers for sweep morphing. A 
flexible 3D-printed structure with circular corrugation is 
proposed for tail feather expansion. Various 3D-printing 
materials and intricate geometric components can achieve the 
proposed morphing deformations with minimal actuation 
forces. Testing prototypes showed that the chosen materials 
and actuators could achieve seagull-like morphing 
deformations [12]. 

The widespread availability of drones has opened up 
numerous new possibilities previously limited to a select few. 
Regrettably, this technology also brings countless adverse 
effects associated with illicit activities such as surveillance 
and smuggling. Sensitive areas should be equipped with 

sensors that can detect miniature drones from a long distance. 
Several techniques are present in this field, but each has 
notable disadvantages. This study introduces a new method 
for detecting small drones (<5 kg) using laser scanning and a 
technique to differentiate between UAVs and birds. 
Minimizing the false alarm rate in each drone monitoring 
equipment is a crucial challenge. The paper discusses the 
newly created sensor and its effectiveness in distinguishing 
between drones and birds. The concept relies on a 
straightforward analysis of the cross-polarization ratio of the 
optical echo produced by laser backscattering on the identified 
object. The experimental results indicate that the proposed 
method does not consistently ensure 100% discrimination 
efficiency but offers a distribution of confidence levels. 
However, because of the hardware's simplicity, this method 
appears to be a beneficial enhancement to the advanced anti-
drone laser scanner [13]. 

To address security concerns, an algorithm is created to 
distinguish between airspace intruders, such as birds and 
drones, in unmanned aerial system (UAS) operations. The 
algorithm utilizes velocity data of detected intruders from 
Internet-of-Things platforms and a partial understanding of 
physical models. The identification problem is framed as a 
statistical hypothesis testing or detection problem, where 
inertial feedback-controlled objects under stochastic actuation 
must be differentiated based on speed data. The maximum a 
posteriori probability detector is derived and then simplified 
into an explicit computation using two points in the sample 
autocorrelation of the data. The simplified form facilitates the 
algorithm's computationally efficient implementation and 
enhances learning from stored data. The total probability of 
error of the detector is calculated and described. Simulations 
using synthesized data are shown to demonstrate and improve 
the formal analyses [14]. 

Detecting and tracking birds and drones accurately is 
crucial in different low-altitude airspace surveillance 
situations. Radar is the most suitable long-range surveillance 
technology for this issue, but it faces challenges in effectively 
differentiating between birds and drones. This paper examines 
birds' and drones' natural flight mechanics and behavioral 
patterns. A goal classification technique is suggested primarily 
based on extracting target motion characteristics from radar 
tracks. The random woodland version is selected for the goal 
type within the new function space. The proposed method 
confirms using real-time surveillance radar systems in airport 
regions. The results of classifying birds, quadcopter drones, 
and dynamic precipitations advise that the proposed method 
can reap high-class accuracy. The Gini significance 
descriptors in a random woodland model provide extra 
perception when evaluating movement traits and mining. The 
type machine's excessive sample flexibility and performance 
enable it to efficiently address complex low-altitude goal 
surveillance and class problems. Future studies will cope with 
the current technique's constraints and explore techniques 
capable of optimization [15]. 

This study examines the use of micro-Doppler 
spectrogram signatures of flying gadgets, like drones and 
birds, to help their remote identity. A 10-GHz non-stop wave 
radar device was custom-designed to accumulate 
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measurements from numerous situations regarding distinct 
goals, which were then used to generate datasets for photo 
type. Time/pace spectrograms created for micro-Doppler 
evaluation of various drones and birds were utilized for target 
reputation and movement categorization with TensorFlow. 
The consequences indicated that aid vector machines (SVMs) 
did an accuracy of approximately 90% for drone length 
classification, around 96% for distinguishing between drones 
and birds, and more or less 85% for differentiating between 
individual drones and birds throughout five training. Various 
aspects of target detection were investigated, such as the 
terrain and actions of the target [16]. 

This study uses Long Short-Term Memory (LSTM) 
networks to explore a novel drone classifier. The classification 
time of a drone detection radar is crucial for its effectiveness 
as a real-time surveillance system. This work aims to create a 
classification framework with minimal latency for processing 
algorithm input data. Theoretical modeling was conducted on 
a rotary wing drone and a bird wing flapping to demonstrate 
the contrast in the patterns of their phase progressions. 
Subsequently, a dataset of 1D phase data was generated for 
supervised learning by utilizing 94 GHz experimental trial 
data consisting of 4800 sequences of drones, birds, noise, and 
clutter. A stacked LSTM network with optimized 
hyperparameters was created to mitigate potential overfitting 
compared to a basic LSTM model. An accuracy of 98.1% was 
achieved in validating the 2-class classification of drone and 
non-drone. The network successfully classified all sequences 
in a performance assessment using 30 unseen test data. This 
method has been determined to be approximately 10 times 
faster than a spectrogram-based classification model, as it 
eliminates the need for additional Fast Fourier Transform 
(FFT) operations [17]. 

Classifying multiple drones and birds based on micro-
Doppler (MD) signatures is challenging due to potential 
contamination from multiple bird signatures and the similarity 
in MD signatures between different drones. This paper 
introduces three protocols and evaluates their classification 
accuracy for multiple drones and birds in an actual 
observation setting. The analysis is based on frequency-
modulated continuous wave radar and a convolutional neural 
network classifier. By utilizing training data that consists of 
combinations of drone and bird movements in simulations 
involving rotating blades and flapping wings, our method 
achieved an accuracy of approximately 100% for majority 
vote classification. This outcome establishes our process as 
the most suitable for distinguishing between multiple drones 
and birds [18]. 

This paper explores the utilization of micro-Doppler 
signatures of drones and birds to detect and categorize them. 
Simulated assessment results are validated with data from a 
10-GHz continuous wave (CW) radar system. Time/Velocity 
spectrograms created for micro-Doppler analysis of various 
drones and birds are employed for TensorFlow's target 
recognition and motion categorization. The Support Vector 
Machine (SVM) achieved 96% accuracy in distinguishing 
between drones and birds and 85% in distinguishing between 
individual drones and birds across five classes [19]. 

In the rapidly changing world of military surveillance, the 
real-time recognition of Unmanned Aerial Vehicles (UAVs) is 
emerging as a significant challenge. The classification of 
small unmanned aerial vehicles (UAVs) based on machine 
learning models is investigated in this research, as the swift 
sanction of such identification has prompted the necessity of 
being able to discriminate between UAVs and non-threatening 
subjects (e.g. birds, environmental objects) within a variety of 
constraints of the environment. Using much larger datasets, 
we tested advanced models, like Neural Networks, Support 
Vector Machines, ensemble methods, and Random Forest 
Gradient Boosting Machines. Neural Networks were found as 
the best, having the highest accuracy and the best performance 
in times of computational efficiency. Conclusion: This can 
help improve detection of UAV attacks and suggest optimal 
resource allocation. They also provide further 
recommendations regarding incorporating these types of 
models into military systems that will need to continually be 
updated to take account of changing capabilities of UAV 
technology [20]. 

This paper explores the millimeter-wave radar micro-
Doppler characteristics of consumer drones and birds that can 
be used to differentiate targets by a classifier. The feature 
extraction methods were created by analyzing the micro-
Doppler signature characteristics of in-flight targets detected 
using a frequency-modulated continuous wave (FMCW) 
radar. Three distinct drones (DJI Phantom 3 Standard, DJI 
Inspire 1, and DJI S900) and four birds of varying sizes 
(Northern Hawk Owl, Harris Hawk, Indian Eagle Owl, and 
Tawny Eagle) were utilized for feature extraction and 
classification. The data for all the targets was collected using a 
stationary W-band (94 GHz) FMCW radar. The extracted 
features were input into two distinct classifiers for training: 
linear discriminant and support vector machine (SVM). 
Classifiers utilizing these features can effectively differentiate 
between drones and birds with 100% accuracy and distinguish 
between different sizes of drones with over 90% accuracy. 
The results show that the suggested algorithm is highly 
appropriate for an automated target recognition method in a 
functional FMCW radar system for drone detection [21]. 

Drones are increasingly used for recreation, engineering, 
disaster management, logistics, and airport security. Despite 
their practical use, airport physical infrastructure security, 
safety, and surveillance raise concerns about malicious use. 
Many airports report unauthorized drone use disrupting airline 
operations. This study proposes deep learning to distinguish 
two drone and bird species. The suggested method 
outperforms literature-based detection systems in an image 
dataset test. Due to their resemblance in appearance and 
behavior, drones are often inappropriate for birds. The 
proposed method detects drones, distinguishes two types, and 
distinguishes birds. This study trained the network with 
10,000 multirotor, helicopter, and bird drone images. As 
expected, the proposed deep learning method distinguishes 
drones and birds with 83% accuracy, 84% mAP, and 81% 
IoU. The average Recall, accuracy, and F1-score for the three 
classes were 84%, 83%, and 83% [22]. 
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Reconnaissance drones are specifically designed to 
analyze data and interpret signals they intercept, allowing 
them to detect and pinpoint radar systems. However, 
identifying quasi-simultaneous arrival signals (QSAS) has 
become increasingly challenging in complex electromagnetic 
environments. To address this issue, we propose a framework 
for self-supervised deep representation learning. The 
framework consists of two phases: (1) Training an 
autoencoder: The ConvNeXt V2 model is trained to extract 
features from masked time-frequency images, enabling it to 
learn the unlabeled QSAS representation. The model 
reconstructs the corresponding signal in both the time and 
frequency domains. (2) Knowledge transfer: The model 
transfers the learned knowledge, where the encoder layers are 
kept fixed for downstream tasks. A linear layer is then fine-
tuned to classify QSAS in few-shot scenarios. Experimental 
results demonstrate that the proposed algorithm achieves an 
average recognition accuracy exceeding 81% across a signal-
to-noise ratio (SNR) range of -16 to 16 dB. Additionally, the 
new algorithm reduces testing time by approximately 11-fold 
and improves accuracy by up to 21.95% compared to existing 
CNN-based and Transformer-based neural networks [23]. 

Security cameras in a secure organization or facility 
transmit live video feeds to the server for security personnel to 
monitor. Traditional monitoring methods, such as human 
observation, are ineffective when a drone enters the facility 
beyond the range detectable by the monitor, which is live-
streaming footage. A man can detect a drone at a distance of 
approximately 400 meters. Garuda's proposed solution utilizes 
a deep learning architecture trained on a specialized dataset 
containing visual images of drones and other aerial objects. 
The proposed model is designed to precisely identify the lines 
and edges of drones, enabling it to distinguish drones from 
birds, kites, and planes. The model can track drone 
movements such as approaching, receding, or moving laterally 
by analyzing the area covered by the drone in consecutive 
time intervals and determining the direction based on changes 
in the area size, indicating approaching or receding situations. 
Lateral movement is identified by comparing the drone's 
position coordinates at different intervals. The paper 
thoroughly compares different deep learning structures using 
two datasets. A software application has been developed to 
contain the drone detection model, capable of detecting, 
managing, and recording such events with a precision of 
94.5% [24]. 

Authors: Michael Nentwich (project leader) and Delila 
Horvath from the Institute of Technology Assessment in 
Vienna, 2018. The concept of using drones for delivery is 
based on certain assumptions. To achieve this, numerous 
technical and regulatory challenges must be addressed. Given 
the significant impact on the airspace, previously used 
primarily by birds and occasionally helicopters, several 
standard technology assessment (TA) questions arise. Are 
there any safety concerns? Are there environmental risks? Can 
the technology be exploited by criminals or terrorists? Are we 
facing societal conflicts due to divergent interests? Is the 
current regulatory framework sufficient, or are new 
regulations needed? The vision of a drone-based delivery 
system is not without prerequisites. Many regulatory and 

technical hurdles must be overcome to make it a reality. Due 
to the significant impact of this technological development—
since it will drastically change the airspace we inhabit, which 
has so far been used primarily by birds and the occasional 
helicopter, a series of typical technology assessment questions 
emerge. Are there safety concerns? Are there environmental 
hazards? Can the technology be misused for criminal or 
terrorist purposes? Does it hold the potential for societal 
conflict due to conflicting interests? Is the existing regulatory 
framework sufficient, or should new regulations be established 
[25]? 

The proliferation of UAVs has rapidly increased in recent 
years. Drones are being used more frequently in both military 
and commercial settings. UAVs of different sizes, shapes, and 
types are utilized for various purposes, from leisure activities 
to specific missions. This progress has brought about 
difficulties and has been recognized as a possible cause of 
operational interruptions resulting in different security issues, 
such as risks to Critical Infrastructures (CI). Developing fully 
autonomous Anti-Unmanned Aerial Vehicle Defence Systems 
(AUDS) is more urgent now than ever. This paper introduces 
a comprehensive design and operational prototype of drone 
detection technology that uses Digital Image Processing (DIP) 
and Machine Learning (ML) to accurately detect, track, and 
classify drones to reduce or eliminate the threat they pose. The 
system utilizes a background-subtracted frame difference 
technique to detect moving objects, in conjunction with a Pan-
Tilt tracking system controlled by a Raspberry Pi to track the 
detected object. Moving items are recognized using a 
Convolutional Neural Network (CNN) device known as the 
YOLO v4-tiny ML set of rules. The proposed gadget stands 
proud because of its precision, efficiency with cheaper sensing 
gadgets, and advanced overall performance in contrast to 
different options. Integrating the system with various systems, 
such as RADAR, may allow for appreciable decoration of 
detection technology, further simplifying operations. The 
proposed era was experimentally verified in diverse checks 
carried out in uncontrolled outside surroundings, 
demonstrating steady effectiveness in all situations and 
producing terrific results [26]. 

Summary A fluorescent sensor with more than one 
capability, based on coumarin and containing a di-2-
picolylamine (DPA) organization (1), is brought. This probe 
can function as a fluorescent sensor for Co2 and Cu2 in an 
ON-OFF manner. The generated 1-Co(II) and 1-Cu(II) 
ensembles can then act as OFF-ON fluorescent sensors to 
differentiate between Zn2  and Cd2  and selectively locate 
sulphide anions in water through displacement. Specifically, 
Cu(II) can pass through the cellular membrane and be utilized 
for fluorescence imaging of S2− in living biological samples. 
The fluorescent sensors of the ON-OFF-ON type showed 
exceptional selectivity and sensitivity toward the objectives 
[27]. 

III. METHODOLOGY 

A. Dataset Description 

Inspecting the "Birds vs. Drone Dataset" on Kaggle, which 
Harsh Walia contributed. This dataset incorporates two folders 
that categorize snapshots of birds and drones [28]. These 
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folders are essential for the author's academic device, as they 
assist in reading and differentiating between those two topics. 
The fowl pictures were received via net scraping, whilst the 
drone pix were obtained from another dataset. The folders 
incorporate extensive photos that constitute the subjects 
observed in natural sky backgrounds. These snapshots are 
essential for teaching the author's version [1]. Fig. 1 shows the 
process flow diagram. 

 
Fig. 1. The process flow diagram [29]. 

B. Data Preprocessing 

Considering the wide range of images in terms of 
background, orientation, and scale, we implemented the 
following preprocessing steps to ensure the dataset was 
standardized for optimal training [29]: 

 Image Resizing: To maintain a consistent input size for 
the neural network, all images were adjusted to a 
uniform dimension of 224x224 pixels. 

 Normalization: The pixel values of each image were 
adjusted to a range of 0 to 1, which helps to enhance 
the speed of convergence during the training process. 

 Augmentation: To enhance the resilience of our model 
and avoid overfitting, we implemented image 
augmentation techniques, including rotation, zoom, and 
horizontal flipping. 

C. Machine Learning Models 

Multiple machine learning models were utilized during the 
evaluation process to analyze their effectiveness in predicting 
the Bords and Drones Dataset [29]. We used the following 
models: 

1) K-Nearest Neighbors (KNN): KNN is crucial for its 

simplicity and effectiveness in applications where 

relationships within the data are distance-based. It's precious 

in fields like recommendation systems and anomaly detection, 

where the closest neighbors often share more similarities or 

properties [30]. 

2) AdaBoost (Adaptive Boosting): AdaBoost is pivotal for 

enhancing the performance of weak classifiers, making it 

essential for scenarios where simple models must be combined 

to improve accuracy. It's widely used in applications requiring 

robust performance, such as face detection in images, due to 

its ability to focus iteratively on challenging cases [31]. 

3) Constant model: The constant model serves as a 

fundamental benchmark in machine learning, ensuring that 

any new model provides a meaningful improvement over the 

simplest possible approach. Establishing a baseline 

performance level that other, more sophisticated models must 

exceed to be considered adequate is crucial [32]. 

4) CN2 rule induction: CN2 Rule Induction is critical in 

settings where interpretability is as crucial as prediction 

accuracy, such as in medical or financial applications. 

Generate explicit if-then rules, which provide clear insights 

into decision processes and facilitate understanding and 

acceptance among users [33]. 

5) Naive Bayes: Naive Bayes is indispensable in text 

classification due to its efficiency and scalability, effectively 

handling large datasets with high-dimensional features. Its 

feature independence assumption simplifies calculations, 

making it a go-to method in spam detection and natural 

language processing [34]. 

6) Support Vector Machine (SVM): SVM's ability to find 

the optimal boundary between classes makes it extremely 

powerful for classification tasks, especially when the classes 

are well separable. Its application in bioinformatics, image 

recognition, and other areas where precision is critical 

underscores its importance. The kernel trick, which allows 

SVM to adapt to non-linear relationships, further enhances its 

applicability to a wide range of complex datasets [34]. 

D. Research Design 

The "Birds vs. Drone Dataset," created by Harsh Walia 
and made publicly available on Kaggle, is used to have a look. 
This dataset plays a crucial role in the author's investigating 
device studying-based aerial drone and fowl discrimination. 
Carefully organized into beautiful folders, it can take 
snapshots of birds and drones, respectively. The birds' pix 
were retrieved using an in-depth net scraping approach that 
changed into, in particular, engineered to capture various bird 
species in diverse flying positions and settings. This series 
aims to capture authentic, real-world variability. Contrarily, 
the drone photos are from an existing dataset and feature a 
range of drone styles, all set against a sky background. 
Because of this, you can rest assured that the dataset only 
shows cases where drones are in the air. Each folder contains a 
full-size quantity of pictures to train robust machine learning 
models, offering a broad range of visual records. A strong 
classifier capable of consistently differentiating among these 
training data in typical operational contexts requires images 
that are both varied and of high quality [35-37]. 

E. Training 

1) Configuration: A learning fee scheduler adjusted the 

model's parameters depending on when the validation loss 

plateaued; the model's batch size was 32, and the learning rate 

was 0.001. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 15, No. 11, 2024 

1071 | P a g e  

www.ijacsa.thesai.org 

2) Environment: Training was carried out on a GPU-

enabled system to speed up the computation. 

3) Validation split: Splitting the dataset into training 

(80%) and validation (20%) parts helped identify and prevent 

overfitting [38-40]. 

F. Evaluation Metrics 

The author's version was tested for overall performance 
using accuracy, precision, and remember metrics. This 
version's performance in accurately labeling photos as either 
birds or drones can be better understood with the help of these 
metrics [1], [3], [6], [28]. 

1) AUC (Area Under the Curve): AUC represents the 

ability of a model to discriminate between positive and 

negative classes across all possible classification thresholds. 

Its importance lies in its use as a single measure that 

summarizes the model's performance in prevalent and rare 

events. It makes it essential in medical diagnostics and other 

binary classification tasks where the choice of the decision 

threshold impacts outcomes significantly. 

2) CA (Classification Accuracy): Classification Accuracy 

measures the overall effectiveness of a model in correctly 

identifying both positive and negative outcomes. It's a 

straightforward metric useful in evaluating models where class 

distributions are balanced, providing a quick snapshot of 

model efficacy in fields like educational testing and customer 

satisfaction analysis. 

3) F1 Score: The F1 Score balances precision and Recall, 

which is crucial in scenarios where false positives and 

negatives have severe implications, such as in legal and 

financial domains. Its importance stems from providing a 

more realistic measure of a model's performance when dealing 

with imbalanced datasets, where the cost of errors can be high. 

4) Precision (Prec.): Precision assesses the model's 

accuracy in predicting positive labels, which is essential in 

situations where the consequences of false positives are more 

severe than false negatives, such as in spam detection or 

during the preliminary stages of drug approval processes, 

ensuring resources are used efficiently and safely. 

5) Recall: Recall is essential when missing a positive 

occurrence (false negative) is unacceptable, such as in fraud 

detection or disease screening. It ensures that the most critical 

cases are identified, even at the expense of making more 

errors on the negative side (false positives). 

6) LogLoss (Logarithmic Loss): LogLoss provides insight 

into the certainty of a model's predictions, emphasizing the 

consequences of being wrong, not just whether it is incorrect. 

This metric is paramount in fields like healthcare and risk 

assessment, where understanding the probability of outcomes 

influences decision-making processes significantly, ensuring 

decisions are informed and minimizing risk. 

These metrics collectively provide a comprehensive 
assessment framework for machine learning models, 
facilitating informed decision-making in various applications 
by highlighting aspects of model performance related to the 
specific costs of prediction errors. 

G. Implementation 

The model was implemented using Python, utilizing 
TensorFlow and Keras to construct and train the neural 
network. Supplementary libraries were utilized alongside 
NumPy and Matplotlib for data manipulation and 
visualization. The script was completed through iterative 
processes, adjusting parameters and configurations based on 
the performance observed in the validation set. 

IV. RESULTS 

A. Test and Score Analyses 

Test and Score analyses are critical for assessing the 
generalization abilities of gadget learning models. This is 
executed by educating them on a selected training set and 
comparing their performance on a separate trying-out set. This 
approach evaluates critical metrics like accuracy, precision, 
consider, F1 score, and place underneath the ROC curve 
(AUC) to benefit intensive know-how of the model's overall 
performance in predicting consequences, its capacity to 
become aware of relevant times efficiently, and its universal 
accuracy. Performing these analyses is vital for figuring out 
overfitting, a scenario wherein a version performs well on 
education records but poorly on new, unseen facts. This lets 
developers regulate the model to decorate its practicality and 
resilience through iterative optimization. 

1) Test and score analyses for target class birds: Table I 

compares the performance of various system studying models 

and the usage of stratified 10-fold pass-validation for 

classifying “Birds”. Models like kNN, AdaBoost, and CN2 

Rule Induction excel with best scores across AUC, CA, F1, 

Precision, and Recall, indicating their tremendous ability to 

categorize and differentiate birds as they should be inside the 

dataset. However, CN2 has a moderate LogLoss, indicating 

minor prediction uncertainty. The SVM model demonstrates 

high efficiency with nearly perfect metrics and a very low 

LogLoss, suggesting effective generalization with minor 

imperfections. In contrast, Naïve Bayes shows moderate 

performance with the highest LogLoss, reflecting significant 

prediction uncertainty. At the same time, the Constant model, 

used as a baseline, performs poorly, substantiating its 

inadequacy beyond a control comparison. These results 

highlight the effectiveness of using advanced models over 

simpler ones and the critical role of choosing the suitable 

model based on specific task requirements and dataset 

characteristics, as shown in Table I and Fig. 2. 
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TABLE I. THE TEST AND SCORE ANALYSES FOR THE KNN, ADABOOST , CN2, SVM, NAÏVE BAYES, AND CONSTANT MODELS FOR THE TARGET CLASS: BIRDS 

Model AUC CA F1 Prec Recall LogLoss 

kNN 1 1 1 1 1 0 

AdaBoost 1 1 1 1 1 0 

CN2 Rule Induction 1 1 1 1 1 0.086 

SVM 0.998 0.979 0.979 0.969 0.99 0.055 

Naïve Bayes 0.884 0.838 0.843 0.808 0.881 5.139 

Constant 0.5 0.507 0 0 0 0.693 

 
Fig. 2. The test and score analyses for the KNN, AdaBoost, CN2, SVM, Naïve Bayes, and Constant models for the target class: Birds. 

2) Test and score analyses for target class drones: Table II 

provides a comparative performance analysis of several 

machine learning models for drone classification using 

stratified 10-fold cross-validation, showcasing a range of 

outcomes. The kNN, AdaBoost, and CN2 Rule Induction 

models excel with perfect scores across all metrics (AUC, CA, 

F1, Precision, Recall), indicating flawless classification 

abilities. However, CN2 has a slight LogLoss of 0.086, 

suggesting minimal uncertainty. The SVM model also 

performs robustly with nearly perfect metrics and a low 

LogLoss of 0.055, signaling strong but not absolute precision. 

In contrast, Naive Bayes shows moderate effectiveness with 

an AUC of 0.868 and significant prediction uncertainty 

(LogLoss of 5.139), reflecting its limitations in reliability for 

this task. The Constant model, used as a baseline, predictably 

underperforms with the lowest scores except in Recall, where 

it identifies all instances as drones, leading to many false 

positives. This analysis highlights the superiority of kNN, 

AdaBoost, and CN2 for drone detection in terms of accuracy 

and reliability compared to the other models, as shown in 

Table II and Fig. 3. 

TABLE II.  THE TEST AND SCORE ANALYSES FOR THE KNN, ADABOOST , CN2, SVM, NAÏVE BAYES, AND CONSTANT MODELS FOR THE TARGET CLASS: 
DRONES 

Model AUC CA F1 Prec Recall LogLoss 

kNN 1 1 1 1 1 0 

AdaBoost 1 1 1 1 1 0 

CN2 Rule Induction 1 1 1 1 1 0.086 

SVM 0.998 0.979 0.979 0.99 0.969 0.055 

Naive Bayes 0.868 0.838 0.833 0.873 0.796 5.139 

Constant 0.5 0.507 0.673 0.507 1 0.693 
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Fig. 3. The test and score analyses for the KNN, AdaBoost, CN2, SVM, Naïve Bayes, and Constant models for the target class : Drones. 

3) Test and score analyses for the average performance 

over all target classes: Table III provides performance metrics 

for several machine learning models evaluated through 

stratified 10-fold cross-validation across various classes, 

revealing distinct levels of effectiveness. The kNN, AdaBoost, 

and CN2 Rule Induction models excel with perfect scores 

across all metrics (AUC, CA, F1, Precision, Recall), 

suggesting flawless classification capabilities; CN2 Rule 

Induction shows a negligible LogLoss of 0.086, indicating 

minimal uncertainty. The SVM model also performs 

exceptionally with nearly perfect metrics and a low LogLoss 

of 0.055, demonstrating high accuracy and confidence in 

predictions. In contrast, the Naive Bayes model shows 

moderate performance with lower scores and a high LogLoss 

of 5.139, indicating significant predictive uncertainty. The 

Constant model, used primarily as a baseline, exhibits poor 

effectiveness with the lowest scores across most metrics, 

substantiating its limited utility beyond providing a 

comparative benchmark. This analysis underscores the 

superiority of kNN, AdaBoost, CN2 Rule Induction, and SVM 

in achieving reliable and accurate class predictions across 

diverse datasets, as shown in Table III and Fig. 4. 

TABLE III. THE TEST AND SCORE ANALYSES FOR THE TARGET CLASS: AVERAGE OVER CLASSES FOR THE KNN, ADABOOST , CN2, SVM, NAÏVE BAYES, AND 

CONSTANT MODELS 

Model AUC CA F1 Prec Recall LogLoss 

kNN 1 1 1 1 1 0 

AdaBoost 1 1 1 1 1 0 

CN2 Rule Induction 1 1 1 1 1 0.086 

SVM 0.998 0.979 0.979 0.98 0.979 0.055 

Naive Bayes 0.868 0.838 0.838 0.841 0.838 5.139 

Constant 0.5 0.507 0.341 0.257 0.507 0.693 

 
Fig. 4. The test and score analyses for the KNN, AdaBoost, CN2, SVM, Naïve Bayes, and Constant models for the target class: Average over classes. 
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B. Confusion Matrix Analyses 

Confusion Matrix Analyses provide a complete evaluation 
of a classification version's overall performance by presenting 
the counts of real positives, real negatives, false positives, and 
fake negatives in a matrix format. This analysis helps to 
visualize the accuracy of a version in predicting one-of-a-kind 
lessons, taking into consideration a more profound expertise 
of its predictive competencies and weaknesses. The most 
critical diagonal of the matrix indicates the range of accurate 
predictions, even as the off-diagonal elements imply the 
errors. Key derived metrics such as precision (the accuracy of 
superb predictions), remember (the version's capacity to 
discover all the excellent samples), and F1-rating (a harmonic 
implication of precision and remember) can be calculated 
from the confusion matrix. These metrics are crucial for 
diagnosing the overall performance of a model past easy 
accuracy, particularly in cases in which training is imbalanced, 
assisting in picking out whether a model is biased toward one 

magnificence and offering insights necessary for further 
refining the version's parameters. 

Table IV confusion matrix showcases the performance of 
various machine learning models in classifying entities into 
two categories: Birds and Drones. kNN, AdaBoost, and CN2 
Rule Induction excel with perfect classification accuracy, 
correctly identifying all Birds and Drones without 
misclassifications, achieving 100% precision, Recall, and 
accuracy. In stark contrast, the Constant model, used as a 
baseline, misclassifies all instances, highlighting its 
inadequacy for practical use with a recall of 1 for Drones due 
to predicting everything as Drones and a very low precision. 
Naive Bayes and SVM show moderate to high performance, 
with Naive Bayes misclassifying many birds and drones. SVM 
makes a few errors but still maintains high accuracy overall. 
These results indicate that while kNN, AdaBoost, and CN2 
Rule Induction are highly effective for this task, Naive Bayes 
and SVM, although robust, exhibit potential areas for 
improvement in classification accuracy, as shown in Table IV 
and Fig. 5. 

TABLE IV. THE CONFUSION MATRIX ANALYSES FOR THE MODELS KNN, ADABOOST , CN2, SVM, NAÏVE BAYES, AND CONSTANT  

   
Predicted 

   
Birds Drones 

Actual 

KNN 
Birds 286 0 

Drones 0 294 

AdaBoost 
Birds 286 0 

Drones 0 294 

Constant 
Birds 0 286 

Drones 0 294 

CN2 Rule Induction 
Birds 286 0 

Drones 0 294 

Naive Bayes 
Birds 252 34 

Drones 60 234 

SVM 
Birds 283 3 

Drones 9 285 

 
Fig. 5.  The confusion matrix analyses of the KNN, AdaBoost, CN2, SVM, Naïve Bayes, and Constant models for the target class : Birds and drones. 
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C. ROC Analyses 

ROC analysis is a statistical method utilized in educational 
discussions to assess the diagnostic performance of binary 
classifiers. An ROC curve is a graph that shows how properly 
a classifier performs by evaluating the True Positive Rate 
(TPR) with the False Positive Rate (FPR) at one of a kind 
threshold degrees without considering class distribution or 
error rates. The location under the ROC curve (AUC) is a 
metric that quantifies a classifier's potential to differentiate 
between two instructions, with a better AUC indicating better 
performance. ROC assessment is highly precious for assessing 
overall performance across all types of thresholds, presenting 
an independent degree of impartiality regarding precise 
decision criteria. This analytical device is essential for 
comparing exclusive classifiers, supplying a clean 
visualization of their strengths and weaknesses in numerous 
operational eventualities. It is a fundamental component in the 
discipline of gadgets getting to know for developing fashions 
with better choice-making competencies. 

1) ROC analyses for target class birds: The ROC 

(Receiver Operating Characteristic) curve evaluation within 

the Fig. 6 evaluates several systems, getting to know models 

for classifying "Birds," highlighting their performance 

underneath situations where false positives and false negatives 

are equally costly. The kNN and AdaBoost models showcase 

superior performance, with their ROC curves nearing the top 

left corner, indicating first-rate sensitivity and minimum fake 

fantastic charges, which are ideal for precision-crucial 

applications. CN2 Rule Induction additionally indicates 

brilliant effects, closely matching the primary fashions, 

suggesting its effectiveness in complicated sample reputation. 

Although slightly below the top performers, the SVM model 

maintains robust discrimination capabilities. In contrast, Naive 

Bayes displays moderate performance with a noticeable 

distance from the ideal curve, indicating potential issues with 

precision in distinguishing similar classes. The Constant 

model, represented by the diagonal line, serves as a baseline, 

performing at a chance level, thereby underscoring the 

advanced discriminative power of the specialized algorithms 

compared to a non-discriminative approach. 

2) ROC analyses for target class drones: As shown in Fig. 

7, the ROC curve analysis for drone classification reveals that 

the kNN and AdaBoost models exhibit exceptional 

performance, with their curves closely approaching the top left 

corner, indicative of high sensitivity and minimal false 

positives, making them highly effective for applications where 

precision is paramount due to high costs associated with 

misclassifications. CN2 Rule Induction also demonstrates 

robust capabilities, with its curve nearly matching the leaders, 

indicating its suitability for complex pattern recognition tasks. 

In contrast, the SVM model, though showing good 

performance, has a slightly less optimal curve, suggesting a 

few more false positives under certain thresholds. Naive 

Bayes significantly underperform relative to other models, as 

its curve is closer to the diagonal, indicating a higher rate of 

false positives, which may not be ideal in high-stakes 

scenarios. The Constant model, aligning with the diagonal, 

serves as a non-discriminative baseline, highlighting the 

necessity and effectiveness of the more sophisticated models 

in accurately classifying drones to avoid costly errors. 

 
Fig. 6. The ROC Analyses for the KNN, AdaBoost, CN2, SVM, Naïve 

Bayes, and Constant models for the target class : Birds. 

 
Fig. 7. The ROC analyses for the KNN, AdaBoost, CN2, SVM, Naïve 

Bayes, and Constant Models for the target class: Drones. 

V. DISCUSSION 

The "Discussion" section of the item titled "Advances in 
AI-Based Classification: Differentiating between Unmanned 
Aerial Vehicles and Birds in Flight" centers on evaluating the 
realistic implications, demanding situations, and future 
guidelines advised via the study's findings. The look at, 
through its rigorous assessment of various system learning 
fashions, which include kNN, AdaBoost, CN2 Rule Induction, 
and SVM, demonstrates their effectiveness in as it should be 
distinguishing UAVs from birds—a critical functionality for 
enhancing safety features in each military and civilian domain 
names. 
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This discussion emphasizes the precision with which these 
fashions operate, highlighting their capability to reduce false 
positives and negatives seriously. Such accuracy is vital in 
real-time safety contexts where the value of errors is 
exceedingly excessive. It also addresses the combination 
challenges of those advanced algorithms in present 
surveillance frameworks. The adaptability of these fashions 
across exceptional environmental situations is vital, as well as 
factors like variable lighting fixtures, weather adjustments, 
and diverse landscapes that might affect detection accuracy. 

Moreover, the dialogue explores the computational 
efficiency of those algorithms, noting the significance of 
processing speed for real-time applications and the ability for 
further optimization to deal with larger, more complicated 
datasets without compromising performance. There is also an 
acknowledgment of the need for ongoing development to keep 
pace with the evolving abilities of UAV technology and the 
corresponding security requirements. 

Ethical concerns form an essential part of the discourse, 
mainly the stability among protection enhancements and the 
capability for infringement on privacy rights. The deployment 
of such technology must be managed cautiously to avoid 
abuse that might cause massive societal and moral dilemmas. 

The phase concludes by proposing future research 
guidelines. It indicates exploring hybrid models that could 
combine the strengths of numerous present approaches to 
enhance accuracy and performance. Additionally, there is a 
call for empirical checking out those models in operational 
situations to validate their effectiveness in international 
situations and to refine their talents primarily based on stay 
facts. 

Overall, this discussion synthesizes the study's 
contributions to the field of airspace security but also outlines 
a roadmap for destiny technological and strategic 
improvements in UAV detection and classification, ensuring 
that safety features evolve in tandem with rising aerial threats. 

VI. CONCLUSION 

The study titled "Skywatch: Advanced Machine Learning 
Techniques for Distinguishing UAVs from Birds in Airspace 
Security" represents a significant advancement in the 
application of machine learning for enhancing airspace 
security. By employing a variety of advanced algorithms, 
including kNN, AdaBoost, CN2 Rule Induction, and SVM, the 
research has demonstrated high accuracy in differentiating 
UAVs from birds, which is crucial for both military operations 
and civilian airspace protection. 

The results indicate that these models achieve a high level 
of accuracy and effectively reduce false positives and 
negatives—key factors in real-time surveillance and threat 
detection. This capability ensures rapid and reliable responses 
in dynamic and potentially adversarial environments. 
Furthermore, the integration of these machine learning models 
into existing surveillance systems has proven to significantly 
enhance national security measures. 

However, the study also acknowledges certain limitations. 
First, while the machine learning models demonstrated strong 

performance, the evolving sophistication of UAV technologies 
presents a continuous challenge. Future UAVs may exhibit 
more complex flight behaviors and features, potentially 
reducing the efficacy of the current models. Thus, there is a 
need for ongoing refinement and adaptation of these 
algorithms to keep pace with advancements in UAV 
technology. Second, the environmental diversity in real-world 
scenarios poses a limitation. The models were tested under 
controlled or simulated conditions, and their performance may 
vary when exposed to a wider range of environmental factors, 
such as extreme weather, varying light conditions, and densely 
populated areas. Further testing in diverse, real-world settings 
is essential to fully validate the practical applicability of these 
systems. 

Additionally, the study highlights ethical and privacy 
concerns related to the deployment of UAV detection systems 
in civilian contexts. The potential misuse of these technologies 
underscores the importance of establishing clear regulatory 
frameworks to ensure responsible and transparent usage. 

Looking forward, the research suggests exploring hybrid 
machine learning models that combine the strengths of various 
algorithms to achieve even greater accuracy and efficiency. 
Testing these models in real-world scenarios will be crucial 
for refining their capabilities and ensuring their practical 
deployment. 

In conclusion, this study offers significant contributions to 
the fields of machine learning and security technology, 
providing valuable insights and practical solutions for 
improving airspace security in an era where UAV technology 
is rapidly advancing. The findings not only enhance current 
security protocols but also pave the way for future innovations 
in aerial threat detection and management. 

VII. FUTURE WORK AND IMPROVEMENTS 

While this study has made significant advancements in 
distinguishing UAVs from birds using machine learning 
algorithms, there are several areas that warrant further 
investigation to enhance the robustness and applicability of the 
models. 

1) Addressing model scalability and complexity: One 

major limitation is the scalability of the models in increasingly 

complex environments. As UAV technologies continue to 

evolve, particularly with the introduction of more 

sophisticated designs and swarming behaviors, the current 

models may struggle to accurately classify these newer types. 

Future research should focus on developing more scalable 

algorithms that can adapt to new types of UAVs and handle 

increasingly complex data inputs. This may involve the 

exploration of hybrid models or deep learning techniques that 

can capture more nuanced patterns in flight behavior. 

2) Environmental adaptability: Another area for 

improvement lies in enhancing the adaptability of these 

models to diverse and unpredictable environmental conditions. 

While the current study evaluated the models under controlled 

conditions, real-world environments often present challenges 

such as adverse weather, poor lighting, and background clutter 
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that could affect detection accuracy. Further work is needed to 

test and refine the models in a broader range of real-world 

scenarios. Techniques such as transfer learning and domain 

adaptation could be explored to make the models more 

resilient across different environmental conditions. 

3) Integration with multi-sensor data: Future research 

could also explore the integration of multi-sensor data to 

enhance detection accuracy. Combining optical imagery with 

other forms of data, such as radar or infrared signals, could 

provide a more comprehensive input for the models, helping 

to distinguish UAVs from birds with even greater precision. 

Investigating how to optimally fuse data from multiple sensors 

in real time would be a valuable next step. 

4) Real-time performance enhancements: While this study 

demonstrates the feasibility of real-time UAV detection, there 

is still room for improving the speed and computational 

efficiency of the models, particularly in high-stakes 

environments. Real-time systems require low-latency 

performance, which may necessitate further algorithmic 

optimizations or the use of specialized hardware such as GPUs 

or edge computing devices to ensure faster processing times 

without sacrificing accuracy. 

5) Mitigating ethical and privacy concerns: Ethical and 

privacy concerns regarding the use of UAV detection systems 

in civilian settings remain an important topic for future 

research. There is a need for guidelines and frameworks that 

govern the deployment of these technologies to avoid misuse 

and ensure transparency. Future work should also address how 

these systems can be designed to respect privacy while still 

providing the necessary security benefits. 

6) Long-term model maintenance and adaptability: 

Machine learning models must be regularly updated to 

maintain their effectiveness as the nature of threats evolves. 

This study does not delve into long-term maintenance 

strategies for the algorithms. Developing methods for 

automatic retraining of the models with new data, without 

compromising their performance, will be essential to ensure 

continued effectiveness in rapidly changing operational 

contexts. 

7) Potential for cross-domain applications: Beyond 

military and civilian airspace security, the techniques 

developed in this study could be adapted for other domains 

such as environmental monitoring, wildlife protection, or even 

urban management systems. Future work should explore the 

feasibility of transferring these models to other fields where 

UAVs or flying objects are involved, potentially opening up 

new applications for the technology. 

By addressing these limitations and pursuing these future 
directions, this research can evolve to become a more 
comprehensive solution, capable of adapting to the 
complexities of real-world scenarios while balancing the 
technological and ethical challenges of UAV detection. 
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Abstract—The current system has problems such as low 

efficiency of data processing, lack of smooth user experience and 

poor combination of display content and interactive technology, 

etc. There is a pressing need to optimize the integration of data 

analysis and augmented reality technology to improve the 

interactivity and visual appeal of exhibitions. This paper 

introduces and validates a combined prediction model based on 

multi-source data from the Internet. When using speeded-up 

robust features (SURF)-64 with a threshold of 500, the number of 

feature matches is 800, and the matching time is 162.85 ms. At a 

threshold of 1000, the number of matches drops to 510, and the 

time decreases to 96.54 ms. For SURF-128, the corresponding 

matches were 763 and 496, with times of 208.63 ms and 134.21 ms. 

This indicates that increasing the threshold not only reduces the 

number of matches but also shortens the matching time, likely due 

to fewer feature points simplifying the matching process. 

Keywords—Multi-source data; feature analysis; augmented 

reality technology; artwork interactive exhibition system; prediction 

model 

I. INTRODUCTION 

With the popularization of the Internet and the leap of 
technology, the power of art information dissemination has been 
significantly enhanced, crossing the boundaries of time and 
space and widely reaching the public. The integration of digital 
media has given birth to new art forms, making art everywhere 
and profoundly affecting life [1, 2]. Artistic creation and 
technology are deeply integrated, computer technology and 
digital media have broadened the territory of art, traditional art 
has been revived under digital empowerment, and its forms of 
expression are more prosperous and more diverse [3]. Current 
AR systems in art galleries often focus on enhancing visitor 
engagement through virtual content, but they typically suffer 
from limitations such as poor integration of real-world and 
virtual objects, inadequate feature matching, and limited 
interactivity. For instance, many systems use basic tracking 
technologies or simplistic feature extraction methods, which 
result in a disjointed user experience and less precise placement 
of virtual elements. Several existing studies have addressed 
these issues by introducing advanced tracking algorithms and 
feature extraction techniques, but challenges like real-time 
performance and seamless interaction between users and virtual 
content persist. Furthermore, some AR applications still lack 
immersive interactivity, offering only passive viewing 
experiences rather than engaging users actively in the artistic 
exploration process. Our system significantly improves on these 
limitations by utilizing multi-source data analysis and advanced 

feature extraction algorithms, such as SURF-64 and SURF-128, 
which enable more precise object detection, quicker feature 
matching, and smoother integration of virtual objects into real-
world environments [4, 5]. In today's information-driven era, 
new innovations continuously emerge, and artistic expressions 
and aesthetic standards are constantly evolving. People's 
appreciation for the aesthetics of science and technology has 
become mainstream, as seen in their acceptance and love for 
new art forms, which also influence our understanding of 
traditional art [6, 7]. The spread of digital technology has 
broadened our aesthetic perspectives, encouraging artists to 
explore new forms of expression and ideas that align with and 
lead this evolving aesthetic trend [8, 9]. One notable shift is the 
enhancement of artistic interactivity and participation. Digital 
technology allows new art forms to be more open and 
interactive, contrasting with traditional art's one-sided dynamic 
where artists create and viewers merely observe. In digital art, 
the audience actively participates in the creative process [10]. 
AR has revolutionized the way people engage with digital 
content, particularly in areas like art and culture, by merging real 
and virtual worlds. AR enables audiences to experience artworks 
interactively, bringing new dimensions to traditional art forms 
and making exhibitions more immersive and engaging. 
However, a critical challenge in AR-based exhibitions lies in 
ensuring the seamless integration of virtual objects into real 
environments. Accurate tracking of user movements, efficient 
processing of environmental data, and the synchronization of 
multiple data sources are key to creating a cohesive and 
meaningful interactive experience. Multi-source data analysis 
plays a crucial role here, as it aggregates information from 
various sensors, cameras, and user interactions to build a 
comprehensive understanding of the exhibition space. The 
proposed combined prediction model addresses these challenges 
by optimizing the system's ability to anticipate user actions and 
adjust the virtual content accordingly. This predictive capability 
enhances the responsiveness of the system, improving the 
overall interaction quality and ensuring that the AR elements are 
appropriately aligned with the real world.  

The influence of digital technology on art is profound and 
wide-ranging. From the dissemination of information to changes 
in the creative process and the renewal of aesthetics, art is 
becoming deeply integrated into everyday life, serving as a vital 
link between science, technology, and culture. As technology 
advances, art will continue to grow in diversity and complexity 
[11, 12]. Augmented reality technology combines the real and 
virtual worlds to create immersive 3D experiences, allowing 
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users to interact intuitively and enjoy new sensory experiences. 
This interdisciplinary technology integrates tracking, 
interaction, graphics, and multimedia to enhance system 
performance, enabling a seamless fusion of the virtual and 
natural worlds, making users feel as though they are in a blended 
reality [13, 14]. In augmented reality systems, tracking 
technology is crucial. It enables the system to accurately capture 
the user's perspective and position, thereby adjusting the 
position and display angle of virtual objects in the real world in 
real-time [15, 16]. AR has revolutionized the way people engage 
with digital content, particularly in areas like art and culture, by 
merging real and virtual worlds. AR enables audiences to 
experience artworks interactively, bringing new dimensions to 
traditional art forms and making exhibitions more immersive 
and engaging. A critical challenge in AR-based exhibitions lies 
in ensuring the seamless integration of virtual objects into real 
environments. Accurate tracking of user movements, efficient 
processing of environmental data, and the synchronization of 
multiple data sources are key to creating a cohesive and 
meaningful interactive experience. Multi-source data analysis 
plays a crucial role here, as it aggregates information from 
various sensors, cameras, and user interactions to build a 
comprehensive understanding of the exhibition space. The 
proposed combined prediction model addresses these challenges 
by optimizing the system's ability to anticipate user actions and 
adjust the virtual content accordingly. This predictive capability 
enhances the responsiveness of the system, improving the 
overall interaction quality and ensuring that the AR elements are 
appropriately aligned with the real world [17, 18]. 

II. KEY TECHNOLOGIES OF ART INTERACTION SYSTEM 

A. Augmented Reality Tracking Registration Technology 

Tracking registration technology is the core of augmented 
reality. It is widely used to track the dynamics of people and 
objects in real time and integrate with virtual data to ensure that 
virtual information is accurately superimposed on real scenes 
and achieve seamless integration of virtual and real. As shown 
in Eq. (1) and Eq. (2), these equations define the parameters of 
feature points used in tracking and registration. Pi represents the 
position and scale information of the i feature point, where x and 
y are the coordinates of the feature point in the image, and s is 
the scale value of the feature point. pt denotes the position at 
time t, pt−1 is the position at the previous time, v is the velocity, 
and t1 is the time interval. Its key function lies in precise 
positioning and dynamic adjustment, so that virtual objects can 
naturally integrate into reality, presenting highly realistic visual 
effects both indoors and outdoors. 

i i i iP ( x ,y ,s )
                   (1) 

1 1t tp p vt 
                    (2) 

The tracking technology of augmented reality mainly detects 
objects by various means. As shown in Eq. (3), this equation 
models the illumination of virtual objects in comparison to real 
scenes. Ivirtual is the illumination of virtual objects, Ireal is the 
illumination of real scenes, Iambient is the ambient illumination, 
and g is the illumination consistency coefficient. These detection 
means include, but are not limited to, visual tracking, inertial 
sensors, GPS positioning, and the like. Through these technical 

means, the augmented reality system can obtain information 
such as the real-time position, posture and motion state of 
objects. 

1virtual real ambientI gI ( g )I  
            (3) 

This transformation not only needs to take into account the 
three-dimensional spatial position of the object, as shown in Eq. 
(4), This equation pertains to the consistency of occlusion in 
augmented reality. Zocclusion is the consistency measure of 
occlusion, Zreal is the depth value of the real scene, and Zvirtual 
is the depth value of the virtual object. It is also necessary to 
combine the motion state of the object and the ambient lighting 
conditions to ensure that the performance of the virtual object in 
different scenes can meet the user's expectations. 

occlusion real virtualZ Z Z 
             (4) 

Tracking technology faces many challenges. First of all, in 
order to achieve seamless virtual and real fusion, tracking 
technology needs to have extremely high accuracy and stability. 
As shown in Eq. (5) and Eq. (6), These equations address the 
time-sensitive aspects of tracking technology. update is a time 
interval of real-time update, and fframe is a frame rate. Di is the 
description vector of the i-th feature point, which contains high-
dimensional data describing the local features of the feature 
point. This means that the system must be able to update the 
position and pose information of the object in real time within 
the millisecond level, ensuring that the position of the virtual 
object in the user's field of view is always consistent with the 
reference object in the real world. 

1
update

frame

t
f



                  (5) 

 1 2 16i i i iD d d d
            (6) 

No delay and no jitter are also important indicators of 
augmented reality tracking technology. Any tiny delay or jitter 
will destroy the coordination between the virtual object and the 
real scene. As shown in Eq. (7) and Eq. (8), these equations 
focus on the metrics for evaluating feature point matching. 
Matchi,j is the matching measure of the i-th feature point and the 
j-th feature point, and b is the standard deviation, which is used 
to control the width of the Gaussian function. dij is the Euclidean 
distance between the i-th feature point and the j-th feature point, 
which is used to measure their similarity. Causing discomfort to 
the user when using the augmented reality system. Advanced 
tracking technology often relies on high-performance hardware 
support and optimized algorithm design to minimize delay and 
jitter and improve system response speed and stability. 

𝑀𝑎𝑡𝑐ℎ𝑖,𝑗 = 𝑒𝑥𝑝 (−
∥𝐷𝑖−𝐷𝑗∥

2

2𝑏2
)           (7) 

2 2

ij i j i jd ( x x ) ( y y )   
          (8) 

B. Feature Analysis Related Technologies 

In image processing and computer vision, feature analysis is 
very important. As shown in Eq. (9) and Eq. (10), these 
equations delve into feature point analysis, Thresholdfeature is 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1081 | P a g e  

www.ijacsa.thesai.org 

the threshold of feature points, N is the total number of feature 
points, and di is the description measure of each feature point. 
L(x,y,c) is the image of the scale space, G(x,y,c) is the Gaussian 
filter, and I(x,y) is the original image. Feature points carry 
location, scale and high-dimensional description vectors to 
uniquely identify each point like a "fingerprint". 

1

1 N

feature i
i

Threshold d
N 

 
             (9) 

L( x,y,c ) G( x,y,c ) I( x, y ) 
           (10) 

High-dimensional description promotes efficient 
recognition and matching, and supports key tasks such as image 
registration, stitching, recognition and 3D reconstruction. As 
shown in Eq. (11) and Eq. (12), These equations describe the 
characteristics of feature points, Fi is the description vector of 
the i-th feature point, which contains local information of the 
feature point, f is the eigenvalue. Ti is the extraction result of the 
I-th feature point, Extract is the extraction algorithm, and I is the 
image. Feature point matching is its core, ensuring accurate 
matching of similar points between images. 

 1 2i i i iNF f f f
            (11) 

i i i iT Extract( I ,x , y ,s )
             (12) 

In the actual operation of feature point matching, how to 
improve the accuracy and speed of matching is one of the 
technical difficulties. At present, the popular matching method 
is to compare the feature points by using the trace of Hessian 
matrix and Euclidean distance similarity. As shown in Eq. (13), 
Correcti is the result of correcting the i-th feature point, Align() 
is the correction function, and Ref is the reference model, T is 
the time for updating. The Hessian matrix is a second derivative 
matrix, which can capture the curvature rate information in the 
image, thus helping to locate feature points more accurately. 

i iCorrect Align(T ,Ref )
           (13) 

By calculating the trace of the Hessian matrix, we can obtain 
the change information of the local area around the feature point, 
and the Euclidean distance is used to measure the similarity 
between the two feature points. As shown in Eq. (14), this 
equation highlights the importance of filtering feature points 
based on similarity metrics. Ffiltered is a filtered feature point, 
and FilterType is a filter type. When the Euclidean distance 
between two feature points is smaller, the higher the similarity 
between them, so it can be considered that the two feature points 
are matched. 

filtered iF Filter( F ,FilterType )
          (14) 

This method, which combines the similarity of Hessian 
matrix and Euclidean distance, not only performs well in the 

matching accuracy of feature points, but also significantly 
improves the matching speed. As shown in Eq. (15) and Eq. 
(16), these equations quantify matching performance. 
Precisionmatch is the matching accuracy, TP is the true 
example, and FP is the false positive example. Stabilityfeature 
is the stability of the feature point, and Variance() is the 
Variance of the description vector. This is because Hessian 
matrix provides a more direct curvature information, which 
makes irrelevant feature points more quickly filtered out in the 
process of feature point matching, thus reducing the amount of 
calculation and improving the overall matching efficiency. 

match

TP
Precision

TP FP


             (15) 

feature iStability Variance( D )
          (16) 

III. INTERACTIVE SYSTEM UNDER MULTI-SOURCE DATA 

FUSION AND ANALYSIS TECHNOLOGY 

A. AR-Based Interaction Design and Optimization 

AR technology has become popular with the development of 
computers and multimedia, and its core lies in the integration of 
virtual and honest, which promotes the interaction between 
users' reality and virtual reality. Optimizing interaction design is 
the key. It is necessary to pay attention to user experience and 
pursue intuitive and natural interaction [19]. Natural behaviors 
such as postures, expressions, and voices have become a trend 
to manipulate virtual objects, which are more humane than touch 
screens and handles and enhance convenience and immersion. 
Using human postures and gestures to interact with virtual 
objects is one of the most natural and intuitive ways at present 
[20, 21]. In this interactive mode, it is first necessary to monitor 
the user's body position and movements in real-time through 
accurate tracking and registration technology. According to this 
information, the system will determine the user's position in 
three-dimensional space and judge his intention by analyzing his 
actions [22, 23]. According to the preset action definition, the 
system will associate the user's action with specific operation 
instructions to realize virtual object control. Optimizing 
interaction design is particularly critical to make this interaction 
mode easier for users [24, 25]. The movements are designed to 
be ergonomic, ensuring that users do not experience discomfort 
or fatigue while performing them. The association between 
actions and operations should have precise semantics so that 
users can intuitively understand and remember them. Users can 
zoom in or out of virtual objects through simple gestures or close 
virtual windows by waving their hands. These designs must be 
finely optimized based on user habits [26, 27]. Table I shows the 
results of interactive system response test data. Voice interaction 
is also a natural interaction method widely used in augmented 
reality. 

TABLE I. RESULTS OF INTERACTIVE SYSTEM RESPONSE TEST DATA 

Test Items 
Average time to detect and 

track new users 

User gesture detection 

average time 

Average time of initialization and 

correction of artwork interaction system 

Average time to obtain 

artwork location 

Test Results (ms) 0.62 3.38 276.78 26.58 
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Through speech recognition technology, the system can 
recognize the user's voice commands and convert them into 
operation commands, thus realizing the control of virtual 
objects. Voice interaction has the advantages of no touch and 
easy remote operation, and it is especially suitable for scenarios 
that require multitasking or when hands are inconvenient [28]. 
"Occlusion consistency" refers to the ability of an AR system to 
realistically handle the overlapping or covering of virtual and 
real-world objects. When a virtual object is placed in a scene, it 
must appear as though it interacts naturally with real-world 
objects, meaning that parts of the virtual object should be hidden 
or "occluded" by physical objects if they overlap in space. 
Maintaining occlusion consistency is critical for enhancing the 
realism of AR experiences. "Virtual objects" are computer-
generated 3D models that are projected into the real-world 
environment through AR devices, such as headsets or mobile 
screens. These objects appear as though they exist within the 
physical space, and users can view and interact with them 
through the AR system. The seamless integration of virtual 
objects with the physical world is one of the defining 
characteristics of effective AR systems. "Feature points" are 
specific, easily recognizable points within a digital image or 
physical environment that are used by AR algorithms to map, 
track, and understand spatial relationships. Fig. 1 is the AR 
interaction design algorithm's principle and implementation 
flow chart. After passing the threshold screening, the system 
performs non-maximum suppression on each remaining feature 
point. This step ensures that the selected feature point is a 
prominent feature in its scale space. Fig. 1 demonstrates the AR 
interaction design algorithm's principle and the step-by-step 
implementation flowchart. This flowchart is essential as it 
outlines how the system processes real-time user interactions 
with virtual objects in an augmented reality environment. It 
emphasizes key steps, such as detecting and tracking the user's 
gestures, accurately registering virtual objects in the real world, 
and ensuring smooth interaction through algorithms that 
optimize real-time performance. 

SURF-64 uses a 64-dimensional descriptor, which makes it 
faster but less detailed compared to SURF-128, which employs 
a 128-dimensional descriptor for capturing more information 
about feature points. In this research, these algorithms were 
implemented to detect and match distinctive feature points 
between real-world images and virtual elements. The system 
extracts feature from images of artwork or the exhibition space, 
and SURF is used to generate a set of keypoints, such as corners 
or edges, that are invariant to changes in scale, rotation, or 

lighting. These algorithms are integrated into the interactive 
exhibition system by first preprocessing the input data to detect 
feature points in real-time, followed by the matching of these 
feature points to align virtual objects with the physical 
environment. SURF-64 and SURF-128 are configured based on 
the exhibition's needs, where SURF-64 offers faster 
computation for real-time tracking, while SURF-128 provides 
more detailed feature matching when precision is critical. This 
means that the final position and scale value of feature points 
can be more accurate than the original pixel grid, thereby 
improving the accuracy and reliability of feature point matching. 
Fig. 2 is the architecture diagram of the multi-source data fusion 
algorithm. Accurate detection and matching of feature points is 
crucial to the performance of augmented reality systems. Fig. 2 
focuses on the multi-source data fusion algorithm architecture, 
which is critical for integrating diverse data inputs from various 
sources, such as sensors, images, and spatial data, into a 
cohesive system. 

B. Feature Extraction of Artworks Based on Machine 

Learning 

Augmented reality requires realistic modeling of virtual 
objects, considering shape, material, light and shadow, and 
environmental interaction. The key challenges are lighting, 
occlusion consistency, and shadow casting. Lighting 
consistency is the most important. It is necessary to simulate 
natural lighting, adjust the lighting effect of virtual objects, and 
calculate actuarially based on scene geometry and reflection 
attributes to match natural light sources and enhance visual 
reality and immersion. Occlusion consistency is another crucial 
factor involving the mutual occlusion between virtual and 
natural objects. In the real world, the occlusion relationship 
between objects is essential for judging the spatial relationship. 
In augmented reality, virtual objects should have an occlusion 
relationship with natural objects as if they exist in the same 
space. Table II shows the test data of the augmented reality 
natural feature point tracking and registration module of the 
artwork interactive system. The system must accurately 
calculate the occlusion relationship between the virtual object 
and each object in the natural environment and render it in real-
time. In this field, Bauhaus University in Germany took the lead 
in achieving the consistent effect of virtual and real occlusion, 
which made the occlusion effect of virtual scenes reach a highly 
realistic level. This technological breakthrough significantly 
improves the realism of augmented reality systems, allowing 
virtual objects to be more naturally integrated into actual scenes. 

 

Fig. 1. Principle and implementation flowchart of AR interaction design algorithm. 
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Fig. 2. Architecture diagram of multi-source data fusion algorithm. 

TABLE II. TEST DATA OF AUGMENTED REALITY NATURAL FEATURE 

POINT TRACKING REGISTRATION MODULE OF ARTWORK INTERACTION 

SYSTEM 

Test Items Run Results 

Number of feature points detected 65 

Feature point detection time (ms) 75.37 

Number of successful feature point matches 27 

Number of successful tracking feature points 22 

Tracking match time (ms) 13.14 

Number of feature points detected after tracking failure 49 

Feature point detection time (ms) after tracking failure 61.5 

In augmented reality, to keep the shadow of the virtual object 
consistent with the direction and intensity of the light source in 
the actual scene, the system needs to accurately calculate the 
position and intensity of the light source and the geometry of the 
virtual object. In this way, the shadows of virtual objects can 
seamlessly blend with shadows in natural scenes, thus further 
enhancing the realism of augmented reality. Machine learning 
techniques have been widely used in augmented reality systems 

to achieve these complex effects. Through machine learning 
algorithms, the system can automatically learn illumination 
rules, occlusion relationships, and shadow projection rules from 
a large amount of accurate scene data, thereby generating more 
realistic visual effects in augmented reality. This reduces the 
workload of manual debugging and improves the system's 
automation level, making augmented reality technology more 
widely used in various scenarios. In augmented reality and 
computer vision, feature point extraction and matching are the 
keys to fusion. Fig. 3 is the application evaluation diagram of a 
multi-source data fusion algorithm in art information 
processing, with machine learning assistance, Fast-Hessian 
quick detection of feature points, and SURF completion 
description to ensure accuracy and stability. Fast-Hessian 
efficiently locates scales but lacks direction description; SURF 
makes up for this shortcoming and provides detailed feature 
data. The SURF descriptor uses Haar wavelet to extract the 
direction information of the feature points, thus realizing the 
rotation invariance of the feature points. In image processing, 
rotation invariance means that no matter how the image is 
rotated, the description information of feature points can still be 
consistent, thus ensuring the matching accuracy of feature 
points. 

 

Fig. 3. Application evaluation diagram of multi-source data fusion algorithm in art information processing. 
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IV. MULTI-SOURCE DATA ANALYSIS AND ANALYSIS 

DESIGN OF ART INTERACTIVE EXHIBITION SYSTEM UNDER 

AUGMENTED REALITY TECHNOLOGY 

A. Implementation of Augmented Reality Technology in Art 

Exhibitions 

Response time refers to the system's ability to register and 
process interactions in real-time, ensuring a seamless user 
experience. In an interactive exhibition, any noticeable lag or 
delay in responding to user inputs can disrupt the flow and 
diminish the immersive quality of the experience. Therefore, a 
faster response time is essential for maintaining engagement and 
enhancing the system's usability. Feature point detection is 
crucial for the accurate placement and movement of virtual 
objects in augmented reality. By increasing the number of 
detected feature points through algorithms like SURF-64 and 
SURF-128, the system ensures more precise tracking and 
overlay of virtual content, providing a more coherent integration 
of real and virtual elements. This is particularly important in art 
exhibitions where accuracy in object alignment can directly 

affect how well users perceive the interaction. User interaction 
accuracy measures how well the system interprets and responds 
to gestures, voice commands, or touch inputs, which is vital for 
creating an intuitive and engaging experience. If the system fails 
to accurately interpret user inputs, it could lead to frustration and 
disengagement. System stability ensures that the exhibition runs 
smoothly without crashes or significant performance 
degradation, which is critical in public settings. Immersive 
experience is an overall measure of user satisfaction and 
engagement, assessing how well the system integrates AR 
technology to create an engaging and interactive environment. 
Fig. 4 is an accuracy evaluation diagram of an art style 
recognition algorithm based on multi-source data analysis. This 
method has the advantages of high accuracy and fast recognition 
speed and is especially suitable for complex exhibition 
environments. Its limitation lies in the need to add additional 
signage in the exhibition venue, which may affect the aesthetics 
of the exhibits and the audience experience. Natural feature 
point tracking technology based on no identification is more 
flexible and natural. 

 

Fig. 4. Accuracy evaluation chart of art style recognition algorithm based on multi-source data analysis. 

The application of augmented reality technology in art 
exhibitions can provide richer information display forms for the 
audience and enhance the interaction between the audience and 
the artworks through virtual guides and interactive experiences. 
When watching a famous painting, the audience can see the 
creative story behind the painting and the artist's life through 
augmented reality technology and even interact with virtual 
artists to gain an in-depth understanding of the connotation of 
the artwork. This novel exhibition method dramatically 
enhances the interest and sense of participation, making the 
audience a passive appreciator and a part of the exhibition. After 
the direction calculation, the SURF descriptor uses the integral 
graph to quickly calculate the rectangular area where the feature 
points are located. The advantage of the integral graph is that it 

can efficiently calculate the sum of pixels in any rectangular area 
in the image, which is widely used in fast image processing 
algorithms. In the feature extraction process of the SURF 
descriptor, the integral graph is used to define the region of 
interest, that is, the critical area near the feature points. Fig. 5 is 
an evaluation diagram of the audience behavior data analysis 
algorithm for exhibition route optimization. The SURF 
descriptor can generate detailed feature point description 
information by calculating the feature vector based on the Haar 
wavelet in this region of interest. This description information 
not only contains the location and direction of feature points but 
also includes rich data about the local structure of feature points, 
which is very important for the matching and subsequent 
processing of feature points. 
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Fig. 5. Evaluation diagram of exhibition route optimization by audience behavior data analysis algorithm. 

B. Architecture and Performance Evaluation of Art 

Interactive Exhibition System 

In the interactive art exhibition system, feature point 
matching affects the overall performance. The SURF algorithm 
is efficient in recognition, but there are mismatches. Random 
Sample Consensus (RANSAC) algorithm improves the 
accuracy by random sampling to eliminate mismatches. First, 
the model parameters are determined, the samples are randomly 
selected to calculate the model, and the correct point set is 
screened according to the geometric distance. To improve the 
algorithm's accuracy, the RANSAC algorithm will randomly 
sample multiple times and find the most extensive set of 
consistent points. These point sets are divided into inner and 
outer points. This way, the algorithm can effectively screen out 
the matching points and determine the final model parameters. 
Finally, these maximum consistent point sets are used to re-
estimate the model to output the optimal result. Fig. 6 is the 
evaluation diagram of the audience behavior data analysis 
algorithm for optimizing the exhibition route. The RANSAC 
algorithm shows high efficiency and stability when dealing with 
feature point matching. It can accurately identify and remove 
mismatched feature points in complex matching environments, 
improving the matching accuracy and robustness of the whole 
system. 

The successful application of the RANSAC algorithm can 
significantly improve the performance of the interactive 
exhibition system of artworks, making the integration of virtual 
and reality more natural and realistic. In the architecture of an 
interactive exhibition system of artworks, accurately matching 
feature points is the key to realizing the perfect integration of 
virtual content and artworks. Using the RANSAC algorithm, the 
system can effectively reduce mismatches and ensure users' 
interactive experience in the exhibition is smoother and more 
realistic. Combined with other optimization techniques, such as 
image preprocessing, feature point enhancement, and multi-
view fusion, the system's overall performance can be further 
improved. The architecture and performance evaluation of 
interactive art exhibition systems must comprehensively 
consider feature point detection, matching algorithms, and 
overall stability. As an efficient mismatch processing 
technology, the RANSAC algorithm provides strong support for 

accurate system matching. In the interactive exhibition system 
of artworks, the brightness of images concentrates on the details. 
Fig. 7 is an experimental data evaluation diagram of the AR 
interaction design algorithm to improve the audience's 
immersion. The histogram averages and stretches the gray 
distribution, enhances contrast, shows details, and helps 
subsequent processing, such as binarization. The basic principle 
of histogram averaging is to map the brightness histogram of the 
input image into a new histogram so that the brightness value 
distribution of the new histogram is more uniform. 

 

Fig. 6. Evaluation diagram of exhibition route optimization by audience 

behaviour data analysis algorithm. 

Because of the uniformity of gray value distribution, the 
setting of the binarization threshold is more accurate in the 
image after the histogram means, thus improving the accuracy 
and effect of binarization. Histogram averaging often needs to 
be implemented in combination with specific mapping 
functions. These mapping functions are used to convert the 
original gray value of the image into a new gray value to enhance 
contrast and uniform distribution. Standard mapping functions 
include linear mapping and nonlinear mapping. By selecting 
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appropriate mapping functions, the effect of histogram 
averaging can be adjusted according to specific application 
requirements and image characteristics. Besides histogram 
averaging, other aspects of image processing, such as feature 
point extraction, matching algorithm, and image fusion, must be 
comprehensively considered to ensure the performance of the 
interactive exhibition system of works of art. By optimizing and 
improving these technologies, the system can achieve a more 
efficient and accurate artwork display and interactive 
experience. The performance evaluation of the system is also a 
critical link. Through the comprehensive review of the image 
processing effect, the stability and performance of the system 
can be continuously improved to meet the high requirements of 
users for art exhibitions. Fig. 8 is an evaluation diagram of the 
accuracy changes of the audience feedback prediction algorithm 
based on machine learning. Histogram averaging plays an 
essential role in the interactive exhibition system of artworks. It 
improves the contrast and detail performance of images and 
provides a reliable foundation for subsequent binarization 
processing. 

 

Fig. 7. Experimental data evaluation diagram of AR interaction design 

algorithm to improve audience immersion. 

 

Fig. 8. Accuracy change evaluation diagram of audience feedback prediction algorithm based on machine learning. 

V. EXPERIMENTAL ANALYSIS 

Finding and matching feature points is incredibly time-
consuming when the target image is large. In this case, many 
feature points may increase the computational complexity and 
time consumption, which cannot meet the real-time 
requirements. Especially in real-time application scenarios, such 
as dynamic scenarios in augmented reality systems, fast 
processing, and response are required, so finding and matching 
many feature points may lead to system performance 
degradation. Fig. 9 is the evaluation diagram of the response 
time of the system performance evaluation algorithm on the 
interactive exhibition system of artworks. Although we may find 
many feature points in the target image, only some of them are 
feature points that need to be matched. 

Some optimization strategies are usually employed. Using 
more accurate feature point detection algorithms improves the 
quality of feature points instead of just increasing the number. 
Through the feature point selection and screening algorithm, the 
feature points that have the most significant influence on the 
final calculation result are matched first, thus reducing the 
interference of irrelevant points. Fig. 10 is an application 
evaluation diagram of the security policy design algorithm in art 
data protection, especially in augmented reality systems. It is 
necessary to determine the quantity and quality of feature points 

according to specific needs to achieve the best system 
performance and user experience. 

According to the size of the image, it needs to be cropped to 
reduce the processing amount and improve efficiency. Video 
dynamics require strategic cropping and efficient matching. The 
setting of the cropping area also needs to be adjusted according 
to the actual situation. If the motion in the image is too fast, it 
may cause the target object or feature point to move out of the 
cropped area. Fig. 11 is the evaluation diagram before and after 
improving the AR interactive interface based on the user 
interface design optimization algorithm. The system must re-
detect the entire image to ensure that essential feature points are 
not missed. Although this scenario increases the computational 
burden, by clipping within this neighborhood according to the 
last detected feature point location, the system can reduce the 
size of the area to be looked up. 

The system's performance can be further improved by 
optimizing the selection of cropping areas. The cropping area 
can be intelligently adjusted based on the movement trajectory 
of the target object and the known feature point position in the 
image, thereby reducing the frequency of re-detection and 
further improving processing efficiency. The strategy of 
cropping images significantly impacts the efficiency of 
augmented reality systems. By setting the cropping area 
reasonably and reducing the size of the image to be searched, the 
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speed of feature point extraction and matching can be effectively 
improved, thus improving the overall running efficiency of the 
system. Fig. 12 is the application efficiency evaluation diagram 
of feature extraction and matching algorithm in art image 

recognition. When dealing with dynamic scenes, it is necessary 
to consider the motion of target objects to ensure the accuracy 
and real-time performance of the feature point detection and 
matching process. 

 

Fig. 9. Evaluation diagram of system performance evaluation algorithm on the response time of art interactive exhibition system. 

 

Fig. 10. Application evaluation diagram of security policy design algorithm in art data protection. 

 

Fig. 11. Evaluation diagram before and after improvement of AR interactive interface based on user interface design optimization algorithm. 

 

Fig. 12. Application efficiency evaluation diagram of feature extraction and matching algorithm in art image recognition. 
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VI. CONCLUSION 

This paper focuses on the application of computer vision and 
augmented reality technologies in artwork interaction systems, 
where feature point extraction and matching, as a key step in 
image recognition, significantly improves the accuracy of 
recognition. Although multi-feature point extraction can 
increase the accuracy, it is not always necessary because too 
many feature points may instead lead to a heavier processing 
burden on the system. In AR applications, feature points not only 
assist in calculating transformations between images, such as the 
solution of a single response matrix requires at least four 
matching points, but increasing the number of feature points 
does not always bring additional benefits, but may instead 
increase computational complexity and resource 
consumption.AR technology, with its powerful interactivity and 
integration of multi-sensory experiences such as visual and 
auditory sensations, is gradually revolutionizing the way art is 
viewed. 

In this paper, the consistency of occlusion illumination in 
virtual object interaction is essential for experience, but the 
research needs to be stronger and needs a breakthrough in the 
future. The study focuses on the analysis and prediction of 
Internet multi-source data characteristics, efficiently integrates 
data to predict realistic indicators, such as the number of 
interactive systems of artworks, and verifies it in predicting 
tourist volume, showing the potential of wide application of the 
model. One key area for future research is enhancing the 
precision and responsiveness of the AR system, particularly in 
terms of improving the real-time interaction between virtual and 
real-world objects. This could involve exploring more advanced 
algorithms for feature extraction, tracking, and data fusion, 
ensuring a seamless integration of virtual objects into the 
physical exhibition space. Another area worth exploring is 
optimizing the system’s performance under various 
environmental conditions, such as changes in lighting, user 
movement, or large crowds. While the current model focuses on 
integrating multi-source data, future research could investigate 
how to make the system more adaptable and resilient in these 
dynamic settings, enhancing its robustness and versatility in 
different exhibition environments. 

This paper studies the multi-source data collection and 
feature analysis of the Internet. It takes the art interaction system 
as an example to design a scheme to screen relevant data 
effectively. Aiming to solve the problem of data clutter, 
comprehensive index optimization is calculated by keyword 
screening and calculation. The number of mismatches for 
SURF-64 is 49 at threshold 500 and 22 at threshold 1000, 11, 
and 7 for SURF-128 under the same conditions, respectively. 
This shows that a higher threshold and a more significant 
dimension can help reduce the number of false matches and 
improve the matching accuracy. 

REFERENCES 

[1] A. Apicella et al., "Enhancement of SSVEPs Classification in BCI-Based 
Wearable Instrumentation Through Machine Learning Techniques," Ieee 
Sensors Journal, vol. 22, no. 9, pp. 9087-9094, 2022. 

[2] S. Blanco-Pons, B. Carrión-Ruiz, and J. L. Lerma, "Augmented reality 
application assessment for disseminating rock art," Multimedia Tools and 
Applications, vol. 78, no. 8, pp. 10265-10286, 2019. 

[3] M. W. Cao, L. P. Zheng, W. Jia, and X. P. Liu, "Real-time video 
stabilization via camera path correction and its applications to augmented 
reality on edge devices," Computer Communications, vol. 158, pp. 104-
115, 2020. 

[4] L. F. D. Cardoso, B. Y. L. Kimura, and E. R. Zorzal, "Towards augmented 
and mixed reality on future mobile networks," Multimedia Tools and 
Applications, vol. 83, no. 3, pp. 9067-9102, 2024. 

[5] G. D. Costa, M. R. Petry, and A. P. Moreira, "Augmented Reality for 
Human-Robot Collaboration and Cooperation in Industrial Applications: 
A Systematic Literature Review," Sensors, vol. 22, no. 7, pp. 52, 2022. 

[6] N. Didar and M. Brocanelli, "eAR: An Edge-Assisted and Energy-
Efficient Mobile Augmented Reality Framework," Ieee Transactions on 
Mobile Computing, vol. 22, no. 7, pp. 3898-3909, 2023. 

[7] N. Elazab et al., "Overlapping Shadow Rendering for Outdoor 
Augmented Reality," Cmc-Computers Materials & Continua, vol. 67, no. 
2, pp. 1915-1932, 2021. 

[8] M. Eswaran, A. K. Gulivindala, A. K. Inkulu, and M. Bahubalendruni, 
"Augmented reality-based guidance in product assembly and 
maintenance/repair perspective: A state-of-the-art review on challenges 
and opportunities," Expert Systems with Applications, vol. 213, pp. 18, 
2023. 

[9] M. Hincapie, C. Diaz, A. Valencia, M. Contero, and D. Güemes-
Castorena, "Educational applications of augmented reality: A bibliometric 
study," Computers & Electrical Engineering, vol. 93, pp. 11, 2021. 

[10] J. Husár and L. Knapcíková, "Implementation of Augmented Reality in 
Smart Engineering Manufacturing: Literature Review," Mobile Networks 
& Applications, vol., pp. 14, 2023. 

[11] J. Izquierdo-Domenech, J. Linares-Pellicer, and J. Orta-Lopez, "Towards 
achieving a high degree of situational awareness and multimodal 
interaction with AR and semantic AI in industrial applications," 
Multimedia Tools and Applications, vol. 82, no. 10, pp. 15875-15901, 
2023. 

[12] F. Z. Kaghat, A. Azough, M. Fakhour, and M. Meknassi, "A new audio 
augmented reality interaction and adaptation model for museum visits," 
Computers & Electrical Engineering, vol. 84, pp. 13, 2020. 

[13] S. Kapp, M. Barz, S. Mukhametov, D. Sonntag, and J. Kuhn, "ARETT: 
Augmented Reality Eye Tracking Toolkit for Head Mounted Displays," 
Sensors, vol. 21, no. 6, pp. 18, 2021. 

[14] C. Kim et al., "Fine metal mask material and manufacturing process for 
high-resolution active-matrix organic light-emitting diode displays," 
Journal of the Society for Information Display, vol. 28, no. 8, pp. 668-
679, 2020. 

[15] L. H. Lee, T. Braud, K. Y. Lam, Y. P. Yau, and P. Hui, "From seen to 
unseen: Designing keyboard-less interfaces for text entry on the 
constrained screen real estate of Augmented Reality headsets," Pervasive 
and Mobile Computing, vol. 64, pp. 16, 2020. 

[16] D. G. Morín, P. Pérez, and A. G. Armada, "Toward the Distributed 
Implementation of Immersive Augmented Reality Architectures on 5G 
Networks," Ieee Communications Magazine, vol. 60, no. 2, pp. 46-52, 
2022. 

[17] L. Nijs and B. Behzadaval, "Laying the Foundation for Augmented 
Reality in Music Education," Ieee Access, vol. 12, pp. 100628-100645, 
2024. 

[18] F. G. Prattico, F. Lamberti, A. Cannavò, L. Morra, and P. Montuschi, 
"Comparing State-of-the-Art and Emerging Augmented Reality 
Interfaces for Autonomous Vehicle-to-Pedestrian Communication," Ieee 
Transactions on Vehicular Technology, vol. 70, no. 2, pp. 1157-1168, 
2021. 

[19] X. Q. Qiao, P. Ren, S. Dustdar, L. Liu, H. D. Ma, and J. L. Chen, "Web 
AR: A Promising Future for Mobile Augmented Reality-State of the Art, 
Challenges, and Insights," Proceedings of the Ieee, vol. 107, no. 4, pp. 
651-666, 2019. 

[20] S. P. Ramu, G. Srivastava, R. Chengoden, N. Victor, P. K. R. Maddikunta, 
and T. R. Gadekallu, "The Metaverse for Cognitive Health: A Paradigm 
Shift," Ieee Consumer Electronics Magazine, vol. 13, no. 3, pp. 73-79, 
2024. 

[21] S. Schez-Sobrino et al., "A modern approach to supporting program 
visualization: from a 2D notation to 3D representations using augmented 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1089 | P a g e  

www.ijacsa.thesai.org 

reality," Multimedia Tools and Applications, vol. 80, no. 1, pp. 543-574, 
2021. 

[22] J. Seetohul, M. Shafiee, and K. Sirlantzis, "Augmented Reality (AR) for 
Surgical Robotic and Autonomous Systems: State of the Art, Challenges, 
and Solutions," Sensors, vol. 23, no. 13, pp. 37, 2023. 

[23] S. K. Song, "Research on Public Art Parameterization of Interactive 
Installation Based on Sensor and Virtual Reality," Mobile Information 
Systems, vol. 2021, pp. 11, 2021. 

[24] F. L. Tang, Y. H. Wu, X. H. Hou, and H. B. Ling, "3D Mapping and 6D 
Pose Computation for Real Time Augmented Reality on Cylindrical 
Objects," Ieee Transactions on Circuits and Systems for Video 
Technology, vol. 30, no. 9, pp. 2887-2899, 2020. 

[25] A. Toma, S. Samara, and M. Qamhieh, "Edge Computing Systems: 
Modeling and Resource Optimization for Augmented Reality and Soft 
Real-time Applications," Journal of Network and Systems Management, 
vol. 31, no. 4, pp. 24, 2023. 

[26] S. Uzor and P. O. Kristensson, "An Exploration of Freehand Crossing 
Selection in Head-Mounted Augmented Reality," Acm Transactions on 
Computer-Human Interaction, vol. 28, no. 5, pp. 27, 2021. 

[27] M. T. Vega et al., "Immersive Interconnected Virtual and Augmented 
Reality: A 5G and IoT Perspective," Journal of Network and Systems 
Management, vol. 28, no. 4, pp. 796-826, 2020. 

[28] M. Wedyan, J. Falah, O. Elshaweesh, S. F. M. Alfalah, and M. Alazab, 
"Augmented Reality-Based English Language Learning: Importance and 
State of the Art," Electronics, vol. 11, no. 17, pp. 17, 2022. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1090 | P a g e  

www.ijacsa.thesai.org 

Optimization of Carbon Dioxide Dense Phase 

Injection Model Based on DBN Deep Learning 

Algorithm

Juan Zhou1, Dalong Wang2, Tieya Jing3*, Zhiwen Liu4, Yihe Liang5, Yaowu Nie6 

National Key Laboratory of High-Efficiency Flexible Coal Power Generation and Carbon Capture Utilization and Storage, 

Huaneng Clean Energy Research Institute, Beijing 102209, China1, 3 

Huaneng Qing Yang Coal and Electricity Co. Ltd., Qingyang 745000, China2, 4, 5, 6 

 

 
Abstract—Carbon dioxide dense phase injection images have 

providing new research ideas for differential detection. Aiming at 

the drawbacks of large data volume, low matching efficiency, and 

longtime consumption of high-resolution carbon dioxide dense 

phase injection models, a registration algorithm for carbon 

dioxide dense phase injection models based on quadratic matching 

is proposed. This algorithm first uses down sampling to reduce 

image dimensions. A difference detection algorithm based on 

weakly supervised deep confidence network is proposed to neural 

networks, as well as the high manual labeling workload, low 

efficiency, and insufficient labeled data of high-resolution carbon 

dioxide dense phase injection models. This article first explores the 

throttling of CO2 venting in pipelines through the analysis of CO2 

phase equilibrium characteristics. The experiment shows that 

there is after the valve, the greater the temperature drop. At the 

same time, water content will affect the throttling temperature 

drop is about 1.5 degrees; when the gas-liquid ratio is 2500, the 

throttling temperature drop is 7.4 degrees. CO2 in the reactor to 

over 8MPa, achieving supercritical pressure. CO2 with the 

constant temperature water bath is 5~100 degrees, with a 

temperature control accuracy of ± 0.1 degrees. The temperature 

of the water inside the water bath jacket of the kettle is adjusted 

through circulation. The maximum pressure of the kettle is 25MPa 

and the volume is 6L. 

Keywords—Supercritical CO2; DBN deep learning algorithm; 

throttling characteristics; security control; dense phase injection 

model 

I. INTRODUCTION 

According to engineering experience in transporting CO2 
through pipelines, the transportation of CO2 in supercritical 
conditions is the most economical. When transporting 
supercritical CO2 through pipelines, pipeline safety issues 
cannot be ignored [1, 2]. The Introduction section will outline 
the significance of CO2 injection in carbon capture and storage 
(CCS) and discuss existing challenges such as flow dynamics, 
phase transitions, and system safety. In the DBN Deep Learning 
Algorithm section, the structure and functioning of the Deep 
Belief Network (DBN) will be explained, highlighting how it 
can automatically extract features from high-dimensional data 
and optimize CO2 injection models. The Safety Control section 
will focus on integrating the DBN model with real-time 
monitoring data to ensure safe operation by detecting anomalies 
and preventing risks such as pipeline leaks or excessive pressure 
buildup. Although there have been no large-scale human 

casualties caused by CO2 pipeline leaks worldwide so far, due 
to the current fact that there are only 6000km of CO2 pipelines 
worldwide, which is less than 1% of the total mileage of oil, 
natural gas, and other hazardous materials pipelines, with the 
vigorous development of CCS technology, the mileage of CO2 
pipelines will significantly increase, and the accompanying 
operational risks of pipelines will also sharply increase [3, 4]. 
Therefore, it is very necessary to study the risk control of 
supercritical CO2 pipelines, and the venting system, as an 
important component of the safety facilities of CO2 pipelines 
and gathering stations, should also be given attention [5]. 
However, in the design specifications of CO2 pipelines abroad, 
only principal provisions are provided for the setting of vent 
stations, without specifying the design method of vent systems. 
In China, CO2 pipeline transportation started relatively late and 
no industry recognized pipeline specifications have been 
developed [6]. The domestic and foreign CO2 pipeline design 
standards only qualitatively point out that the design of vent 
pipes should focus on the vent capacity, temperature control, 
prevention of dry ice blockage and noise, and other issues. There 
is a lack of quantitative analysis of vent pipe design, which has 
no guiding significance for the design of vent pipes in practical 
engineering. Therefore, based on domestic and foreign research, 
will be adopted to study the venting characteristics of 
supercritical CO2 pipelines during the venting process [7, 8]. 
While DBNs are adept at feature extraction, they can sometimes 
struggle with interpreting highly dynamic systems where 
external factors, such as environmental changes and operational 
disturbances, play a significant role. These external variables 
may introduce noise into the training data, leading to overfitting 
or reduced model accuracy when the DBN encounters unseen 
data in real-world applications. Furthermore, the black-box 
nature of deep learning models, including DBNs, poses 

challenges in understanding and interpreting the model’ s 

decisions. In fields like carbon capture and storage, where safety 
and reliability are paramount, the inability to explain model 
predictions may limit trust and acceptance among stakeholders 
[9]. Although satellite remote sensing images have advantages 
such as stable data acquisition and long-term consistency, their 
resolution is low and they are more suitable for differential 
detection in natural environments, such as mountain changes 
and ocean monitoring. The differences that urban development 
focuses on belong to the differential change detection that 
requires high time and detail requirements. It needs to be 
specific to every building, every road [10, 11] in the process of 
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change, so higher resolution images are needed. The carbon 
dioxide dense phase injection model has high resolution, good 
data quality, and low acquisition cost, which can provide a 
continuous real-time data source for urban development 
research. With the rapid development of carbon dioxide dense 
phase injection technology, data acquisition through carbon 
dioxide dense phase injection has become simpler and faster, 
with higher image resolution and richer and more detailed 
information contained [12]. 

DBNs possess the unique capability to learn hierarchical 
representations of data, making them well-suited for handling 
the complex and high-dimensional datasets generated during 
CO2 injection, such as pressure, temperature, and flow rate 
variations. This feature allows the model to automatically 
extract relevant features without the need for extensive manual 
feature engineering, which is often time-consuming and may 
overlook critical information. Secondly, DBNs utilize an 
unsupervised pre-training mechanism that enhances their ability 
to generalize from limited labeled data, addressing the common 
issue of insufficient labeled datasets in the field of carbon 
capture and storage. This is particularly advantageous in real-
world applications where gathering extensive labeled data can 
be challenging. Furthermore, DBNs are robust against noise and 
variations in input data, which is essential for maintaining 
accuracy in the dynamic and often unpredictable conditions of 
CO2 injection operations. Lastly, the integration of DBNs with 
safety control mechanisms enables proactive monitoring and 
anomaly detection, thereby mitigating potential risks associated 
with CO2 transportation, such as pipeline ruptures or leakage 
[13]. Moreover, it is limited by professional technical conditions 
and experiential knowledge, which to some extent hinders the 
promotion and application of the technology. Therefore, 
gradually reducing manual intervention in the process of image 
difference detection to achieve automated difference detection 
is a major trend in future research. With the high efficiency and 
practicality of deep learning in solving image processing, 
applying deep learning to aerial images to effectively extract 
deep change features has solved the shortcomings of traditional 
difference detection methods such as manual participation in 
interpretation, limited feature extraction ability, and low 
accuracy [14, 15]. This article focuses on the study of using deep 
learning algorithms for differential detection in carbon dioxide 
dense phase injection models. The aim is to extract effective 
change features from high-resolution carbon dioxide dense 
phase injection models with complex geological backgrounds 
through the powerful automatic learning and feature extraction 
capabilities of deep neural networks, achieving automated and 
rapid detection of differential information. This has important 
practical significance and application value for urban 
development research. At the same time, in response to the 
problems of large pixel size and high resolution of the carbon 
dioxide dense phase injection model, which leads to low 
algorithm based on secondary matching of the carbon dioxide 
dense phase injection model is proposed [16, 17]. This algorithm 
combines coarse and fine matching based on ORB feature 
detection algorithm to achieve the final registration of high-
resolution carbon dioxide dense phase injection model, 
providing important guarantees for the accuracy of subsequent 
differential detection. Differential detection based on image 
transformation is the process of analyzing images mapped to a 

new feature space to obtain change information. Propose to use 
PCA for feature extraction of differential images, and then use 
FCM clustering method to divide the image into two parts, 
determine the regions with and without changes, and obtain the 
final change detection result [18]. Key data inputs come from 
real-world CO2 dense phase injection systems, including flow 
rates, pressure levels, temperature variations, and phase 
transition observations during injection processes. High-
resolution CO2 dense phase injection images, collected through 
advanced sensors, form another critical dataset for analysis. 
These images provide detailed visual representations of CO2 
flow, enabling the identification of key patterns and potential 
anomalies. The DBN (Deep Belief Network) deep learning 
algorithm plays a crucial role in processing these datasets. Using 
unsupervised pre-training via Restricted Boltzmann Machines 
(RBMs) followed by supervised fine-tuning, the DBN is able to 
learn from large datasets without heavy manual labeling. The 
input data, such as pressure fluctuations and temperature drop 
within the CO2 pipelines, help the DBN model predict phase 
changes or risks of system failure, enhancing the optimization 
and safety of the injection process. By using real-time 
monitoring data, the DBN model continuously updates its 
predictions and control measures. [19]. 

II. RESEARCH ON THE VENTING LAW OF CO2 PIPELINE 

STATIONS 

A. Establishment of Venting Model 

Differential detection refers to collecting images of the same 
range in two periods, and observing the difference information 
between the images in the two periods, in order to analyze the 
reasons, characteristics, and effects of these differences. As 
shown in Eq. (1) and Eq. (2), some differences in information 
may not necessarily be caused by differences in terrain, such as 
interference factors such as sunlight, climate, and camera 
equipment. 

0 1 2

1 1 2

,I ( i, j ) I ( i, j )
Q( i, j )

,I ( i, j ) I ( i, j )


 

      (1) 

TP TN
PCC

TP TN FN FP




          (2) 

Therefore, the basic premise for conducting differential 
detection is that the differential information to be detected must 
be greater than the differences caused by environmental and 
other interference factors, as shown in Eq. (3), in order to 
eliminate the influence of irrelevant factors in image differential 
information on the differential detection results as much as 
possible. Different types of images have different processing 
methods before differential detection. 

1

PCC PRE
Kappa

PRE




      (3) 

The difference detection process of the carbon dioxide dense 
phase injection model can be divided into carbon dioxide dense 
phase injection model stitching, image registration, feature 
extraction, difference detection and evaluation analysis, as 
shown in Eq. (4). The images collected by carbon dioxide dense 
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phase injection are multiple small area images, and after 
stitching, panoramic images covering the studied area at 
different times can be obtained. 

TP
Jaccard

FP FN TP


          (4) 

The important step in differential detection is how to extract 
good features for differential detection. As shown in Eq. (5) and 
(6), the actual difference detection results are compared with the 
manually annotated true difference information to obtain 
qualitative or quantitative data. 

        D x, y, G x, y,k G x, y, I x, y    
   (5) 

L( x,y, ) G( x,y, ) I( x, y )  
         (6) 

From qualitative visual analysis, the difference information 
between the difference detection result map and the truth map 
can be directly compared to evaluate the detection results. At 
each candidate position, as shown in Eq. (7) and Eq. (8), the 
position and scale are determined by fitting a three-dimensional 
quadratic function in the local neighborhood of the feature 
points using the image grayscale, and key points are selected 
based on their stability. 

           
2 2
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Due to the strong edge response generated by the DoG 
operator, as shown in Eq. (9) and Eq. (10), it is necessary to 
screen out low contrast points and edge response points in the 
feature extraction stage to improve accuracy. These gradients 
are transformed into a representation that allows for significant 
deformation of local shapes and variations in lighting. 
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B. Dense Phase Injection Model 

After feature matching, the matched feature point pairs need 
to be further corrected in the image. Assuming that in feature 
matching or alignment, if the registration results of the image are 
directly concatenated, as shown in Eq. (11) and Eq. (12), there 
may be obvious gaps, blurring, and distortion at the junction of 
adjacent areas of the original aerial image in the concatenated 
panoramic image. Deep learning is the process of data 
processing by establishing and simulating the architecture of 
human brain learning. 

 
   1 2

2

f x, y f x, y
f x, y




         (11) 

     1 1 2 2f x, y f x, y f x, y  
        (12) 

Deep belief network is a special learning model that is 
different from traditional artificial neural networks. It combines 
the advantages of unsupervised pre training with restricted 
Boltzmann machine and supervised training with 
backpropagation algorithm, as shown in Eq. (13). It allows the 
input samples to be extracted through multiple RBM layers and 
then updated with BP to learn weight allocation, which best 
displays the essential features of the image. It has good feature 
extraction ability and can ultimately extract deep features of the 
image from complex data. 

  1
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Deep neural networks, as a branch of deep learning, are 
discriminative models composed of an input layer, as shown in 
Eq. (14), multiple hidden layers, and an output layer. Compared 
with shallow neural networks, deep neural networks 
automatically learn deeper features of data through hidden layers 
and neurons. 
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As the complexity of data samples intensifies, the number of 
hidden layers and neurons can be increased. Through structural 
mapping between layers, the sample features in the original 
space can be mapped to a new feature space, as shown in Eq. 
(15) and Eq. (16), and abstract composite features can be 
performed at higher levels to improve the detection performance 
of complex data. 
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The training process of deep learning models can be trained 
using the BP algorithm. The so-called training of neural 
networks refers to allowing machines to correct multiple 
parameters in the neural network, such as layer to layer 
connection weights and biases, by continuously learning the true 
difference information manually annotated. As shown in Eq. 
(17) and Eq. (18), the construction of network structures often 
originates from practical problems, and determining parameters 
requires continuous iteration to reduce the cost function in order 
to seek the optimal combination of network parameters. This 
method improves training efficiency and effectively solves the 
problem of local optima. Compared to traditional neural 
networks, RBM has no output layer and only includes visible 
and hidden layers, as shown in Eq. (19) and Eq. (20), while the 
hidden layer serves as a feature detector for extracting and 
learning features from the data. 
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III. DIFFERENTIAL DETECTION OF CO2 DENSE PHASE 

INJECTION MODEL BASED ON DEEP CONFIDENCE NETWORKS 

A. Deep Learning Theory 

The training of RBM is similar to forward training, keeping 
the weight coefficient w of forward training unchanged [20]. At 
this time, the hidden layer is used as the new input for 
reconstruction training. The neurons of each hidden layer are 
multiplied by the weight, stacked, and then biased to obtain the 
reconstructed output, completing one reconstruction training. 
The reconstruction error will continuously decrease with the 
iterative training process of RBM until the error reaches its 
minimum value, and the parameter weights and biases are also 
updated [21, 22]. From this, it can be seen that the training 
process of RBM networks does not require manual annotation 
of data for supervision and guidance, and can learn advanced 
features of the original data. Therefore, for practical application 
scenarios where there is a lack of sufficient labeled data, 
supervised deep learning techniques require the use of massive 
training samples and labeled data for learning in order to achieve 
human level performance in many tasks. The self-reconstruction 
training method of RBM provides a new possibility for the 
research of unsupervised deep learning methods [23, 24]. The 

ORB algorithm is divided into two parts, feature point extraction 
and feature point description. Feature extraction is improved 
based on the FAST algorithm, while feature point description is 
optimized based on the BRIEF feature description algorithm. 
The FAST corner detection algorithm compares the grayscale 
values of candidate feature points with those in their circular 
neighborhood. If there are differences, the candidate feature 
point represents a feature point [25, 26]. The advantage of this 
algorithm is to preserve image features as much as possible, but 
the disadvantage is that such feature points do not have 
directional descriptors. In the first detection result of FAST 
corner detection, there will be a phenomenon of FAST corner 
clustering. To address this issue, non-maximum suppression 
methods can be used to detect areas with multiple feature points. 
Fig. 1 shows the performance comparison between DBN and 
other algorithms, retaining the feature point with the highest 
response value and deleting the feature point with the smaller 
response value. Non maximum suppression can be expressed as 
local maximum search, where the local maximum is greater than 
all its neighbors. This local representation represents a 
neighborhood, which has two variable parameters: the 
dimensionality of the neighborhood and the size of the 
neighborhood [27, 28]. Essentially, it is to search for local 
maxima and suppress elements that are not maxima. Non 
maximum suppression consists of two loops, where the external 
loop traverses all pixels, and the internal loop tests its candidate 
options for all neighborhoods of the external loop. Once the 
neighborhood strength exceeds the current candidate, the 
internal loop will be terminated [29, 30]. 

 

Fig. 1. Performance comparison between DBN and other algorithms. 

The Deep Belief Network (DBN) is a type of deep learning 
model that combines unsupervised and supervised learning 
approaches, making it ideal for complex tasks such as feature 
extraction and classification in high-dimensional datasets. A 
DBN consists of multiple layers of Restricted Boltzmann 
Machines (RBMs) stacked on top of one another. Each RBM is 
an unsupervised learning model that learns to represent input 
data as latent variables. The top layers of DBN are often fine-
tuned using supervised learning algorithms like 
backpropagation. The training process starts by pre-training the 
RBMs layer-by-layer in an unsupervised manner to learn 
features, followed by fine-tuning through supervised learning to 
refine these features and optimize their utility in a target task. 
DBNs are widely applied in image recognition, time-series 
forecasting, and anomaly detection due to their ability to 
automatically extract deep, high-level data features. In the 
context of carbon dioxide dense phase injection, the DBN 

algorithm can play a critical role in modeling and optimizing the 
injection process. The complex physical properties of CO2 in its 
dense phase require advanced learning models to predict flow 
dynamics, phase transitions, and the potential risks associated 
with injection into geological formations. DBNs can analyze 
large datasets generated from high-resolution CO2 models, 
automatically detecting patterns and making predictive 
adjustments. Then, NMS is used to remove the feature points 
from the cluster, and the retained feature points are described in 
terms of features; Further use KNN algorithm and RANSAC 
algorithm for feature matching and optimization; Finally, the 
matching aerial images are transformed using the optimal 
transformation matrix to achieve coarse matching between the 
two temporal images. Compared to unmatched images, the 
coordinate error of the same name points in different images will 
be greatly reduced after coarse matching. However, due to the 
limited detail information in the images, the registration 
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accuracy of the two-time phase carbon dioxide dense injection 
images after coarse matching is lower, and cannot be directly 
used for differential detection. Therefore, by selecting feature 
matching points to perform secondary matching on sparser 
regions, the impact of coordinate errors caused by the same 
name points can be further reduced. The feature matching of 
different matching algorithms results in the least white line in 
the SIFT algorithm, which is located in the residential area in the 
lower right corner of the image; The SURF algorithm has the 
most white lines in its results, and the feature matching point 
pairs include not only the residential area in the lower right 
corner, but also a portion of the factory area above the image, 
but there are incorrect matching point pairs; Although the 
feature matching points in the ORB algorithm are not the most, 
they are relatively evenly distributed on the image. Fig. 2 shows 

the relationship between model prediction accuracy and training 
rounds, and there are no incorrect matching point pairs. By 
matching point pairs with the above features, calculate the 
optimal transformation matrix, and then obtain the coarse 
matching result. Carbon dioxide dense phase injection provides 
abundant spatial information in high-resolution images, and the 
ground background in ground imaging images is generally 
complex. Therefore, effective methods are needed to achieve 
efficient extraction of image features. Traditional differential 
detection methods have problems such as requiring manual 
assistance and limited feature extraction capabilities. DBN 
combines the advantages of unsupervised RBM and supervised 
BP algorithm, which can automatically learn and extract 
features, improving detection efficiency. 

 

Fig. 2. Relationship between model prediction accuracy and training rounds. 

B. Registration Algorithm for CO2 Dense Phase Injection 

Model Based on Quadratic Matching 

Deep neural networks can learn higher-level and abstract 
features in complex data as the network hierarchy increases. 
Hinton et al. used DBN to achieve dimensionality reduction and 
classification of data. DBN is a probability generation model 
with multiple hidden layers, where the neuron values in the 
visible layer can be binary or real. In the pre training stage, the 
RBM self-reconstruction training mode layer of the adjacent 
high-level RBM to ensure that the feature vector maps to 
different feature spaces while preserving as much feature 
information as possible. In the pre training stage, the weights 
obtained are only trained internally for each RBM, in order to 
achieve optimal feature vector mapping for that layer, rather 
than achieving optimal feature mapping for the entire DBN. 
Therefore, a small number of labels are used to supervise and 
guide the training of the last layer of BP network. In top-down 
backpropagation, weight parameters are updated based on the 
output value of the last layer of RBM and the error of the labels, 
and the entire DBN network is fine tuned. The implementation 
of differential detection in network training in this article is a 
binary classification problem, so the loss function used is the 
cross-entropy loss function. The high-resolution carbon dioxide 
dense phase injection model has complex scenes and rich 
features, which require the extraction of effective image features 

for analysis. Therefore, the powerful representation ability of 
deep neural networks can be utilized to achieve effective feature 
extraction. However, DBN is a weakly supervised neural 
network that can achieve good performance with only a small 
number of labels. Based on this characteristic, a large amount of 
research has been conducted on the application of DBN in 
practical scenarios both domestically and internationally. Table 
I shows the operating conditions of the venting and throttling 
experiment. A differential graph was constructed using the fuzzy 
clustering algorithm and used as label data for training the DBN 
network, eliminating the need for manual annotation and 
effectively suppressing coherent speckle noise. Good results 
were achieved on multiple sets of SAR images. 

TABLE I. OPERATING CONDITIONS FOR VENTING AND THROTTLING 

EXPERIMENTS 

Gas 

composition 

Gas-liquid 

ratio 

Initial pressure in 

front of the valve 

Temperature 

before throttling 

Post valve 

pressure 

100%CO2 Infinity 1.88 18.73 0.1 

100%CO2 10 1.9 18.82 0.1 

100%CO2 1260 1.52 19.55 0.1 

100%CO2 1530 4.06 18.51 0.1 

The high-resolution carbon dioxide dense phase injection 
model studied in this experiment has the problem of large size, 
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clear details, and no obvious boundaries in the change area, 
which makes manual annotation of real difference information 
labor-intensive and inefficient. Therefore, weakly supervised 
DBN can be used for differential detection to reduce manual 
intervention and improve detection efficiency and accuracy. 
However, the DBN network structure suitable for SAR images 
cannot achieve accurate detection of high-resolution carbon 
dioxide dense phase injection models. Therefore, based on the 
characteristics of experimental data, this chapter further filters 
the pseudo labels obtained from fuzzy C-means clustering on the 
basis of DBN to reduce false detection points in the pseudo 
labels and improve the detection accuracy of the network model. 
The main steps of using DBN's carbon dioxide dense phase 
injection model for differential detection in this chapter are: 
image pre classification, sample selection, data standardization, 
and constructing a DBN model. Although the false positives FN 
of the M-DBN method is higher than that of the J-DBN method, 
the missed detections FP and total false positives OE of the M-
DBN method are both lower, and the height difference between 
the FP and OE of the two is greater than that between the FN. 
For the parking lot dataset, the PCC value of the M-DBN 
method is also higher than that of the J-DBN method. Compared 
to J-DBN, the Kappa coefficient of the M-DBN method reached 
90.6%, the Jaccard coefficient increased by 8%, and the YC 

value increased by about 12 percentage points. For the asphalt 
road dataset, the Kappa coefficient increased by about 19%, the 
Jaccard coefficient increased by about 30 percentage points, and 
the YC value was also high. A difference detection algorithm for 
weakly supervised carbon dioxide dense phase injection model 
based on deep confidence networks is proposed. By combining 
the advantages of unsupervised learning and supervised 
learning, DBN automatically learns features layer by layer from 
the original image, and achieves difference detection by 
abstractly combining high-level features. This solves the 
problem of difficult feature selection in traditional difference 
detection methods for carbon dioxide dense phase injection 
models with complex backgrounds. Fig. 3 is a schematic 
diagram of the DBN network structure, which includes using the 
JFCM algorithm and median filtering to obtain network training 
sample labels, replacing manual labeling, training the DBN 
network to obtain a difference detection model, and finally 
achieving the difference detection result of the carbon dioxide 
dense phase injection model. Finally, the necessary parameter 
settings were determined through experiments, and it was 
proved through experiments that this algorithm has a good effect 
on handling the difference detection of the carbon dioxide dense 
phase injection model. 

 

Fig. 3. Schematic diagram of DBN network structure. 
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IV. OPTIMIZATION OF CO2 DENSE PHASE INJECTION 

MODEL BASED ON DBN DEEP LEARNING ALGORITHM 

DBN is a generative model in deep learning algorithms 
characterized by probability calculation. The DBN algorithm is 
often used for data classification and feature recognition. DBN 
is a multi-layer structure composed of two types of neurons, 
explicit and implicit. The input data is received by explicit 
neurons, which are used to obtain features, hence implicit 
neurons are also known as feature detectors. The first two layers 
form a joint memory through undirected connections, while the 
connections between the neurons in the lower layers are 
directed. The lowest layer forms a data vector, where a single 

neuron represents one dimension. RBM is a component of DBN, 
however, in reality, each RBM can be used as a separate cluster. 
With the two layers of neurons used for receiving input data and 
feature detection, respectively. Fig. 4 shows the evaluation of 
reservoir permeability after injection, with multiple neurons at 
the bottom forming the display element. Each layer represents a 
vector, and each dimension in this vector corresponds one-to-
one to each neuron. It should be noted that the connection 
between the implicit element layer and the explicit element layer 
is bidirectional. Neurons have conditional independence 
between each other, and there is no interconnection between 
neurons in the visible and hidden layers. Only neurons between 
layers have symmetrical connecting lines. 

 

Fig. 4. Evaluation of reservoir permeability after injection. 

Given the values of all explicit elements, the values taken by 
each implicit element are independent of each other. That is to 
say, each neuron is conditionally independent of other neurons, 
and the elements within the two types of neurons are not 
interconnected, while neurons with bidirectional connections 
must be on the same layer. The advantage of this approach is 
that, given the values of all explicit elements, it does not affect 
the values of implicit elements. That is to say, when using a 
given hidden layer, the values of all explicit elements are also 
irrelevant. DBN is a neural network composed of multiple RMB 
layers, which can be seen as a generative model or a 
discriminative model. Its training process mainly uses 
unsupervised layer by layer greedy methods to pre train the data 
to obtain weights. When training the top level RMB, if the data 
in the training set has labels, there should also be neurons 
representing classification labels in this RMB layer, which 
should be combined with existing explicit neurons for the next 
step. Step by step training, consider the following two situations: 
if there are 300 dominant neurons in the top layer of RMB, the 
dataset used for training is divided into 20 categories; Therefore, 
the display layer of the highest level RMB will contain 320 
dominant neurons. For each type of training data, let 1 indicate 
that the corresponding labeled neurons are turned on, and 0 
indicate that the corresponding labeled neurons are turned off. 
Table II compares the SIFT, SURF, and ORB algorithms. 
Except for the top-level RBM, the weights of RMB at other 
levels are divided into two categories: upward cognitive weights 
and downward generative weights. 

TABLE II. COMPARISON OF SIFT, SURF, AND ORB ALGORITHMS 

Algorithm 
Number of feature 

points 

Optimal 

matching pair 
Time (seconds) 

Sift 9342 51 86.85 

Surf 2625 200 21.26 

Orb 6428 108 5.98 

In order for computer programs to distinguish images, which 
have a "vision" similar to human senses. Image feature 
extraction is the process of obtaining digital descriptions and 
representations of an image, and the extracted digital 
descriptions and representations are the image features. These 
digitized features can be in numerical or vector form. After 
obtaining the target features, they can be trained through 
machine learning algorithms to enable computer programs to 
understand these features and recognize images. Generally 
speaking, there are multiple features used for image 
classification. For example, it can be divided into point features, 
line features, and regional features. The characteristics used for 
target image recognition can be summarized into the following 
categories, such as edges, contours, shapes, textures, and image 
regions, which have obvious physical meanings. It is divided 
into grayscale histogram features and moment features. 
Generally, moment features include kurtosis, mean, and 
moisture features. The transformation coefficient feature refers 
to a series of mathematical transformations performed on the 
original data. Algebraic features indicate a certain algebraic 
property of an image. From the perspective of mapping, data 
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processed using linear mapping is called linear features, while 
data processed using nonlinear mapping is called nonlinear 
features. The above two methods are called linear feature 
extraction and nonlinear feature extraction, respectively. Among 
them, linear feature extraction methods are widely used. The 
way to replace the traditional wired transmission system is to use 
the wireless sensor network technology. The wireless sensor 
network is a distributed sensor network. Its end is a sensor that 
can sense and check the external world. Fig. 5 is the assessment 
diagram of the reservoir stress field caused by injection. The 
sensors in the network communicate through wireless means. 

A monitoring system based on wireless sensor networks that 
can meet the needs of server status detection in computer rooms. 
The detection system constructed by this scheme is generally 
divided into three parts: wireless sensor information acquisition 
module, server-side processing module, and message sending 
module. The routing nodes in the wireless sensor information 
collection system are responsible for real-time monitoring of the 
operating status of servers in the computer room, and 
transmitting the monitoring values to data to the server-side 
processing system when it is collected. At the same time, the 
server-side processing system analyzes and saves the data. Once 
abnormal monitoring data is detected, an alarm signal is 
activated and sent to the on-duty personnel through a message 
sending device. If there are no abnormal situations, the server-

side system can regularly send the collected data to users via 
SMS. The primary function of the underlying software is to 
monitor the status variables of the server room in real-time 
through sensors connected to itself, and send the monitoring 
values to a serial port. The workflow of the coordinator is as 
follows: After the system is powered on, it initializes the 
coordinator, which includes input and output modules, serial 
communication modules, RF modules, and LCD displays. Based 
on this, necessary initialization is carried out on the sensor 
module. After this task is completed, the coordinator will 
establish a ZigBee network. Then, the coordinator will enter a 
listening loop, which will retrieve two main parts. One is to 
monitor the serial port connected to the server and monitor 
whether the server sends instructions to the wireless sensor 
network. If segment signals are found, the coordinator will 
forward the instructions to all routers in the same routing 
network, which will then interpret and execute the instructions. 
Fig. 6 shows the evaluation of the expansion range of the 
injection area over time, and the other is a monitor of the ZigBee 
network, mainly monitoring whether there are router nodes 
sending signals to join the network, as well as sensor data 
collected by the router. If a new router applies to join, it is 
approved to join the network; Once the data is sent from the 
router end, the coordinator will receive all the data and forward 
it to the server end through the serial port, which will analyze 
and process the data. 

 

Fig. 5. Evaluation of reservoir stress field caused by injection. 

 

Fig. 6. Evaluation graph of injection region expansion range over time. 
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The following is the key workflow of the router node: The 
router first initializes the system, which is the same as the 
initialization of the coordinator. The initialization of the router 
also includes input and output modules, serial communication 
modules, RF modules, LCD displays, and sensors. After 
initialization, the router applies to join the ZigBee network 
generated by the coordinator. After successful addition, the 
router will set a scheduled task that will collect sensor data at 
each specified time. After the collection is completed, it will 
determine whether an alarm is needed across boundaries. If so, 
the alarm device will be immediately activated. After data 
collection, the data is sent to the server, while the router 
continuously monitors the ZigBee network while collecting 
tasks. If the server receives instructions forwarded through the 
coordinator, the router will interpret the instructions and perform 
specific operations. The main responsibility of server-side 
software is to parse, classify, and store the data collected by 
sensors, enabling users to save, query, and export data. The 
server-side software login and query all monitoring data through 
the system. At the same time, the system is also connected to the 
SMS sending device, and at each fixed time, the system will 

send monitoring data to users through the SMS sending device. 
If an alarm event occurs, the system will immediately send an 
emergency warning SMS can still enter the computer room 
when leaving, for remote monitoring in this case. The upper 
computer software system is mainly divided into the following 
parts: login module, data acquisition and instruction sending 
module, etc. The process of the server-side program is as 
follows: the program will periodically connect to the coordinator 
via serial port, collect data sent by the coordinator, and then the 
data parsing and storage module will parse the received data and 
store it in the database. When the specified time arrives, the 
program will start the SMS generation and sending module, and 
the receiving module. The collected data is sent to users through 
SMS sending devices. Fig. 7 shows the evaluation of reservoir 
pore volume utilization rate. Users can remotely log in to the 
server through the login module to view the data collected 
through the data display module on the network. Users can also 
generate instructions for some facilities in the computer room 
from the command system, such as dedicated air conditioning, 
and then set or control them. 

 

Fig. 7. Evaluation of reservoir pore volume utilization efficiency. 

V. EXPERIMENTAL ANALYSIS 

The above is a general idea for the state detection method of 
server rooms based on wireless sensor networks. This method 
can meet the requirements of real-time detection and achieve 
high real-time monitoring and alarm performance. However, 
due to the need for a large number of sensor equipment and 
intelligent hardware systems, this system has high 
implementation costs. Due to the strong embeddedness of this 
system, overall planning of the entire data center is required in 
the initial construction stage to achieve the desired effect. Fig. 8 
shows the evaluation of injection efficiency and injection 

pressure, so it is not suitable for data centers that have already 
been built and put into use. 

However, the limitations of pixel level image fusion cannot 
be ignored. As it operates on pixel points, computers need to 
process a large amount of data, which takes a relatively long 
time to display the fused image in a timely manner and cannot 
achieve real-time processing; In addition, when conducting data 
communication, Fig. 9 shows the dynamic evaluation of 
reservoir fluids. If the images are not strictly registered and 
directly fused, it can lead to blurred images, unclear targets and 
details, and imprecision. 

 

Fig. 8. Evaluation chart of injection efficiency and injection pressure. 
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Fig. 9. Reservoir fluid dynamic evaluation diagram. 

Require a distribution where the probability of training 
samples is highest. Since the decisive factor in this distribution 
lies in the weight W, the goal of training RMB is to find the 
optimal weight. The specific structure and non-linear learning 
process of DBN enable it to effectively extract its essential 
features from massive data. After obtaining the standard DBN 
model, a certain number of RGBMR features of green, red, and 
yellow signal light images are extracted to form the test dataset 
ML. Fig. 10 shows the production evaluation maps of injection 
wells and production wells. The ML is input into the standard 
DBN model trained in this section for evaluation and 

classification, and the signal light status of each corresponding 
image for each set of data can be identified. 

The number of input nodes in the DBN model corresponds 
to the dimension of the RGMMR dataset, with a value of 3. Due 
to the model being used for image evaluation and recognition, 
the output node is set to 1. Fig. 11 shows the evaluation of carbon 
dioxide saturation profile. The ability of DBN to obtain useful 
information from input data is determined by the number of 
hidden nodes. Too few hidden nodes usually cannot shape the 
data, while too many hidden nodes may lead to overfitting and 
even deterioration of evaluation performance. 

 

Fig. 10. Production evaluation of injection and production wells. 

 

Fig. 11. Evaluation of carbon dioxide saturation profile. 

VI. CONCLUSION 

Summarize the research background and significance of 
carbon dioxide dense phase injection model for differential 
detection, as well as the current research status of image 
differential detection based on deep learning detection methods 
and proposed a method suitable for detecting differences in 
carbon dioxide dense phase injection models. In response to the 

large amount of data in high-resolution aerial images, which 
leads to low matching efficiency and longtime consumption of 
traditional registration algorithms, this paper proposes a 
registration method based on a secondary matching CO2 dense 
phase injection model. This method first uses down sampling to 
reduce the image dimension, preserve the basic information of 
the image, and then combines and reduce time consumption. The 
implementation of the DBN deep learning model facilitated a 
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nuanced understanding of the complex interactions between 
various parameters, such as pressure, temperature, and flow 
rates. Upon analyzing the model's performance, it was observed 
that the DBN effectively captured intricate patterns in high-
dimensional datasets, leading to enhanced predictive capabilities 
compared to traditional algorithms. For instance, the model 
achieved a remarkable reduction in error rates during prediction 
phases, with mean absolute errors dropping by over 30%, 
indicating superior performance in accurately forecasting 
operational parameters under varying conditions. 

There are two shut-off valves at both ends of the pipeline, 
which are installed to form a closed venting section. There is a 
CO2 pneumatic ball valve with a diameter of 15mm and a 
working pressure of 16MPa installed at the end of the pipeline. 
As a vent valve, the temperature drops severely at a distance 
from the vent, with the lowest temperature dropping to around 
minus 35 degrees Celsius. However, at a position closer to the 
vent, the temperature drop is not very significant, only about 10 
degrees Celsius before starting to rise. The reason for this 
phenomenon is that the diameter of the experimental pipe 
section is 15mm. When the diameter of the venting pipe is less 
than 15mm, the airflow during the venting process will pass 
through the gradually shrinking pipeline, causing the pressure to 
not drop to atmospheric pressure in time, forming a back 
pressure. As the pipe diameter increases, the resulting back 
pressure will gradually decrease, resulting in a decrease in the 
extreme outlet pressure; wfighen the diameter of the vent pipe is 
greater than 15mm, the airflow will expand through the 
suddenly expanding pipeline during venting, and the pressure 
inside the pipe will inevitably drop sharply. It can also be seen 
that when the diameter of the vent pipe reaches 20mm, the 
extreme outlet pressure under various working conditions is 
only below 0.5MPa, which is very different from when the 
diameter of the vent pipe is below 15mm. 
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Abstract—This paper studies the encrypted access control 

method of smart medical multi-department information attributes 

in the cloud computing environment. Under the current wave of 

informatization, smart medical care has become an important 

development direction of medical services. However, the ensuing 

information security issues have become increasingly prominent. 

Especially in the context of cloud computing, information sharing 

and cooperative work among multiple departments make 

information security access control particularly important. This 

article first conducts an in-depth analysis of the characteristics of 

multi-departmental information in smart medical care. By 

collecting and sorting out a large amount of medical data, it is 

found that more than 85% of the data involves patient privacy and 

core information of medical business, which puts forward 

extremely high requirements for data confidentiality and 

integrity. Therefore, we propose an attribute-based encrypted 

access control method, which realizes differentiated access control 

for different users and different departments through a fine 

division of data attributes. In the implementation of the method, 

we design efficient encryption and decryption algorithms by using 

the distributed characteristics of cloud computing. Experimental 

results show that, compared with traditional access control 

methods, the proposed method improves the efficiency of data 

processing while ensuring information security, and the average 

access response time is reduced by about 20%. In addition, we also 

verified the effectiveness of this method in multi-department 

information security management of smart medical care through 

actual case analysis. 

Keywords—Cloud computing; smart medical care; multi-

sectoral information; attribute encryption 

I. INTRODUCTION 

With the rapid development of modern technology, the rapid 
promotion of network applications, the intelligence of mobile 
terminals, and various intelligent wearable devices can collect 
users' personal data at any time. These data contain all kinds of 
privacy information of users. For the security and privacy of this 
kind of information, it is necessary to use information security 
technology to ensure that user privacy is not leaked and illegally 
used. In addition, with the rapid development of cloud 
computing, the cloud storage service provided by cloud 
computing is a new network storage technology, and it is a cloud 
computing system with data storage and management as the 
core. However, the resulting data security issues have become 
the main factor restricting its wider application 2. On August 27, 
2014, the Internet Society of China released the "Investigation 
Report on the Protection of Netizens' Rights and Interests in 

China", showing that in the past year, netizens have lost 143.36 
billion yuan due to Internet fraud, spam, personal information 
leakage and other infringements [1]. Recently, a multitude of 
security incidents involving prominent service providers such as 
Alipay, Apple, Ctrip, NetEase, and others, have continuously 
emerged, further heightening public anxiety. For instance, in the 
not-so-distant past, in 2018, a significant data breach at 
Facebook exposed the personal information of millions of users 
to unauthorized access [2]. This incident followed closely on the 
heels of another major security scare where user data on the 
popular dating app Tinder was compromised in 2017 [3]. 
Similarly, earlier in 2014, iCloud faced a severe hacking 
incident, resulting in the leakage of private photos of numerous 
celebrities. This stark privacy violation sparked widespread 
concerns regarding the safety of data storage solutions. In 
addressing these concerns, research on data privacy and access 
control must integrate the unique attributes of specific data 
types, security demands, and the complexities of real-world 
social contexts [4, 5]. Currently, the field primarily relies on 
advanced encryption techniques and sophisticated key 
distribution mechanisms within cryptography to tackle the 
challenges of data privacy protection and access control. That is, 
the data owner uses encryption technology to encrypt the data 
before uploading the data, and then distributes the decryption 
private key to other users to authorize them to access the data. 
For example, for such a scenario: the data owner stipulates that 
only people with management rights can access their personal 
information. The traditional practice is that the data owner 
encrypts the personal information and uploads it to the server, 
and also assigns the decryption private key to each legal user. 
But in this scheme, the encryption and decryption private keys 
of each user are different, so for the person with management 
authority, it is necessary to store the decryption private keys sent 
by each data owner securely, and the security management 
technology of the key is required. 

In recent years, some schemes of data protection and access 
control using asymmetric encryption technology have been 
proposed [6, 7]. However, due to the dynamic changes of users 
and the poor efficiency of encryption and decryption, these 
schemes cannot adapt to the flexible access control policies in 
real life. Attribute encryption technology based on ciphertext 
strategy combines encryption technology and access control 
technology organically, which makes data access control more 
flexible [8]. How to construct a secure and efficient data 
protection and access control system using attribute encryption 
technology is a problem with practical application background 
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and academic value. This paper will construct a secure and 
extensible fine-grained access control system around attribute 
encryption technology, combined with specific data types and 
real-world scenarios. 

II. RELEVANT KNOWLEDGE 

A. Blockchain Overview 

In 2008, blockchain technology was proposed. The 
blockchain is a special data structure [9, 10]. Specifically, the 
blockchain is formed by linking the various blocks storing data 
in a chain according to the time sequence, and at the same time 
realizes the decentralized nature with special cryptographic 
means. The data structure of the blockchain: 

A blockchain is composed of blocks, and each block 
contains two main parts: a Block Header and a Block body. So 
far, one of the most successful applications of blockchain 
technology is Bitcoin. In the Bitcoin blockchain, the block body 
includes the number of block transaction records, all transaction 
details in the block, and the total capacity of the block, and 
generates their Merkle trees for all transaction information in the 
block. Finally, the calculated value of the Merkle tree root is 
stored in the block header. The block header consists of the 
following parts: the timestamp generated by the block, the 
version serial number of the block, the hash value calculated by 
the previous block, a random number when the current block 
was generated, the difficulty value of calculating the blockchain, 
and the check value of the Merkle root of the block. Features of 
blockchain: 

Decentralization. The most basic feature of the blockchain is 
decentralization, which is an open and distributed ledger. There 
is no centralized management node in the blockchain, it is a P2P 
network composed of multiple participating nodes, so all 
participating nodes are equal in the blockchain network. In the 
blockchain network, operations such as distributed storage, 
recording and updating of data can be realized without 
supervision. Data attribute definitions and department 
permission definitions are shown in Eq. (1) and Eq. (2). 

𝑎𝑓(𝑖) = 𝑝(𝑖) + 𝑗𝑑(𝑖)                           (1) 

ℎ̂𝑅(𝑖, 𝑘) = ℎ̂𝑓
∗(𝑖, 𝐿𝑓 − 𝑘)                         (2) 

Open consensus. For all nodes in the blockchain network, 
the data records stored on the blockchain are open, and any user 
can participate in the generation process of the blockchain and 
the data query process, and can obtain a complete ledger; Any 
user can query data records stored on the blockchain through an 
exposed interface. 3) Immutability. Compared with previous 
bookkeeping technologies, the blockchain is an open ledger. 
Once the block is generated, the data will be permanently stored. 
A blockchain maintains a growing data link and can only add 
new records to the block, but cannot tamper with data that has 
already occurred before. By adopting a one-way hash algorithm, 
each block holds the calculated hash value of the previous block. 
Due to the avalanche effect of the hashing method, if a certain 
block on the blockchain is modified, all blocks after the block 
will be recalculated, unless more than half of the participating 
nodes in the system are controlled by one of the nodes, otherwise 
once a node modifies the data on the block, other nodes in the 

network can easily find this behavior, so the modification 
behavior of the node is invalid for the entire system. 

The blockchain adopts a cryptographic chain structure to 
ensure that it cannot be included in unauthorized tampered 
blocks, otherwise the entire blockchain will be broken. Coupled 
with the open consensus nature of the blockchain, the 
blockchain can be successfully sourced [11]. The data 
traceability of the blockchain is in the distributed blockchain, 
which ensures that the data stored in the blockchain is 
recognized by the entire network, and also ensures that the data 
queried on the blockchain is recognized as correct. The access 
control policy formula is shown in Eq. (3) 

𝑦𝑅𝐼𝐶(𝑖) = ∑ 𝑒𝑙
𝐿𝑓
𝑙=1

(𝑖 − 𝐿𝑓 + 𝑙)ℎ̂𝑓
∗(𝑖, 𝑙)            (3) 

B. Location-based Cryptography Related Models and 

Algorithms 

The concept of location-based cryptography was first 
proposed at the OMI conference in 2009. Since then, location, 
as a new attribute, has opened up a new chapter in the field of 
information security [12]. In location cryptography, the unique 
identity credential is the user's geographical location, in other 
words, the user's location determines his or her identity. For 
example, we default to the role of a bank teller behind a bank 
window, not because the bank teller showed us her credentials, 
but because we just know her location, we know her identity. In 
the location-based cryptographic protocol, there are three types 
of participants, namely Prover, Verifer, and Adversary [13, 14]. 
The Prover at the specified location proves his geographical 
location with the help of the verifier or obtain the key, while the 
malicious Adversary who is not at the specified location wants 
to forge his location and obtain the key. The encryption key 
generation and data encryption formulas are shown in Eq. (4) 
and Eq. (5). 

𝐾 = 𝑔(𝐴, 𝐴𝐶𝑃)                               (4) 

𝐶 = 𝐸(𝐷, 𝐾)                                 (5) 

BSM: Bounded Storage Model. To put it simply, the model 
assumes that there is an upper limit on the total amount of 
information that all participants in the protocol can store [15, 
16]. In other words, the total amount of information that all 
participants in the protocol can store is bounded. If there is a 
retrieval function whose output length is within the upper limit 
range that the Adversary can store information, then the 
Adversary can retrieve this information string X with a high 
score minimum entropy, and the Adversary can save the 
retrieved results. 

BRM: Bounded Retrieval Model. Simply put, in this model, 
the retrieval capability of the adversary is limited. Specifically, 
for an adversary, he can only retrieve a portion of the 
information string with a high score minimum entropy property. 
All verifiers have the ability to broadcast a string of information 
with a high score minimum entropy, but for an adversary, the 
BRM limits that the adversary can only access a limited portion 
of the string of information X when the string of information X 
passes within the range available to him. 

Although existing access control methods have certain 
applications in the medical field, they often have problems such 
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as the risk of data leakage, inflexible access control strategies, 
and difficulty in adapting to the multi-sectoral collaboration 
environment. These problems limit the effectiveness of existing 
methods in practical applications, so a more efficient and secure 
access control method needs to be proposed. 

III. PRIVACY PROTECTION SCHEME OF LOGISTICS 

INFORMATION BASED ON ATTRIBUTE ENCRYPTION 

A. System Model 

This study chose to propose an intelligent medical 
multisectoral information attribute encryption access control 
method, mainly taking into account the sensitivity of medical 
data and the collaborative needs between multiple departments. 
When dealing with such problems, traditional access control 
methods often have problems such as insufficient data security, 
low access efficiency, and difficult multi-department 

collaboration. Our proposed method, by combining attribute 
encryption technology and intelligent algorithm, can realize the 
fine-grained access control of medical data, while ensuring the 
security and access efficiency of data. The system model of the 
logistics information privacy protection scheme based on 
attribute encryption is shown in Fig. 1. There are three types of 
entities in the scheme: customers, which are specifically divided 
into sender and receiver of packages, administrators, and 
couriers. 

Compared with the existing work, the intelligent medical 
encrypted access control method proposed in this study has 
higher security, flexibility and adaptability. It can not only 
realize the fine-grained access control of medical data, but also 
can adapt to the multi-department collaboration environment, 
and improve the sharing and utilization efficiency of medical 
data.

 

Fig. 1. System model of the logistics information privacy protection scheme with attribute encryption. 

The information of the order includes two types: the address 
information of the customer; the private information of the 
customer, such as the name and telephone number, etc. [17, 18]. 
When the administrator receives the order request from the 
sender, the administrator will design the optimal delivery route 
according to the address information, and generate segmented 
logistics information, which will be decrypted by multiple 
independent couriers according to their own attributes. During 
the entire logistics transmission process, each courier 
independently completes the delivery work between the two 
stations [19, 20]. When the package arrives at the last logistics 
site, after the recipient and the courier complete mutual 
authentication, the recipient will pick up the package and end the 
logistics process. The specific roles are described as follows: 

For customers, they require that under the premise of 
absolute protection of private information privacy and control 
and protection of logistics information privacy, they obtain the 
services of logistics companies and complete the goals of 
sending and receiving packages. Decryption request validation 

and decryption operation formulas are shown in Eq. (6) and Eq. 
(7). 

𝑟𝐵(𝑛) = ∑ 𝑔
𝐿𝑅𝑅𝐶
𝑖=−𝐿𝑅𝑅𝐶

(𝑖)𝑟(𝑖 − 𝑛𝐾)𝑒−𝑗2𝜋(𝑓𝑐/𝑓𝑠)(𝑖−𝑛𝐾)   (6) 

𝑦(𝑛) = 𝑤1�̂�1(𝑛) + 𝑤2�̂�2(𝑛)                (7) 

Attribute update and permission update formulas are shown 
in Eq. (8) and Eq. (9). 

𝑆𝑁𝑅𝑏 =
1

𝑁
∑ [𝑅{�̂�𝑏(𝑛)} − 𝑝(𝑛)]2𝑁−1
𝑛=0 , 𝑏 = 1,2      (8) 

𝑤𝑏 =
√𝑆𝑁𝑅𝑏

√𝑆𝑁𝑅1+√𝑆𝑁𝑅2
                           (9) 

Afterwards, the administrator generates the logistics 
delivery path according to the customer's address, and encrypts 
the logistics information in segments according to the delivery 
path, so as to realize the attribute-based access control for the 
courier. In addition, administrators need to hire some landmarks 
to realize the geographical location authentication of couriers, 
ensuring that only couriers at the right time and at the right site 
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can obtain the required logistics information and continue their 
delivery work, so as to realize location-based access control to 
logistics information. The access control policy update and key 
update formulas are shown in Eq. (10) and Eq. (11). 

�̂�1 = 𝑤1�̂�1,1 +𝑤2�̂�1,2                   (10) 

𝐼(𝑢, 𝑞) = 𝑚𝑎𝑥𝜏,𝐹|𝐴(𝑢, 𝑞, 𝜏, 𝐹)|
2          (11) 

Courier: The courier is employed by the logistics company 
as the transmitter of the package between the sender and the 
recipient. Only when the courier has both the location attribute 
and other specified attributes can it comply with the access 
policy built by the administrator to decrypt the logistics 
information [21, 22]. The logistics distribution process of a 
package includes the cooperative delivery of multiple couriers. 
One courier is only responsible for the delivery of packages from 
one logistics site to another. Therefore, the courier can only 
decrypt the area he is responsible for logistics information, that 
is, the address of his next site. According to the system model 
and security requirements, this chapter designs a logistics 
information privacy protection scheme based on attribute 
encryption. This chapter will first give the overall framework of 
the logistics information privacy protection scheme based on 
attribute encryption, and show the functions realized in each 
stage of the scheme; Afterwards, the privacy protection scheme 
of logistics information based on attribute encryption will be 
described in detail; Afterwards, the security goals achieved by 
the scheme will be analyzed; Finally, through the experimental 
simulation, the performance of each stage of the scheme is 
evaluated and analyzed. 

B. Adversary Model 

Aiming at the three types of entities in the system model, the 
adversary model of the logistics information privacy protection 
scheme based on attribute encryption is proposed: 

1) Customer: In the actual package sending and receiving 

scenario, the sender or receiver of a package may have the 

following behaviors: First, because a package may cause harm 

to social security, such as the package contains flammable 

liquids and other items, so the sender will deny that he ever sent 

the package; Second, a dishonest recipient may falsify his 

identity and thus take a package that does not belong to him. The 

formula for the system safety assessment is shown in Eq. (12). 

𝒮 = −
1

𝑙𝑛(𝑁)
∑ �̃�
𝑓𝑢
𝑓=𝑓𝑙

(𝑓) ⋅ 𝑙𝑛 (�̃�(𝑓))             (12) 

2) Administrator: Administrator, as the manager of a 

logistics company, is an honest but curious aspect. 

Administrators are responsible for handling the privacy 

protection of customers' logistics information. For this reason, 

administrators need to safely generate logistics distribution 

paths and encrypt logistics information according to different 

access policies. Administrators employ trusted attribute 

authorities and trusted landmarks to complete attribute-based 

and location-based access control. On the other hand, in order to 

obtain more potential benefits, the administrator is also very 

curious about the customer's private information. For this 

reason, he tries to illegally obtain the customer's private 

information, such as trying to crack the customer's name, phone 

number and other information in the encrypted order. And 

tamper with private information. Fig. 2 shows data access 

frequency statistics. 

3) Courier: As the courier of the package, the courier is very 

important for the safety guarantee in the logistics and 

distribution process. First, couriers are curious about customers' 

private information and logistics information, and they may sell 

this information after obtaining customers' information. Second, 

even if some couriers are not during working hours and are 

located at the correct logistics site, they will unite and conspire 

to attack in an attempt to forge location attributes. Third, some 

couriers with some attributes may conspire to try to decrypt 

logistics information that does not belong to them by virtue of 

their respective attributes. Fourth, the courier will tamper with 

order information, such as the recipient's information on the 

order, to deliver the package to someone other than the intended 

recipient. 

 

Fig. 2. Data access frequency statistics. 

0

1

2

5

3

4

6

N
u

m
b
e
r 

o
f 

c
re

a
te

d
 

c
lu

st
e
rs

f0
f1

3/2 f0

1 3 5

TF band

7 9 11 13 15 17 19 21 23 25

HF bandLF band



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1106 | P a g e  

www.ijacsa.thesai.org 

C. Safety Objectives 

From the system model and adversary model of the 
information privacy protection scheme based on attribute 
encryption introduced in the above chapter, it can be seen that 
the security attributes that modern logistics Internet of Things 
needs to achieve must have the following characteristics: In the 
logistics Internet of Things, the privacy protection of logistics 
information must be guaranteed. For different access objects, 
logistics information should implement fine-grained access 
control. In the traditional privacy protection scheme, the 
customer's logistics information and private information are 
mixed into one. Therefore, for complete logistics information, 
only fully trusted administrators can access it, and untrusted 
couriers or other adversaries cannot obtain it. 

In the entire logistics distribution scenario, the role of the 
courier is very important for the safe delivery of packages. In 
real scenarios, due to the large number of couriers and their 
quality varies, it is difficult to realize the safety management of 
couriers. The scheme needs to guarantee attribute-based access 
control to private information and ensure that only couriers with 
fixed attributes can obtain private information. 

In actual logistics distribution scenarios, customers are 
usually remote and offline. Therefore, the realization of online 
customer identity verification is not of universal significance. 
For untrusted senders, it is necessary to ensure that the sender 
cannot deny that he has sent a package; for untrusted recipients, 
it is necessary to ensure that the identity of the recipient is true 
and that the package has been confirmed to have been received. 

According to the adversary model and the security attributes 
of the modern logistics Internet of Things, the logistics 
information privacy protection scheme proposed in this paper 
based on location and attribute encryption should meet the 
following security goals: Property-based access control. The 
scheme should implement fine-grained access control for 
logistics information. The encrypted logistics information can 
only be decrypted by the courier whose attributes conform to the 
access policy, and the courier can only decrypt part of the 
logistics information belonging to his own work area. Other than 
this method, no one else can obtain any redundant logistics 
information. 

Location-based access control. The plan should ensure that 
only couriers who are at the correct logistics site during working 
hours have the possibility to decrypt logistics information. Anti-
collusion attack based on attribute access control. The plan 
should ensure that couriers with different attributes cannot 
obtain logistics information that does not belong to them even if 
they conspire: Anti-collusion attack based on location access 
control. The scheme should ensure that couriers who are not at 
the location of a designated logistics site, even if they collude, 
cannot falsify the location attribute on the site and attempt to 
decrypt logistics information based on this location attribute. 

Privacy protection of logistics information. Most 
importantly, the program should ensure the confidentiality of 
logistics information. For logistics companies, complete 
logistics information can only be obtained by administrators, 
while couriers can only decrypt part of the logistics information 
that is useful for their work, so complete logistics information is 
confidential for all couriers. 

Confidentiality of private information. The plan should 
ensure the absolute confidentiality of customers' private 
information throughout the logistics process. Customers' private 
information includes the sender and receiver's name, telephone 
and other information. In the logistics process, only the sender 
and receiver can see their private information. Even for the 
administrator, the customer's private information is also 
confidential. 

Verifiability of the receiver. The scheme should guarantee 
the verifiability of the receiver. The recipient is the intended 
recipient on the order information, and only he can take the 
package from the courier at the last stop. 

Package verifiability. In the scheme, the recipient should 
verify that the order information on the package is correct and 
has not been modified and forged before he will receive the 
package. The sender's unwillfulness. Specifically, it refers to the 
undeniability of the sender sending a package, that is, the sender 
cannot deny that he has sent a certain package. The receiver's 
unwillfulness. Specifically, it refers to the non-repudiation of the 
recipient's receipt of a package, that is, the recipient cannot deny 
that he has received a certain package. 

D. Integral Design 

As shown in Fig. 3, the logistics information privacy 
protection scheme based on attribute encryption includes four 
stages: initialization stage, encryption stage, retrieval stage and 
reception stage. In the scheme, the four stages are carried out 
sequentially according to the functions of each other. In the 
initialization stage, the sender generates an encrypted order and 
sends an order service request to the administrator. This 
encrypted order contains the customer's address information and 
their private information, such as name, phone number and so 
on. In the encryption stage, once the order service request from 
the sender is received, the administrator will design the delivery 
path according to the address information. 

On the basis of the location-based key, the courier can meet 
the specified location attributes, and combined with other 
attributes, when it meets the specified access policy, it can 
decrypt the required logistics information to transmit the courier 
to the next logistics site. The recipient should also verify the 
correctness of the package. When the identity of the recipient 
and the validity of the package are jointly authenticated, the 
package will be successfully delivered to the destination 
recipient. At this point, the logistics process of the entire 
package is over. 
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Fig. 3. Attribute encryption of the logistics information privacy protection scheme. 

IV. PERFORMANCE ANALYSIS 

A. Test Environment and Experimental Design 

During the experiment, we set different parameter values to 
observe the performance changes of the algorithm. By 
comparing the experimental results under different parameters, 
we find that when the key length increases, the security of the 
algorithm is improved, but the access efficiency is reduced, and 
when the learning rate increases, the convergence of the 
algorithm increases but may lead to overfitting problems. 
Therefore, in practice, we need to choose the appropriate 
parameter values according to the specific requirements and 
environment. In the experiment, the simulation program of each 
stage of the scheme is written on the computer, and the 
computing overhead of each stage is tested and compared. 

Therefore, the transmission delay of sending and receiving 
messages is not considered in the test. The hardware 
environment of the experimental computer is PC (AMD A8-
7650k Radeon R7, 10 Compute Cores 4C + 6G, RAM: 16GOS: 
Windows 10), and the software environment is java test 
language. 

The specific operating overhead of different participants in 
each stage is as shown in Fig. 4. Among them, Hash denotes 
Hash operation, Sig denotes digital signature operation, EP 
denotes asymmetric Encryption operation, DP denotes 
asymmetric Decryption operation, PRG denotes BSM 
pseudorandom generator calculation operation, Setup, KeyGen, 
Enc, Dec respectively denotes CP-ABE Setup, KeyGeneration, 
Encryption, Decryption operations. 

 

Fig. 4. The computational overhead of the blockchain-based logistics information privacy protection scheme. 
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The computational overhead of the attribute-based 
encryption-based logistics information privacy protection 
scheme (AELIPP) is shown in Table I. The scheme consists of 
four stages, one is initialization stage, the participant is sender; 
In the encryption stage, the participant is the administrator; In 
the retrieval stage, participants include administrators and 
couriers; In the receiving stage, participants include 
administrators, couriers, and recipients. 

TABLE I. COMPUTATIONAL OVERHEAD OF LOGISTICS INFORMATION 

PRIVACY PROTECTION SCHEME BASED ON ATTRIBUTE ENCRYPTION 

Stage Participants Execute action 

Initialization phase Sender Hash + Sig + 2EP 

Encryption phase Administrator 
DP + Setup + (3, 5, 6) (KeyGen 

+ Enc + EP) 

Retrieval stage 
Administrator 4P RG 

Courier 5PRG + DP + Dec 

Reception stage 

Administrator 4PRG + 2DP + EP + Hash 

Courier 5PRG + 2DP + EP + Dec 

Receiver 2DP + 2EP + Hash 

The computational overhead of the blockchain-based 
logistics information privacy protection scheme (BLIPPS) is 
shown in Table II. The scheme consists of three stages, which 
are the sending stage, where the participants are the sender and 
the administrator; in the transfer stage, the participants are 
administrators, tally clerks, and couriers; in the receiving stage, 
participants include administrators, couriers, and recipients. 

TABLE II. COMPUTATIONAL OVERHEAD OF LOGISTICS INFORMATION 

PRIVACY PROTECTION SCHEME BASED ON BLOCKCHAIN 

Stage Participants Execute action 

Send phase 

Sender 3EP + 2Hash + Sig 

Administrator 
DP + Setup + (3, 5, 6) (KeyGen + Enc 

+ EP) 

Transfer 

phase 

Administrator 4PRG 

Tally clerk 5PRG + DP + Dec + EP + Hash + Sig 

Courier EP + Hash + Sig 

Reception 

stage 

Administrator 2DP + Hash 

Courier Sig + 2EP + DP + Hash 

Receiver 2DP + 3EP + 2Hash + Sig 

As can be seen from Table I and Table II, the operations that 
affect the calculation cost of the two schemes include hash 
operation, digital signature, asymmetric Encryption and 
Decryption, PRG calculation, Setup, Key Generation, 
Encryption, Decryption operation in CP-ABE. Therefore, we 
first conduct experimental tests on each operation, with the 
purpose of selecting the most appropriate parameters to apply to 
the scheme, and then analyze the logistics information privacy 
protection scheme based on attribute encryption and the logistics 
information privacy protection scheme based on blockchain. 
The actual calculation cost of each stage. The test methods and 
test cases in this paper are obtained by taking the average value 
of many experiments. 

 

Fig. 5. Experimental comparison of different parameters. 

Fig. 5 shows Experimental comparison of different 
parameters. Experiment 1 combines hash algorithm and 
signature algorithm to test the computational cost of different 
hash algorithm and signature algorithm; In experiment 2, the 
computational cost of BSM PRG algorithm in location 
cryptography is measured in order to select the appropriate 
pseudorandom generator algorithm; In Experiment 3, four 
algorithms of attribute Encryption: Setup, Key Generation, 
Encryption, Decryption were tested respectively, and the factors 
that affect the calculation cost were compared: the size of 
customer's attribute set, the number of leaf nodes, and the size 
of encrypted files, in order to select the appropriate number of 
attribute sets, the number of leaf stages, and the size of logistics 
files; On the basis of experiments 1, 2, and 3, we select algorithm 
parameters suitable for actual logistics transaction scenarios, and 

conduct experiments 4 and 5 respectively to test the calculation 
costs of each stage of the logistics information privacy 
protection scheme based on attribute encryption and the 
calculation costs of each stage of the blockchain logistics 
information privacy protection scheme. 

B. Experimental Data Analysis 

Experiment 1: Influence of hashing algorithm and signature 
algorithm on the computing cost of the scheme. 

The parameters selected in this experiment are as follows: 
the message size is 1KB, the hash function uses SHA-256SHA-
512 respectively, and the signature algorithm uses RSA-1024 
and RSA-2048 respectively. After 15 experiments, a total of four 
sets of data are obtained by pairwise combination. The data is 
shown in Fig. 6. 
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Fig. 6. Experimental results of the different signature algorithms. 

 

Fig. 7. Effect of different functions on the overall computational cost. 

Fig. 7 shows the effect of different functions on the overall 
computational cost. As evident from Fig. 7, varying parameters 
in the hash function exert minimal influence on the overall 
computational cost, whereas the RSA function's parameters 
exert a more profound effect. Specifically, when employing the 
SHA-512 hash function alongside the RSA-1024 signature 
algorithm, the combined computational cost averages around 
7ms. Conversely, when coupling the SHA-512 hash function 
with the RSA-2048 signature algorithm, the cumulative 
computational cost peaks, yet remains beneath 20ms [23, 24]. 
Given the paramount importance of security, all subsequent 

experiments pertaining to hash and signature algorithms will 
utilize the SHA-512 and RSA-1024 algorithms, respectively. 

Experiment 2: BSM PRG algorithm and its parameter 
selection. 

In the scheme, we introduce a location-based key exchange 
protocol in location cryptography, where both the landmark and 
the courier on the designated logistics site need to perform PRG 
calculations to calculate the shared key. BSM Pseudorandom 
Generator (BSM PRG) takes a key value and a long message 
string as input, and outputs a random key value after operation. 
Its characteristic is that if the input is randomly selected, the 
output appears randomly [25, 26]. During the experiment, we 
employed the HMAC algorithm to implement the pseudo-
random generator. This algorithm accepts messages of arbitrary 
lengths as input and generates a corresponding message digest 
as output. 

The specific parameters chosen for this experiment were as 
follows: the input message size was set to 1KB, the key size was 
determined to be 128 bits, and the HMACSHA1, 
HMACSHA256, and HMACSHA512 algorithms were utilized 
for a total of 15 experiments. The experimental data obtained are 
presented in Fig. 8. 

As can be seen from Figure 8, HMACSHA1 has a very small 
calculation cost for an input 1KB message and a 128bit key, 
while the calculation cost of HMACSHA256 is about 0.18 ms, 
and the calculation cost of HMACSHA512 is about 0.27 ms. 
Since the computational cost of the three algorithms is relatively 
small, we will use the HMACSHA512 algorithm for the 
calculation of BSMPRG in our subsequent experiments. 

 

Fig. 8. Comparison of the synergy efficiency of different algorithms. 
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Experiment 3: Selection of parameters in attribute 
encryption algorithm. 

In the CP-ABE algorithm used in this paper, the encrypted 
ciphertext is related to the access tree, and the key issued by AA 
for the user is related to the user's attributes [27]. There are four 
basic algorithms: Setup, KeyGeneration, Encryption, 

Decryption. The time for the Setup step to generate the public 
key PK and the master key MK is determined by the 
administrator's hardware performance, and the time is within 
20ms, so we will not do the test for the other three steps, the 
factors that affect the calculation cost are different, so we test 
three factors: the size of the customer's attribute set, the number 
of leaf nodes, and the size of the encrypted file.  

 

Fig. 9. Trend analysis of medical data security assessment. 

Fig. 9 shows a trend analysis of medical data security 
assessment. Combined with the actual scenario of logistics 
distribution, when the size of the encrypted file is 4KB, this size 
is the most suitable for storing logistics information. The number 
of attributes of customers is about 10, and the number of leaf 
nodes in the access tree is about 5. This number is suitable for 
Yike and administrators to store. Therefore, we use the control 
variable method to control the dependent variable in a suitable 
range, and conduct experiments on three factors one by one to 
test the influence of the changes of the three factors on 
KeyGeneration, Encryption, and Decryption in the CP-ABE 
algorithm. 

When the number of attributes of the customer is 10, the 
number of leaf nodes of the access tree is 5, and the size of the 
encrypted file gradually changes from 1KB to 10KB, the 
calculation cost of the KeyGeneration, Encryption, Decryption 
steps is shown in Fig. 10. As you can see, the size of the 
encrypted file has changed from 1KB to 10KB, but the 
computational cost of the three steps has not changed. The 
specific analysis reasons are as follows: First, the algorithm 
KeyGeneration is an independent step completed by AA, and 
has nothing to do with the encrypted file of the data owner, so it 
is not affected by the size of the encrypted file, and its value 
remains unchanged around 900ms; Although the calculation 
time of Encryption and Decryption is theoretically affected by 
the size of the encrypted file, we have done additional 
experiments to show that the calculation cost of Encryption and 
Decryption will change significantly only when the encrypted 
file is larger than 10MB and above, while for our In the scenario 
of the scheme, the size of the encrypted file is much smaller than 
10MB. Therefore, the calculation costs of Encryption and 
Decryption remain unchanged around 300ms and 140ms 
respectively. 

Fig. 11 shows the encryption and decryption rate tests. The 
analysis found that when the number of leaf nodes in the access 

tree is 5, the encrypted file size is 4KB, and the number of user 
attributes changes from 5 to 15. Analyzing the computational 
cost of essential generation, encryption, and decryption steps, it 
can be found that the number of user attributes has increased 
from 5 to 15, and the computational cost of encryption and 
decryption has not changed. Because the specific operations of 
encryption and decryption are independent of the customer's 
attribute set, the computation time remains unchanged at 300ms 
and 130ms, respectively. The time of KeyGeneration increases 
linearly with the number of customer attributes. When the 
number of customer attributes is 10, the encrypted file size is 
4KB, and the number of leaf nodes in the access tree changes 
from 2 to 15. The computational cost of encryption and 
decryption increases linearly with the number of leaf nodes, and 
the growth rate of encryption is faster. Since the operation of 
KeyGeneration is independent of the access tree and its 
computational cost value is already known, there is no need to 
retest here. 

 
Fig. 10. Trend analysis of medical data security assessment. 
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Fig. 11. Encryption and decryption rate test. 

From the data of experiment 3, combined with the actual 
scenario of logistics distribution, when the number of attributes 
of the selected customer in the scheme is 10, the number of leaf 
nodes in the access tree is 5, and the size of the encrypted file is 
4KB, the calculation costs of Key Generation, Encryption, and 
Decryption steps are respectively 900ms, 300ms, 140ms. It is 
worth noting that although the calculation cost of the Key 
Generation step is relatively high, close to 1s, this step can be 
executed by the AA organization hired by the administrator 
before the logistics transaction starts. Therefore, the calculation 
cost of the Key Generation step has no impact on the logistics 
transaction operation of our scheme. 

V. CONCLUSIONS 

This paper deeply studies the encrypted access control 
method of intelligent medical multi-department information 
attribute under cloud computing, and realizes the efficient and 
safe management and access to medical data through the 
construction of a set of perfect access control mechanism. In 
terms of data attribute definition, department authority division, 
access control strategy formulation and data encryption and 
decryption, this paper proposes a series of innovative algorithms 
and models, which provide new solutions for information 
security in the field of intelligent medical care. 

Through practical application verification, the method 
proposed in this paper not only guarantees the security of 
medical data, effectively improves the collaborative efficiency 
of multiple departments, and provides strong support for the 
optimization and upgrading of medical services. However, with 
the continuous progress of technology and the continuous 
growth of medical data, the security of smart medical 
information will face more challenges in the future. Therefore, 
we need to study further and deeply to continuously improve and 
optimize the existing access control methods. 

Looking into the future, we will focus on the following 
aspects: first, to strengthen the integration with other security 
technologies, such as blockchain and artificial intelligence, to 
improve the overall level of intelligent medical information 
security; second, to study more effective defense strategies and 
measures for new attack means and threats; and third, to promote 
cross-departmental cooperation to jointly build a perfect 
intelligent medical information security system. 

In short, the research and application of the multi-department 
information attribute encryption access control method under 

cloud computing has important practical significance and broad 
application prospects. We will continue to work hard to 
contribute more to the development of the smart medical 
information security cause. 
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Abstract—To improve the use of computer-assisted learning, 

the author presents a method based on the use of new 

technologies. The system hardware model has a three-layer 

model system, including the user interface layer, the business 

option layer, and the data management layer. After teachers, 

students, and other users log in to the system, the user interface 

layer needs to enter personal information and advise users by 

including business-level options. System interaction is mainly 

influenced by two things: interactive learning and information 

sharing, interactive learning affects the online lessons of teachers 

and students; Data exchange is reflected in the data transmission 

of the data exchange model. According to the test results, after 

using the system, students with high self-efficacy increased from 

11 to 21, and the percentage increased from 21.4 to 34.8, which 

can be understood as an increase in the number of good students. 

This interactive learning has been proven to increase students' 

self-efficacy and improve learning, and the use of this system has 

been a positive outcome. 

Keywords—Computer intelligent assisted teaching system; 

information exchange; stress testing; new media technology 

I. INTRODUCTION 

The 21st century is an era of rapid development in 
information technology, with the development of multimedia 
and network technology, the perfect combination of the 
Internet and education has triggered an educational revolution 
in the information age [1]. Online education, also known as "E-
learning" in English, refers to online learning or networked 
learning, which refers to the establishment of an internet 
platform in the field of education and a new way for students to 
learn through the internet. 

Online teaching is another concept closely related to online 
education. The broad definition of online teaching platforms 
includes both hardware facilities and equipment that support 
online teaching, as well as software systems that support online 
teaching [2]. That is to say, there are two broad categories of 
online teaching platforms: Hardware teaching platforms and 
software teaching platforms. Narrowly defined online teaching 
platform refers to a software system built on the Internet and 
providing comprehensive support services for online teaching. 
Online teaching is not only about publishing teaching materials 
online, but also about sufficient communication and exchange 
between students and teachers, as well as between students and 
students [3]. The teaching support platform developed using 
network technology has become a tool for communication 
between teachers and students, providing a comprehensive 

information environment and support for teachers to implement 
teaching online. Digital media technology is the use of 
computers to integrate various media such as text, graphics, 
images, sound, animation, and video, and process them through 
sampling, quantization, editing, modification, encoding, 
compression, reconstruction, display, and storage transmission, 
and establish logical connections. Computers constantly refresh 
various records with their unparalleled advantages of 
convenience, accuracy, efficiency, convenient storage, and 
ease of modification [4]. In recent years, the rapid development 
of multimedia technology and the continuous upgrading of 
software have provided broad prospects for the widespread 
application of computers in the field of design and 
performance, multimedia technology has not only brought a 
revolution to stage visual expression in a new form, but also 
brought about significant changes in people's aesthetic 
concepts. 

With the popularization of computer network technology, 
its application in computer teaching, making it play the role of 
intelligent auxiliary education, has been comprehensively 
carried out in teaching practice. As a teacher who has been 
engaged in computer teaching for many years, the author 
believes that if computer network technology is reasonably and 
effectively applied, it can indeed achieve the effective 
intelligent assistance of teachers in educating students, 
however, if not applied properly, there may also be some 
problems that need to be taken seriously. 

II. LITERATURE REVIEW 

The popularization of computer network technology has 
brought great convenience to people's lives and learning, and 
the status of computer education in school teaching is 
becoming increasingly high. The development of the times and 
technology has made the use of computers more widely 
distributed, the new generation of students must learn computer 
technology well in order to succeed in the competition of 
society. Computer network technology provides abundant 
learning resources for computer teaching, allowing students to 
gain richer knowledge in interactive environments, when 
students discover some problems in their studies, they can use 
powerful networks to search for the answers they need. 
Although computer network technology has brought great 
convenience to computer education in schools, it also has 
adverse influencing factors [5]. Therefore, the current main 
task is to fully utilize its advantages to eliminate some adverse 
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effects and fully utilize the function of network technology in 
computer intelligent assisted education. 

 Due to the current lack of emphasis on experimental 
courses in computer basic courses in some schools, there are 
very few class hours arranged, and there is a lot of 
experimental content, resulting in some students having 

difficulty mastering the experimental content. School affairs 
must increase the hours of experimental classes to exercise 
students' practical abilities and provide them with a deeper 
understanding of written knowledge, in order to enhance 
teaching efficiency [6]. The specific backup of computer data 
in the teaching of basic computer network technology courses 
is shown in Fig. 1: 

 
Fig. 1. Computer network technology data backup structure diagram. 

With the development and application of network 
technology, China is gradually entering an era of "artificial 
intelligence". Nowadays, people's lives are filled with artificial 
intelligence internet products and IoT applications, which are 
the two mainstream directions for internet product aggregation. 
Take the speech recognition, facial recognition, and 
autonomous driving technologies currently used in China as 
examples, all of which are applications of artificial intelligence 
technology. On the other hand, with the development of 
information technology, the Internet of Things has also 
developed rapidly. Therefore, Y. Yu put forward the idea of 
creating artificial intelligence by combining the two new 
technologies. The article discusses the current state of smart 
internet development worldwide and predicts its development 
prospects [7]. With the widespread demand for intelligence in 
many industries, many people have begun to devote themselves 
to research, realizing its role in economic development and 
hoping to better support more businesses. Artificial intelligence 
speech technology is important for advertising and television 
news, it can improve the quality and performance of traditional 
voice, make it better for singing, radio advertising and 
recycling, and can serve the people better. Hu .M discussed the 
use and development of artificial intelligence technology in the 
context of integration, and studied its development 
performance, intelligent robot typing, intelligent face 
recognition, meaningful speech recognition, intelligent OCR 
recognition, automatic reporting, and other applications and 
developments [8]. Artificial intelligence technology, as an 
emerging and rapidly developing technology, has played a 
crucial role in many fields. In the power system, due to its 
complex organizational form, its deeper application in the 
power system is currently a challenge faced by the power 
system. In response to this issue, Han .X applied the concept of 
enterprise architecture to deeply analyze the architecture of 

power grid enterprises [9]. At the architectural level, they 
clearly planned the application of artificial intelligence in the 
architecture. By classifying business, application, technology, 
and data, artificial intelligence can be further applied in 
complex power systems. Finally, a successful application 
example in the power system is provided. 

The author designs an interactive electronic technology 
computer-aided teaching system based on new media 
technology, with the aim of achieving interactive electronic 
technology computer-aided teaching. 

III. DESIGN OF INTERACTIVE ELECTRONIC TECHNOLOGY 

COMPUTER AIDED INSTRUCTION SYSTEM 

A. System Hardware Design 

In general, the client does not need to install any other 
software, just install and use the browser, reduce the 
connection between the server and the client, reduce the risk of 
exploiting the application code, and support the security of the 
database system. 

According to the new technology, the interactive computer 
has a three-layer structure in the order of user interface layer, 
business selection layer, and data management layer. Teachers, 
students, and other users can access the system by entering 
their personal information in the user interface layer and 
accessing the selected business layer ; Teachers, students and 
other users can click on the application according to their needs 
in the business option layer, and the business option layer can 
change the message to the user to receive management 
information; The information management system selects the 
learning materials and integrates them according to the user's 
needs. Fig. 2 shows the three-step process of interactive 
computer-based technology [10]. 
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Fig. 2. Three-layer architecture diagram of the computer-aided teaching system of interactive electronic technology based on new media technology. 

1) User interface layer: Users enter their personal 

information on the service's login interface and then click the 

submit button to enter the business selection process. End-to-

end technology is used to complete user input and implement 

user input as quickly as possible in real-time. NET certificate 

plugin to prevent user theft and hacking [11]. 

2) Business selection process: After entering the business 

selection layer through the user interface layer, users can click 

on the application that suits their needs, and the business 

selection process redirects people to use configuration 

statements in the management layer. Business process options 

provide better access to information management through new 

technologies. Since there are some differences in the business 

preferences of users with different characters, let's take the 

management system as an example, Fig. 3 shows the 

management schematic diagram of the teacher application 

management system in the selected business process [12].  

 
Fig. 3. Schematic diagram of the service selection layer resource 

management function. 

In Fig. 3, the teacher enters the user name and password in 
the user interface layer to access the business process of the 
selection process, access the standard business level of the 
process selection process, you can choose the class or 
customize the product according to your needs, you can upload 
the material to the course materials for future study [13]. 

B. System Interactive Design 

1) Interactive training: Interactive Learning A diagram of 

interactive computer learning as a new technology is shown in 

Fig. 4. 

 
Fig. 4. Example of an interactive system. 

Interactive instructions Use diagrams to illustrate the 
interactive operation of the system. The newsletter shows that 
teachers are successfully communicating with students through 
interactive tools, video, audio, student management, lesson 
plans, sharing plans, smart teaching tools, and free lessons. 

2) Information exchange: Interactive computer-aided 

design software based on new technologies, including 

interactive management servers, database servers, web 

servers, and node applications. The communication 

management server is used for intelligent support and 
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information exchange between study group members and 

groups, and its functions include the following [14]. 

Manage data versions: Join or delete study groups, manage 
courses. 

Manage chats: Change the chat information sent to 
different groups of users by all users. 

Node operations include: Receiving, duplicating, 
compressing, decompressing, searching, and transmitting video 
and audio data; Distribute research materials requested by the 
group; Group information management; Communicate 
information in conversation. 

C. Research on Recommended Learning Algorithms 

The coordinated filtering algorithm compares the specific 
behavior of a user (such as rating, viewing frequency, viewing 
time, resource collection, download collection, etc.) with the 
operational behavior of other users, this enables the 
identification of neighbors whose behavior is closest or similar 
to that of the target user, the system will automatically analyze 
the behavior of these similar neighboring users, and after the 
analysis is completed, the system will recommend specific 
content of interest between neighboring users to the target user 
[15]. Therefore, the Collaborative filtering recommendation 
algorithm is based on the following assumptions: (1) Users 
have similar interests and hobbies. (2) The user's interests and 
hobbies can maintain a certain degree of stability and 
continuity within the same time period, and will automatically 
predict the user's specific interest needs based on their 
historical operational behavior. Collaborative filtering 
recommendation algorithms can be divided into the following 
two categories: (1) User based Collaborative filtering 
recommendation; (2) Collaborative filtering recommendation 
based on specific projects. Among them, the central idea of 
user based Collaborative filtering recommendation is that there 
is a certain degree of similarity between the operating 
behaviors of different users, for example, the operating 
behaviors of users A and B are very similar, user A operates 
specific resource A, and user B will also have a high 
probability to select resource A [16]. The central idea of 
Collaborative filtering recommendation based on specific 
projects is that there is a certain degree of internal correlation 
between projects, for example, if user A selects items B1, B2, 
B3, and B4, there will usually be a certain degree of internal 
correlation between items B1, B2, B3, and B4. Most of the 
Collaborative filtering systems based on specific items will use 
the scoring matrix of "user item" to distinguish the internal 
association between different items, the system will 
automatically calculate the final score of a user on an item 
through this internal association, thus generating the final set 
recommended to target users. 

The quality of nearest neighbor selection can directly 
determine the accuracy of the final information resource push, 
therefore, the generation of nearest neighbors is the core and 
key of this algorithm. The author used Pearson's correlation 
coefficient to calculate the degree of familiarity between users. 

Therefore, the familiarity between user aU  and user bU  is 

represented by the following Eq. (1): 
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In Eq. (1) above, nar ,  represents the final rating of user 

aU  on a resource project nItem ; ar  represents the average 

score of all resource projects evaluated by user aU . 

The project-based Collaborative filtering algorithm can 
perform similarity calculation offline, and Top-N 
recommendation can be used when the nearest neighbor user 
set is finally selected, this recommendation refers to the set of 
N users with the highest similarity as the closest neighbors. 
Afterwards, the general formula 'prediction' can be used to 
calculate the current user's level of interest in any specific 
resource project. At the same time, sort the predicted interest 
levels and ultimately recommend the N resource projects with 
the highest interest level to the target user u. 

Therefore, we can assume that the set of resource items that 

user u has rated is uS , therefore, the predicted interest level of 

user u in any resource item j is represented by Eq. (2) as 
follows: 
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In Eq. (2), ur  represents the average score of users on the 

evaluated resource projects; ir  represents the average score of 

neighbor i; ijr  represents the evaluation score of neighbor i on 

resource project j; Sim (u, i) represents the degree of similarity 
between user u and user I [17]. 

IV. SYSTEM TESTING 

Let's take a class of some 2nd year students as an example. 
This system is used in school information technology. Boys, 
students and teachers access the system through the user 
interface and perform six functions: user management and 
permission management. The tests in Table I show that the 
results of the application of six different systems are consistent 
with the results and exceed the performance of the system [18]. 

The self-efficacy index is used to determine the 
effectiveness of students in controlling their own behavior, 
which reflects their ability to learn independently [19]. In this 
part of the experiment, self-efficacy groups and low-efficacy 
groups are used to determine how the learning process interacts 
among students and whether teachers have a positive effect on 
students after using this method (Fig. 5). 
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TABLE I.  FUNCTIONAL TEST RESULTS OF THE SYSTEM MODULE 

System module function settings in this article Optimum effect Application results of this system 

user management 
If the user's login information is incorrect, it will be displayed 

immediately 
Meet the ideal effect 

Administrator permission test Edit user information for students and teachers Meet the ideal effect 

Students' autonomous learning Choose a course to study, test, etc. and take the test yourself Meet the ideal effect 

Application of Student Courseware 
Students can choose their own courses to complete their online 

course 
Meet the ideal effect 

Teacher Course Management Teachers can edit the relevant content of their courses Meet the ideal effect 

Teacher Q&A interaction Teachers can respond to students' uploaded questions online Meet the ideal effect 

 

Fig. 5. Results of the system application effectiveness test (before and after application). 

Fig. 5 shows that after implementing the system, the 
number of students with high self-reliance increased from 11 to 
21, and the percentage increased from 21.4 to 34.8. By using 
this system, it can be understood that the number of students 
with good personal performance has increased [20-21]. A 
slight decrease in the number of students with high self-
efficacy and self-efficacy after using this method indicates that 
the interactive learning method improves students' self-
efficacy, improves their own learning, and takes advantage of 
this system. 

V. CONCLUSION 

 The author of interactive design of intelligent computer 
technology helps to introduce new technologies, including the 
user interface layer, business-level options and information 
management systems, to achieve the intelligent technology 
technology support manual; Analyzing interactions in 

computer-based learning through interactive learning and 
information sharing. After testing the system, it can be seen 
that the number of students with high self-efficacy increased 
from 11 to 21 and the percentage distribution increased from 
21.4 to 34.8 after applying the method described in this article. 
interactive teaching of the process improved students' self-
reliance and independent learning; Also, applying the results of 
this system to six different activities will achieve ideal results, 
and the system has strong interactions and high resistance. 
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Abstract—This study seeks to enhance the security, efficiency,
and usability of Thailand’s health information system through
the integration of blockchain technology and a user-friendly web
application. Blockchain’s inherent strengths in secure data stor-
age and sharing make it particularly well-suited for addressing
the critical challenges of healthcare data management. Currently,
Thai citizens face significant barriers when seeking medical
treatment across multiple hospitals, as they must manually
request and transfer both their Electronic Medical Records
(EMRs) and paper-based medical records. This fragmented
system creates delays and inefficiencies, as each hospital operates
its own isolated data silo. To overcome these challenges, this study
proposes a solution utilising a private blockchain to securely
store and manage patient medical histories and prescriptions.
This approach ensures data integrity while implementing robust
authorisation mechanisms to restrict access to sensitive informa-
tion exclusively to verified individuals. The system’s security is
further strengthened by blockchain’s encryption features and the
use of smart contracts. A well-designed web application serves
as the interface between the secure blockchain database and
end-users, offering a seamless experience for both healthcare
providers and patients. In addition, User Experience (UX) testing
was conducted with healthcare providers to assess the system’s
usability and functionality. The results highlight the system’s
user-friendly interface, confirming its potential for widespread
adoption. By fostering efficient, secure, and patient-centric health
information exchange, this study has the potential to significantly
enhance healthcare delivery and outcomes in Thailand.

Keywords—Blockchain technology; healthcare information sys-
tem; Electronic Medical Records (EMRs); user experience (UX)
testing; web application; data security

I. INTRODUCTION

The digital transformation of healthcare systems has
brought significant advancements in patient care, enabling
more efficient diagnosis, treatment, and management of health
conditions. However, this shift towards digital systems has
also highlighted several critical challenges, particularly in the
areas of managing and securing sensitive medical data [1].
While the adoption of electronic health records (EHRs) and
other digital tools has improved the accessibility of patient
information and streamlined healthcare processes, it has also
introduced new complexities in ensuring data privacy, interop-
erability, and compliance with regulatory standards. The rapid
expansion of healthcare data, coupled with increasing cyber
threats, has made it essential to implement robust solutions
for safeguarding patient information and ensuring the seamless
exchange of medical data across different healthcare providers
and institutions [2].

Thailand’s healthcare system faces unique challenges stem-
ming from infrastructural, administrative, and technological

limitations, which are compounded by the fragmented handling
of both digital and paper-based medical records [3], [4].
Patients frequently encounter inefficiencies when seeking care
across multiple hospitals, as they must manually request and
transfer their medical records, leading to delays in treatment
and posing risks of incomplete information for healthcare
providers [5], [6]. Moreover, limited interoperability between
data systems and fragmented administrative structures exacer-
bate these issues, creating bottlenecks in the seamless exchange
of critical patient information [7].

Concerns regarding infection control and the management
of patient movement within healthcare facilities further high-
light the urgent need for secure, real-time access to medical
data. Blockchain technology, with its decentralised architecture
and capacity for creating immutable records, offers a robust
solution to these challenges. By integrating blockchain into
Thailand’s healthcare system, hospitals can streamline the shar-
ing and retrieval of medical information, reduce administrative
inefficiencies, and improve overall care quality. Furthermore,
adopting blockchain technology aligns with ongoing efforts
to modernise healthcare infrastructure and address gaps in
service delivery, paving the way for a more patient-centred
and efficient system [8].

Blockchain technology has emerged as a promising solu-
tion to these challenges, providing a decentralised and secure
framework for data storage and exchange. A blockchain is
a shared, distributed ledger that stores data across multiple
nodes, ensuring that once information is recorded, it is ex-
tremely difficult to alter. This is achieved through crypto-
graphic techniques and consensus mechanisms that validate
data consistency across the network. While blockchain is
often associated with cryptocurrencies such as Bitcoin, its
applications in healthcare are particularly valuable due to its
immutability, transparency, and robust data security features
[9].

Among the many technological advancements, blockchain
stands out for its unique ability to protect data from tampering
and unauthorised access. Data is stored across a distributed
network, allowing every member to access and verify informa-
tion simultaneously, ensuring transparency. In the context of
healthcare, blockchain can securely store patient records, safe-
guarding them against unauthorised modifications or breaches.
Additionally, only authorised stakeholders, such as doctors
and healthcare providers, can access these medical histories,
enabling the provision of more continuous and improved care.
This study aims to demonstrate how blockchain technology
can transform Thailand’s health information system, resulting
in better healthcare outcomes and an enhanced quality of life
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for its citizens.

This proposed system utilises blockchain technology,
specifically Hyperledger Fabric, to enable fast, secure, and
seamless sharing of patient records. By integrating blockchain
with a user-friendly web platform, the system enhances the
efficiency of health data exchange in Thailand. Blockchain’s
encryption and smart contracts ensure that only authorised in-
dividuals can access patient information, thereby safeguarding
data integrity. The system also significantly reduces the time
required for transferring medical records between providers,
facilitating faster and more accurate diagnoses and treatments.
Furthermore, it empowers patients by granting them greater
control over their medical data, representing a critical step
towards a more patient-centric healthcare system.

The remainder of this paper is structured as follows:
Section II provides a comprehensive review of previous studies
in the field, examining the historical context of health infor-
mation systems alongside recent advancements in blockchain
technology for healthcare. Section III presents a detailed
description of the design of the proposed system, highlighting
the foundational principles of the blockchain-based solution.
Section IV discusses the results, including the development
of a user-friendly web application that interfaces with the
blockchain. Finally, Section V synthesises the key findings,
reflects on the contributions of this work to the field, considers
its broader implications, and outlines promising directions for
future research.

II. RELATED WORK

Blockchain technology is increasingly being studied for its
potential to address critical challenges in healthcare, particu-
larly in securing sensitive patient data, ensuring interoperabil-
ity, and enhancing the transparency of medical record trans-
actions. Amid the ongoing challenges posed by fragmented
record-keeping systems, blockchain offers a decentralised so-
lution that balances privacy with real-time accessibility to
medical data [10].

Early applications of blockchain in healthcare included
MedRec, a system designed for managing Electronic Medical
Records (EMRs). Leveraging Ethereum and smart contracts,
MedRec aimed to facilitate the secure sharing of patient
data among healthcare providers. By addressing data silos
while maintaining patient control over access, it demonstrated
blockchain’s significant advantage: immutable record-keeping,
which ensures the integrity of medical records [11]. Blockchain
technology presents a solution to the fragmented nature of
healthcare systems. At present, patient records are siloed
within individual institutions, limiting the delivery of com-
prehensive care. By establishing a unified ledger, blockchain
enables authorised providers to access and update patient
records in real time. This enhanced interoperability has the
potential to improve care continuity, reduce redundant testing,
and minimise medical errors [12]. Blockchain technology
addresses critical healthcare challenges related to data prove-
nance and record integrity. Through its consensus mecha-
nisms, all modifications to medical records are verified and
permanently recorded, creating an immutable and auditable
history. This enhances transparency and fosters trust among
patients, providers, and institutions. By tracking who accessed

or modified records and when, blockchain provides a robust
solution for safeguarding the integrity of sensitive medical
information [13]. In addition to enhancing security and trans-
parency, blockchain’s use of smart contracts has been exten-
sively studied as a tool to automate and enforce access control
policies. In healthcare settings, these programmable contracts
enable sophisticated access control by verifying the credentials
of healthcare providers and granting access to patient records
only under predefined conditions. For instance, a doctor can
access a patient’s history only if directly involved in their care
and appropriately authorised. This dynamic model minimises
the risk of unauthorised access while facilitating necessary
data interactions. As a result, smart contracts improve both the
security and efficiency of managing sensitive medical informa-
tion [14], [15]. Permissioned blockchains, such as Hyperledger
Fabric, have significantly enhanced blockchain’s applicability
in healthcare. Unlike public blockchains, these systems restrict
network access to known and trusted participants, address-
ing the critical need for privacy in healthcare environments.
Hyperledger Fabric’s modular architecture supports secure
transactions and smart contract integration while maintaining
stringent control over access to medical records. This makes
it particularly well-suited for healthcare settings, where confi-
dentiality is paramount. Studies confirm its viability for appli-
cations requiring controlled viewing and updating of medical
records [16]. However, storage limitations remain a challenge,
especially when dealing with large volumes of medical data.
While blockchain excels at storing transaction records and
hashes of medical data, storing actual medical records on-
chain is inefficient and costly in terms of both storage and
computation. To overcome these limitations, hybrid systems
combining blockchain with traditional relational databases,
such as MariaDB, have been proposed. These systems store
sensitive data on-chain while offloading larger, non-sensitive
data to off-chain databases. This hybrid approach preserves the
core benefits of blockchain, such as immutability and security,
while addressing the performance challenges associated with
large-scale data storage [17], [18].

In conclusion, blockchain technology has demonstrated
significant potential in addressing key challenges in healthcare,
particularly in the secure and efficient management of Elec-
tronic Medical Records (EMRs) [19]. The literature highlights
blockchain’s decentralised, immutable, and secure nature as
a foundation for enhancing privacy, interoperability, and trust
in healthcare data management [20]. Notable studies, such
as MedRec, have explored the use of Ethereum and smart
contracts for patient data sharing, while others have investi-
gated the integration of blockchain with IoT systems for real-
time data collection and the secure management of medical
information [16]. However, despite its advantages, blockchain
faces limitations, including scalability and storage constraints,
which must be addressed for broader adoption. To mitigate
these challenges, hybrid systems combining blockchain with
traditional databases, such as MariaDB, have been proposed.
These systems store sensitive data on-chain while offloading
larger, non-sensitive data to off-chain databases, thereby main-
taining performance without compromising security.

This proposed system builds on these foundations, leverag-
ing Hyperledger Fabric, a permissioned blockchain specifically
designed to provide robust security and privacy in a decen-
tralised environment. Unlike Ethereum, which incurs transac-
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tion fees, Hyperledger Fabric is open-source and free from
such costs, making it a more practical choice for healthcare
applications [21], [22]. Its modular architecture enables the
integration of smart contracts to control access to EMRs,
ensuring that only authorised individuals can view or update
sensitive medical information [23], [24]. The design of the
Blockchain-Based Healthcare Information System (discussed
in Section III) combines blockchain with a user-friendly web
application, offering seamless access to EMRs while maintain-
ing the highest levels of security. By employing smart contracts
and a hybrid storage solution, this proposed system addresses
the limitations identified in previous systems. This approach
not only ensures the integrity of patient records but also
enhances data sharing between healthcare providers, enabling
faster diagnoses and more accurate treatments. Furthermore,
this study advances the existing literature by demonstrating
how blockchain, when integrated with modern web tech-
nologies and efficient storage solutions, can resolve critical
challenges related to data security, privacy, and interoperability
in healthcare. Future work will focus on scaling the system
to accommodate larger networks and incorporating advanced
privacy-preserving techniques to further enhance the security
of healthcare data.

III. PROPOSED SYSTEM

The proposed Blockchain-Based Healthcare Information
System (HIS) has been designed to address the inefficiencies
and security vulnerabilities inherent in traditional centralised
systems for managing Electronic Medical Records (EMRs). By
leveraging Hyperledger Fabric, an open-source, permissioned
blockchain, the system provides a secure and decentralised
solution for managing patient records. Additionally, it enforces
strict access control through the integration of smart contracts,
ensuring that sensitive medical information remains accessible
only to authorised individuals.

A. System Architecture

The system consists of three primary components:

1) Blockchain Database: The blockchain network forms
the core of the system and is built on Hyperledger Fabric.
This platform was selected for its numerous advantages over
alternatives such as Ethereum, including its open-source na-
ture, absence of transaction fees, and robust security features.
Hyperledger Fabric’s permissioned network restricts access to
verified participants, ensuring that sensitive medical data can
only be accessed by authorised users. Its modular architecture
supports a wide range of applications, making it particularly
adaptable for healthcare implementations.

2) Web Application: The web application acts as the inter-
face between healthcare providers, patients, and the blockchain
network. Designed with usability in mind, the platform enables
users to log in, view medical records, and securely share
data with healthcare providers. Real-time querying of the
blockchain ensures rapid access to critical patient information,
such as medical histories and prescriptions. Access control is
enforced by smart contracts, guaranteeing that only authorised
users can interact with the data.

3) Smart Contracts: The system leverages Hyperledger
Fabric’s smart contracts, also referred to as chaincode, to im-
plement business logic and control user access. Written in Java
(as well as Go or Node.js), these smart contracts enforce user
roles and permissions by verifying the identities of patients
and healthcare providers through Hyperledger Fabric’s identity
management services. Additionally, they log all interactions
with the blockchain, creating an immutable audit trail that
ensures transparency, accountability, and data integrity.

B. Blockchain Architecture Design

The blockchain architecture is designed to store critical
medical data securely while optimising performance. The sys-
tem utilises a distributed ledger to store patient medical histo-
ries and prescriptions. Each transaction is recorded immutably,
ensuring that once data is added, it cannot be altered. The
system generates a unique transaction ID for each interaction,
providing a secure and traceable history of all medical data
exchanges.

Hyperledger Fabric was selected for its permissioned net-
work, which ensures that only authorised participants can
access the network. This feature is particularly important in
healthcare, where patient confidentiality and data security are
paramount. Unlike public blockchains, which allow anyone to
participate, Hyperledger Fabric restricts access to known and
verified participants, providing an additional layer of security.
Each participant is assigned specific roles and permissions,
ensuring that only those with the necessary credentials can
interact with the blockchain.

The system employs chaincode (smart contracts) written in
Java to manage user roles and control data access. For example,
the chaincode verifies that a patient’s identity matches their
medical records before granting access. Additionally, it tracks
and records every transaction on the blockchain, creating an
immutable audit trail that ensures the integrity and trans-
parency of the data.

C. Hybrid Data Storage Solution

To address blockchain’s storage limitations, the system
adopts a hybrid storage model. Critical and sensitive med-
ical data are securely stored on the blockchain, leveraging
its immutability and robust security features. Less sensitive
information, such as metadata or general patient details, is
stored in MariaDB, a relational database system. This hybrid
approach alleviates the performance overhead associated with
storing large volumes of data on the blockchain while ensuring
the security of sensitive information. Furthermore, the system
synchronises data between the blockchain and MariaDB to
maintain consistency across platforms.

D. Security, Authentication Flow and Data Integrity

The system’s security is built upon Hyperledger Fabric’s
cryptographic mechanisms and identity management features.
Authentication is managed through public-key cryptography,
with each user’s identity verified by a certificate authority. This
ensures that only authorised individuals can access or modify
patient records, effectively preventing unauthorised access.
Additionally, all interactions are securely recorded using smart
contracts, creating a transparent and tamper-proof audit trail.
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Hyperledger Fabric’s consensus mechanism ensures that all
nodes agree on the state of the ledger, safeguarding against
malicious actors attempting to alter patient data. This is critical
for maintaining the integrity of healthcare information, where
accuracy is paramount for effective treatment decisions.

The system’s authentication process begins with a user
logging into the web application, which interfaces with the
blockchain through smart contracts. The smart contract ver-
ifies the user’s credentials against the blockchain’s identity
management system. Once authenticated, the user can query
the blockchain to retrieve or update medical records. Each
interaction is recorded as a transaction, validated by the
blockchain’s consensus mechanism, and subsequently added
to the ledger.

IV. RESULTS AND DISCUSSION

This section presents the results from the prototype im-
plementation of a Blockchain-Based Healthcare Information
System and discusses the implications of these findings in
the context of existing healthcare information management. It
includes an evaluation of the system’s performance, security,
and usability, with particular focus on the insights gained
through User Experience (UX) Testing. The results provide a
comprehensive view of the system’s effectiveness in securely
managing electronic medical records (EMRs) and its potential
to enhance healthcare workflows. The findings also highlight
areas for future development, including system scalability,
performance optimisation, and user adoption strategies.

A. System Implementation Results

The developed system is a web application integrated with
Hyperledger Fabric, a permissioned blockchain, to facilitate
the secure sharing of Electronic Medical Records (EMRs).
Both patients and healthcare providers can register and access
the system. Patients are identified using their Thai 13-digit
ID number during registration. Once logged in, they can
securely upload and store medical records, such as medical
certificates or treatment data, on the blockchain, ensuring safe
and controlled access.

The implementation demonstrated that blockchain technol-
ogy significantly enhances data security, access control, and
transparency in healthcare. By decentralising medical data
storage, it reduced the risk of unauthorised access and tam-
pering. The blockchain’s immutable nature ensured that any
modifications to records were securely logged, providing full
accountability. However, performance issues were observed,
particularly slower transaction speeds during periods of high
usage. To address this, a hybrid storage model, incorporating
MariaDB for non-critical data, improved system performance.
Security remained robust, with cryptographic protections and
Hyperledger Fabric’s consensus mechanism ensuring autho-
rised access. Additionally, smart contracts enabled secure data
sharing, giving patients greater control over who could access
their records.

B. Main Features of the System

The main features of the system included:

1) User-friendly Interface: The web interface was intuitive,
allowing users to easily upload and access their medical
records. Patients could review their treatment history, drug
allergy details, and medical certificates in real time.

2) Blockchain Integration: Critical data, such as medical
histories, were stored securely on the blockchain using Hy-
perledger Fabric’s cryptographic and consensus mechanisms,
ensuring data integrity and security.

3) Hybrid Storage: To optimise performance, the system
employed a hybrid data storage model, storing sensitive data
on the blockchain while non-sensitive data was kept in a
traditional relational database, MariaDB. This approach ad-
dressed blockchain’s limitations in terms of storage capacity
and performance.

4) Smart Contracts: The system used smart contracts to
enforce access control, allowing only authorised users (doctors,
medical staff, and patients) to view or modify the records. The
smart contracts also recorded every transaction made, provid-
ing a transparent and immutable audit trail of interactions with
the data.

C. System Performance and Security

The implementation demonstrated that using blockchain
technology in healthcare offers significant improvements in
data security, access control, and transparency. By decentral-
ising medical data storage, the system mitigated the risk of
unauthorised access or tampering. The blockchain’s immutable
nature ensured that any changes to patient records were se-
curely logged and could not be altered, thereby providing full
accountability for all medical interactions.

However, performance limitations were observed, partic-
ularly in terms of processing speed when handling larger
volumes of transactions. Blockchain’s inherently slower trans-
action times, compared to traditional relational databases, were
noted, particularly during peak usage periods. The integration
of a hybrid storage model helped alleviate some of these con-
cerns by offloading non-critical data to the MariaDB database,
which allowed the system to maintain adequate performance
levels.

In terms of security, the blockchain-based system provided
strong data protection through cryptographic techniques. The
consensus mechanism employed by Hyperledger Fabric en-
sured that only authorised participants could access the net-
work, and the use of smart contracts further guaranteed secure
data sharing between stakeholders. Patients also benefited from
increased control over their medical records, as they could
directly manage who could access their data.

D. Prototype User Interface Design

The design of the Blockchain-Based Healthcare Informa-
tion System focuses on providing an intuitive and secure
interface that allows patients and healthcare providers to in-
teract seamlessly with the blockchain-based backend system.
Below are the key screens developed in the prototype, which
demonstrate the core functionalities of the system: landing
page, registration page, and medical record page.
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1) Landing Page: Fig. 1 shows the Landing Page, the gate-
way to the Blockchain-Based Healthcare Information System.
It features a clean, user-friendly interface for both patients
and healthcare providers, offering clear options for logging
in or registering with role-specific paths for easy navigation.
The design emphasizes security and decentralised medical
record management, assuring users that their healthcare data is
securely handled. The page is crafted to ensure a smooth entry
into the system, prioritising accessibility and ease of use.

Fig. 1. Landing page.

2) Registration Page: Fig. 2 shows the Registration Page,
where new users (patients or healthcare providers) can create
an account and securely access the healthcare platform. The
page collects personal and authentication details, such as name
and email, while leveraging blockchain identity management
for secure user verification. It employs a role-based access
system, assigning distinct roles to patients and healthcare
providers to control permissions. This ensures that only au-
thorised users can view or manage sensitive medical records.
Overall, the Registration Page establishes a secure foundation
for verified and authenticated interactions within the system.

Fig. 2. Registration page.

3) Medical Record Page: Fig. 3 displays the Medical
Record Page, the main interface where patients and healthcare
providers manage Electronic Medical Records (EMR). Pa-
tients can securely view their complete medical history, while
healthcare providers can upload and update records. These
records are encrypted and stored on the blockchain, with access
controlled by smart contracts, ensuring that only authorised
users can view or modify the data. All interactions are logged
for transparency and auditability, making the system both
secure and efficient for enhancing patient care and experience.

Fig. 3. Medical record page.

E. User Experience (UX) Testing

1) Testing Participants: The UX testing involved health-
care providers, including doctors and medical administrators,
as the sole participants. They were tasked with logging into
the system, uploading treatment records, querying medical
histories, and managing access permissions for patient data.
Synthesised patient profiles were used to simulate realistic
medical interactions, ensuring the evaluation aligned with real-
world use cases.

2) Key Findings: The key findings from the UX testing
highlight the system’s usability, efficiency, and security, as well
as areas for improvement. These findings were based on the
feedback from healthcare providers as they interacted with the
system during various tasks:

• Ease of Use: Participants found the landing page intuitive,
with clear navigation options for login and registration.
The medical record page was effective in facilitating
tasks such as uploading and retrieving medical records,
which streamlined workflows and reduced administrative
complexity.

• Efficiency: Real-time access to blockchain-stored data
ensured healthcare providers could quickly retrieve treat-
ment histories and prescription details, which was par-
ticularly beneficial for emergency care simulations. The
hybrid storage model improved responsiveness when ac-
cessing non-critical data, as confirmed by positive feed-
back during high-usage scenarios.

• Security Perception: Healthcare providers appreciated the
robust security features, including blockchain’s encryp-
tion and immutable audit trails, which reassured them of
the system’s reliability for handling sensitive information.

• Challenges: A minor learning curve was observed among
participants unfamiliar with blockchain technology, par-
ticularly during the initial onboarding phase. Slower trans-
action speeds were noted during simulated peak loads,
indicating a need for further optimisation.

Suggestions for Improvement: Based on the key findings,
several suggestions for improving the system were made to
enhance its usability, performance, and scalability:

• Enhanced Onboarding: Developing tutorials or quick-start
guides tailored to healthcare providers could improve
initial system adoption.
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• Performance Optimisation: Continued refinement of the
hybrid storage model and transaction speeds is recom-
mended to enhance usability during high-demand periods.

Conclusion: The UX testing demonstrated the system’s po-
tential to streamline healthcare workflows and securely manage
medical records for healthcare providers. By leveraging synthe-
sised patient data, the evaluation provided realistic insights into
the system’s usability and security features while avoiding eth-
ical concerns associated with direct patient involvement. These
findings highlight the system’s readiness for broader adoption,
with ongoing refinements aimed at improving scalability and
performance.

F. Discussion

The prototype Blockchain-Based Healthcare Information
System demonstrated significant improvements in the security
and accessibility of Electronic Medical Records (EMRs) for
healthcare providers. By leveraging blockchain technology and
a hybrid storage model, the system ensured secure management
of sensitive data while addressing performance limitations
associated with blockchain’s storage capacity. Feedback from
healthcare providers during UX testing highlighted several
strengths and areas for improvement.

1) Scalability: As the system grows, increasing data vol-
umes may impact performance, particularly during peak usage
periods. The integration of a hybrid storage model helped al-
leviate some performance issues, but future work should focus
on refining consensus mechanisms and exploring advanced
storage solutions such as distributed file systems or cloud
integration.

2) User Adoption: The user-friendly interface was posi-
tively received by healthcare providers, who found the system
intuitive and effective for managing medical records. How-
ever, a minor learning curve was noted, particularly for users
unfamiliar with blockchain technology. Developing onboard-
ing materials and tailored training programs could facilitate
smoother adoption.

3) Legal and Ethical Implications: Although the system
used synthesised patient data to evaluate its functionality, real-
world implementation would need to address compliance with
data privacy laws such as GDPR and HIPAA. Smart contracts
for access control must be carefully designed to align with
regulatory frameworks while ensuring secure and transparent
data sharing.

These findings underscore blockchain’s promise as a trans-
formative technology in healthcare. The system’s robust se-
curity features and transparent data management have the
potential to streamline workflows and improve interoperability
among healthcare providers. Nevertheless, addressing scalabil-
ity, enhancing user adoption strategies, and ensuring regulatory
compliance remain critical for widespread implementation.
Future research should focus on scaling the system to support
national healthcare networks and refining its performance for
handling greater data volumes. Additionally, expanding UX
testing to include diverse healthcare settings could provide
deeper insights into its adaptability and effectiveness.

V. CONCLUSION

In the proposed solution, Hyperledger Fabric was chosen
over the Ethereum platform for several reasons. One significant
advantage is that Ethereum imposes transaction execution fees,
whereas Hyperledger Fabric is an open-source platform that
does not charge such fees, making it a more cost-effective
choice for healthcare applications. Additionally, Hyperledger
Fabric offers robust security features, which are crucial for
handling sensitive medical data.

This study is pioneering in its design and development of
a prototype for managing Electronic Medical Records (EMRs)
using blockchain technology, specifically in the form of a
Blockchain-Based Healthcare Information System. At present,
most hospitals rely on centralised systems to store patient data,
typically using conventional Relational Database Management
Systems (RDBMS). However, this centralised approach poses
significant challenges in sharing medical records, treatment
histories, and other critical information between hospitals.
The research serves as a proof of concept, demonstrating the
benefits of blockchain in this context. Blockchain technology
was found to provide a high level of security and protection for
sensitive information, ensured through consensus mechanisms
and collaboration among stakeholders.

Despite its advantages, the research identified some lim-
itations of blockchain technology, such as restricted storage
capacity and the need for continuous software updates across
nodes or peers. To address these issues, a hybrid approach was
adopted, combining blockchain with MariaDB. Critical data
was stored on the blockchain, while general information was
maintained in the MariaDB system. This approach mitigated
performance issues and improved overall system efficiency.

User feedback from healthcare providers during system
evaluation highlighted the system’s usability and its potential
to streamline healthcare workflows. The integration of a user-
friendly interface with blockchain’s secure backend ensures
effective data management while maintaining accessibility.
However, minor challenges, such as transaction speeds during
peak usage and onboarding support for first-time users, should
be addressed in future iterations.

Future research should focus on scaling blockchain-based
healthcare systems for larger networks, such as national-
level infrastructures, while optimising performance to handle
greater data volumes. Enhancing storage solutions through
the integration of distributed file systems, such as IPFS, or
cloud storage could address blockchain’s inherent limitations.
Additionally, exploring alternative blockchain platforms may
provide valuable insights into how different technologies per-
form in healthcare applications. Expanding evaluations to
include diverse healthcare settings will further validate the
system’s adaptability and effectiveness.

In conclusion, the Blockchain-Based Healthcare Informa-
tion System demonstrates blockchain’s potential to revolu-
tionise healthcare data management. By addressing current
limitations and leveraging innovative solutions, the system has
the capacity to enhance data security, improve interoperability,
and streamline workflows, contributing to better healthcare
outcomes for all stakeholders.
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[22] C. Melo, G. Gonçalves, F. A. Silva, and A. Soares, “A comprehensive
hyperledger fabric performance evaluation based on resources capacity
planning,” Cluster Computing, vol. 27, no. 9, pp. 12 395–12 410, Dec
2024.

[23] M. Kuzlu, M. Pipattanasomporn, L. Gurses, and S. Rahman, “Perfor-
mance analysis of a hyperledger fabric blockchain framework: Through-
put, latency and scalability,” in 2019 IEEE International Conference on
Blockchain (Blockchain), 2019, pp. 536–540.

[24] P. Thakkar, S. Nathan, and B. Viswanathan, “Performance bench-
marking and optimizing hyperledger fabric blockchain platform,” in
2018 IEEE 26th International Symposium on Modeling, Analysis, and
Simulation of Computer and Telecommunication Systems (MASCOTS),
2018, pp. 264–276.

www.ijacsa.thesai.org 1125 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

Automatic Generation of Comparison Charts of
Similar GitHub Repositories from Readme Files

Emad Albassam
Department of Computer Science-Faculty of Computing and Information Technology

King Abdulaziz University, Jeddah, Saudi Arabia

Abstract—GitHub is a widely used platform for hosting open-
source projects, with over 420 million repositories, promoting
code sharing and reusability. However, with this tremendous
number of repositories, finding a desirable repository based
on user needs takes time and effort, especially as the number
of candidate repositories increases. A user search can result
in thousands of matching results, whereas GitHub shows only
basic information about each repository. Therefore, users evalu-
ate repositories’ applicability to their needs by inspecting the
documentation of each repository. This paper discusses how
comparison charts of similar repositories can be automatically
generated to assist users in finding the desirable repository,
reducing the time required to inspect their readme files. First,
we implement an unsupervised, keyword-driven classifier based
on the Lbl2TransformerVec algorithm to classify relevant content
of GitHub readme files. The classifier was trained on a dataset
of readme files collected from Java, JavaScript, C#, and C++
repositories. The classifier is evaluated against a different dataset
of readme files obtained from Python repositories. Evaluation
results indicate an F1 score of 0.75. Then, we incorporate rule-
based adjustments to enhance classification results by 13%.
Finally, the unique features, similarities, and limitations are
automatically extracted from readme files to generate comparison
charts using Large Language Models (LLMs).

Keywords—Multi-class classification; keyword-driven classifica-
tion; rule-based classification; unsupervised classification; GitHub
repositories; comparison charts

I. INTRODUCTION

Publicly available code repositories are widely used for
managing and sharing application source codes. Due to their
publicity, external users can review and improve these reposi-
tories, increasing their quality. Therefore, software developers
engaged in development projects rely on these repositories to
achieve high reusability. One such widely used code repository
platform is GitHub. A recent report shows that GitHub hosts
420 million repositories with over 100 million registered de-
velopers [1]. However, this tremendous number of repositories
introduces the challenge of finding a repository that adequately
satisfies the user’s needs.

In recent years, there has been considerable interest in cat-
aloging the growing number of public repositories to facilitate
the search, identification, and selection of these repositories
for end-users. Several supervised approaches have been inves-
tigated in which the available textual documentation of public
repositories is collected, analyzed, and classified to address this
problem (e.g. [2] [3]). However, such supervised approaches
require human intervention to manually label large datasets for
training. In contrast, unsupervised approaches do not require
such manual efforts since they can learn hidden patterns from

large datasets. Therefore, labeled data are not required. Al-
though several unsupervised approaches for cataloging public
repositories have been proposed (e.g. [4]), they focus on the
problem of tagging them with a limited set of topics. Therefore,
these topics do not represent all of the capabilities provided by
the corresponding repositories. As a result, users often need
to read the documentation of each repository to understand
its capability. This makes manual searching for candidate
repositories complex and time-consuming since users need
to inspect and read the documentation associated with each
repository to understand their advantages and limitations be-
fore deciding. We consider the case in which a user knows
the type of repository they are looking for but not the exact,
full features provided by the repository. Furthermore, without
careful inspection of their documentation, users might neglect
important features during repository selection, which might
be decided to be necessary after adopting another repository
lacking these features.

As a motivation example, Fig. 1 shows typical repository
search results performed on GitHub, where the user search
terms include “email client”, and results are sorted based on
best matches. This figure shows that the search results by
GitHub include approximately 7.1k repositories that match the
search terms. Furthermore, only basic information is displayed
for each repository. The results include a list of topics for
some repositories. However, repository owners set these topics
manually, which can be incomplete, error-prone, or missing
in many repositories [4]. Therefore, users need to inspect
each repository individually by reading its documentation to
assess its relevance to their needs. In addition, users might
be aware only of a subset of the features and functionality
they desire, neglecting other features that could be equally
important during selection.

Concerning these challenges, this work contributes to the
literature by discussing how comparison charts of similar
GitHub repositories can be automatically generated from their
readme files using unsupervised learning. Each comparison
chart consists of a set of N user-selected repositories list-
ing (1) each repository’s provided features and functionality,
(2) the commonality between these repositories, and (3) the
limitations of each repository, thus minimizing the effort and
time to inspect and compare these repositories individually.
Second, we show how the predictive performance of the
Lbl2TransformerVec algorithm [5] [6] [7], an algorithm for
unsupervised document classification and retrieval, can be
improved by rule-based adjustments to classify the content
of readme files in cases where multiple classes have approxi-
mately similar scores.
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Fig. 1. An example of GitHub search results, with over 7.1k results satisfying user search terms.

The remainder of this paper is organized as follows.
Section II contains the related works. Section III describes
the architecture of the proposed. This includes data collec-
tion, preprocessing, and model training. Section IV presents
our results of evaluating the various models incorporated to
generate comparison charts. Section V discusses the strengths
and limitations of the proposed solution and highlights future
research directions. Section VI concludes our work.

II. RELATED WORKS

Many prior studies investigated the problem of analyzing
GitHub repositories from their readme files. Work by Prana
et al. [2] showed how a multi-label classifier can categorize
GitHub readme files. Their approach labels the content based
on eight categories: what, why, how, when, who, references,
contribution, and others. The approach incorporates supervised
learning where readme files obtained from GitHub repositories
are manually analyzed and labeled. The work by Wu et al. [3]
shows how repositories can be retrieved through functional
semantics where readme files need to be manually inspected.
Their dataset is based on JavaScript repositories. However,
their data preprocessing involves the removal of many contents
that are outside of functionality, including how to use the
repository. Compared to these approaches, our work considers
an unsupervised approach in which the training dataset is not
labeled. Furthermore, we focus here on the comparison of
different GitHub repositories.

Prior works have investigated different types of tasks re-
lated to GitHub repositories. Work by Zhou et al. [8] proposed
an approach for recommending GitHub trending repositories.
Sipio et al. [9] investigated a topic recommendation system
of GitHub repositories, which repository developers can use
to label their repositories correctly. However, their work uses
a supervised model. Prior works have also considered cate-
gorizing GitHub repositories based on functionality [10] and
application domains [11]. Compared to these works, we focus
on comparing different repositories in a single artifact when
users do not have the full knowledge of the features they
seek in repositories. Although it is possible to tag software
repositories from their bytecode and dependencies among them
[12], such approaches are considered technology-specific. We
consider in this work an approach that relies on textual readme
files, which makes it applicable to any repositories with such
files [13]. The work of Zhang et al. [4] presented a keyword-
driven hierarchical classification of GitHub repositories to
assign topic labels to GitHub repositories. Their work is un-
supervised but requires users to provide one keyword for each
class. Although topics play a significant role in the cataloging
of repositories, this work considers a different problem where
similar repositories need to be compared.

Several prior works investigated the nature and quality of
documentation available in GitHub repositories. Results of Liu
et al. [14] show that readme files of open-source Java projects
do not align with GitHub guidelines. Furthermore, work by
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Venigalla and Chimalakonda [15] shows that the presence of
readme files, lists, images, and links increases the popularity
of repositories. The work by Treude et al. [16] provides an
assessment of documentation quality in ten dimensions, where
their results show that documentation of various artifacts such
as references, documents, and articles are different in terms
of quality. Elazhary et al. [17] investigated GitHub developer
contribution guidelines through a mixed-method study of 53
GitHub projects, where their results show that approximately
68% of these projects diverge significantly from the expected
process model. Venigalla and Chimalakonda [18] investigated
software documentation on GitHub and showed that multiple
software artifacts can contribute to documentation. Work by
Hellman et al. [19] proposed an approach for generating
GitHub repository descriptions. Their analysis showed that
descriptions of GitHub repositories are poor due to a lack
of purpose in their description. These works clearly show
the challenges associated with analyzing the documentation of
publicly available repositories, such as lack of standardization
and quality immaturity. This paper investigates several such
challenges to generating meaningful comparison charts to end
users.

Table I summarizes the research limitations identified in
prior works. While all prior works focus on individual reposi-
tories to generate topics, the proposed approach considers the
generation of comparison charts of multiple repositories. This
approach is not limited to identifying the features provided
by repositories but also identifies their commonalities and
limitations, which, to the best of our knowledge, have not been
investigated previously in prior works.

III. AUTOMATIC GENERATION OF COMPARISON CHARTS

This section first provides an overview of the proposed
solution for generating comparison charts from GitHub readme
files. Then, we discuss each process within the architec-
ture, including data collection, data preprocessing, and model
training processes, where the goal is to implement a multi-
class classifier capable of classifying the sections of a given
GitHub readme file that are likely to contain the features and
functionalities provided by the corresponding repository. We
then discuss each process related to the automatic generation
of comparison charts.

A. Overview of Proposed Solution

The architecture of the proposed solution (see Fig. 2)
consists of two modules: offline and online. The offline module
is performed once to train a multi-class classifier capable of
classifying the contents of readme files obtained from GitHub
repositories. The model is keyword-driven and is trained
to classify the various sections based on the likelihood of
containing relevant information for constructing comparison
charts. The model is complemented with rule-based heuristics
to adjust the classifier’s results when multiple classes have
approximately close scores by the classifier.

On the other hand, the online module is responsible
for generating comparison charts of GitHub repositories that
satisfy the user search terms. First, this module performs a
live search of GitHub repositories using user-provided search
terms. The user then selects N repositories from the search

TABLE I. LIMITATIONS OF LITERATURE

Ref. Limitations

[2] • Supervised learning approach requiring manual labeling of
the training set.

• Proposed approach does not consider comparison of dif-
ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

[3] • Manual inspection of GitHub readme files.
• Manual removal of all sections in readme files except sec-

tions related to functionality.
• Proposed approach does not consider comparison of dif-

ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

• Dataset is limited to Javascript repositories.

[4] • Proposed approach requires user providing one keyword for
each class as guidance (Although a keyword enrichment
process module is incorporated to expand the single key-
word to a keyword set for each category).

• Proposed approach does not consider comparison of dif-
ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

• Dataset is limited to Machine Learning and Bioinformatics
domains.

[13] • Featured topics may neglect detailed functionalities pro-
vided by repositories. Thus, users still need to inspect
individual readme files to understand their capabilities.

• Featured topics may evolve, which may require retraining of
the supervised models.

• Proposed approach does not consider comparison of dif-
ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

[10] • Proposed approach is semi-automated, with steps requiring
manual human intervention.

• Functionalities are extracted from readme file segments by
computing the similarity between the segments and a short
1-2 lines of description from the repository’s homepage,
which may result in missed functionalities.

• Proposed approach does not consider comparison of dif-
ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

[20] • Proposed approach recommends trending repositories for
developers based on their historical commits on GitHub (i.e.
does not target general users of GitHub).

• Proposed approach does not consider comparison of dif-
ferent repositories and does not extract unsupported fea-
tures/functionalities of repositories.

results they wish to compare. The online module then auto-
matically retrieves the readme files corresponding to the user-
selected N repositories and incorporates the hybrid classifier
from the offline module to extract relevant sections required by
subsequent processes. The online module then extracts relevant
information, including provided features and limitations, from
these sections and computes the similarity of features from the
different repositories to generate comparison charts.

We describe each process in the architecture in the follow-
ing subsections.

B. Automatic Data Collection

To prepare the dataset used in this work, we collected
283 readme files obtained from GitHub repositories. These
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Fig. 2. An overview of the architecture for generating comparison charts.

files are collected automatically through GitHub’s Represen-
tational State Transfer (REST) API for searching [21]. To
ensure diverse coverage of repositories, we retrieve repositories
whose primary programming language is Java, JavaScript, C#,
Python, or C++. We obtain the readme files of the top 100
repositories for each of these languages, where the results are
sorted in descending order based on repository stars. Then,
we filter the results by including only the repositories with
readme files written in English and exceeding 1000 bytes.
These filtering rules aim to include only mature repositories
with high stars, which increases the likelihood of obtaining
well-written readme files.

We further split the collected readme files into two classes:
training and testing. The training class contains the readme
files corresponding to repositories whose primary program-
ming languages are Java, JavaScript, C#, and C++. On the
other hand, the readme files related to Python will be used for
testing purposes to evaluate the hybrid classifier. By splitting
the readme files based on the programming language, we
decrease the likelihood of language bias during evaluation
since our model is never trained on readme files related
to the repositories related to the Python language. Table II
summarizes the number of readme files collected from GitHub
and shows the percentages of training and testing classes. As
seen in this table, selecting the readme files related to the
Python language as the testing class splits the collected readme
files at an approximately 80:20 ratio.

C. Data Preprocessing

The contents of collected readme files are cleansed as
follows. Embedded HTML tags and elements (such as HTML
comments) are removed. All code blocks and URLs that appear
in readme files are replaced with the constant strings @code
and @link, respectively. Irrelevant content, such as images,
task lists, color codes, and emojis, are removed.

After data cleansing, we extract the heading and content
of all sections and subsections found in the readme files using
regular expressions, which, according to GitHub formatting
syntax [22], start with ‘#’ symbols. Each extracted (sub)section
represents an instance in our dataset. For each instance, we also
record (1) the GitHub repository ID to maintain traceability
between the instances and the files from which they were
extracted, (2) the level of the (sub)section heading, which
can range from 1 (i.e. a first-level heading) to 6 (a sixth-
level heading), and (3) the order of the (sub)section in the
document. Table III summarizes the number of instances
obtained after preprocessing and instance extraction grouped
by programming language. As can be seen, the training set
accounts for 78.2% of the number of instances, while the
testing set accounts for 21.5%.

D. Keyword-Based Model Training

After data preprocessing, we trained various keyword-
driven models based on the Lbl2TransformerVec algorithm,
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TABLE II. SUMMARY OF DATA COLLECTION PROCESS OF README FILES OBTAINED FROM GITHUB REPOSITORIES

Language Total Number of Readme Files Class Pct.Initial After Excl. Non-English After Excl. files < 1KB
Java 100 files 45 files (55 files excl.) 43 files (2 files excl.) Training 12.7%

JavaScript 100 files 73 files (27 files excl.) 71 files (2 files excl.) Training 20.9%
C# 100 files 83 files (17 files excl.) 80 files (3 files excl.) Training 23.6%

C++ 100 files 81 files (19 files excl.) 78 files (3 files excl.) Training 23%
Python 100 files 67 files (33 files excl.) 67 files (0 files excl.) Testing 19.8%

TABLE III. SUMMARY OF EXTRACTED INSTANCES FROM COLLECTED
README FILES

Language No. of Instances Class Pct.
Java 617 Training 13.5%

JavaScript 1112 Training 24.35%
C# 977 Training 21.4%

C++ 876 Training 19.2%
Python 984 Testing 21.55%

an algorithm for unsupervised document classification and
retrieval that does not require stemming or lemmatization
and can work on short texts [5] [6] [7]. For each model
we train, we incorporate a different transformer, as shown
in Table IV, where the goal is to evaluate the impact of the
various transformers on the classifier’s classification results.
The models are trained on the training set corresponding to
the Java, JavaScript, C#, and C++ instances (see Table II).

Our aim for the trained models is to classify the various
instances in the dataset (i.e. sections obtained from readme
files) into one of the following classes: Functionality, Usage,
or Miscellaneous so that information required to construct the
comparison charts can be obtained. The Functionality class
represents instances about a repository containing statements
such as an overview, high-level features or functionalities, a
list of its advantages, how it compares to other solutions,
and changes over different versions/releases. We consider that
information in such sections highly relevant for construct-
ing comparison charts. The Usage class represents instances
corresponding to the how-to details, such as configuration,
installation, and coding instructions related to a repository.
Thus, these sections can provide additional information for
constructing more detailed comparison charts. Finally, the Mis-
cellaneous class represents instances corresponding to sections
less relevant to comparison chart generation, such as user
contributions and donations.

TABLE IV. MODELS INCORPORATED INTO LBL2TRANSFORMERVEC
DURING TRAINING

Model Ref./Model Card
bart-large-mnli [23]

all-MiniLM-L6-v2 [24]
all-mpnet-base-v2 [25]
all-distilroberta-v1 [26]
all-MiniLM-L12-v2 [24]

unsup-simcse-bert-base-uncased [27]
unsup-simcse-bert-large-uncased [27]

unsup-simcse-roberta-base [27]
unsup-simcse-roberta-large [27]

To train the models, we pass the keywords list for each
class to the Lbl2TransformerVec algorithm, shown in Table V.
These keywords are chosen based on a combination of exper-
tise and familiarity with GitHub readme files and by relying on

a dictionary for word synonyms. For the Lbl2TransformerVec
hyperparameters used to train the models, we set the similar-
ity threshold to 0.6 so that only instances with this threshold
or higher with respect to the provided keywords are included
to calculate the label embeddings. Furthermore, we set the
min num docs parameter, which controls the minimum num-
ber of instances used to calculate the label embeddings, to 700.
All other hyperparameters are set to their default values. Table
VI provides the hyperparameter values used for training the
various models.

After model training, to better understand their ability to
classify the content of readme files, we run the models on the
training dataset to classify all instances and then extract the
most frequent words for each class. Fig. 3 plots the class-word
distribution with a KxM shape, where K is 3, representing the
number of classes, and M is the vocabulary size. As shown in
this figure, the most frequent words for class 3 (i.e. sections
classified by the model as Miscellaneous) include license,
contributing, community, issues, and support, indicating the
model’s capability of labeling such sections. The most frequent
words for sections labeled by the model as class 2 (i.e. Usage
class) include use, build, install, and run. Finally, sections
labeled with class 1 (i.e. Functionality) have as most frequent
words the words library, features, platform, and simple, all
of which are likely to appear in sections discussing the high-
level functionalities and features of a repository. It can also
be seen that several classes share some common frequent
words such as link and code. This is because these words can
appear in any section of these classes. For example, adding
URLs pointing to external websites is a common practice for
defining some terminologies or redirecting the user to extra
resources to understand some functionality. Therefore, these
URLs are part of Functionality. On the other hand, adding
URLs in usage-related sections is also a common practice
to refer users to more detailed installation documentation,
configuration, and usage. Similarly, for the word code, readme
files of many GitHub repositories can contain code snippets in
the introduction, usage, and citation sections.

E. Rule-Based Classification Adjustments

During class prediction, the keyword-driven classifier may
assign approximately similar scores to different classes for a
section, which may result in incorrect classification for some
of these sections. We incorporate rule-based adjustments to
enhance classification results in such cases by considering the
classes assigned to parent and sibling sections of a section i
as follows.

Let i be a (sub)section in a readme file R, pi be the
predicted class for i, and pi2 be the second most likely class
for i as scored by the keyword-driven classifier. For any
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TABLE V. KEYWORDS USED FOR MODEL TRAINING

Class Keywords Purpose
Functionality Introduction, Intro, Welcome, Overview, Index, Compatability, Comparison, What’s, New, Mo-

tivation, Contents, Feature, Provide, Contain, Supports, Definition, Goal, Overview, Roadmap,
Release, Version, Vision, About, What, About, Simple, Fast, Reliable, Flexible, Modern, Powerful,
Cross-Platform, Alternative

(Sub)sections labeled by the model with
this class are likely to contain high-level
features and functionality of the repository

Usage Getting, Started, Demo, Try, Updating, Quick, Start, Code, Snippet, Steps, Commands, Configu-
ration, Setup, Requirements, Install, Uninstall, Installation, Tutorial, Instructions, Documentation,
Dependencies, Prerequisites, Manual, Example, Examples, Resources, FAQ, Usage, How, Im-
port, Flags, Parameters, Arguments, Download

(Sub)sections labeled by the model with
this class are likely to contain detailed
functionality and usage information related
to the repository

Miscellaneous Contribution, Contributing, Contribute, Contributed, Partners, Sponsors, Authors, Backers, Bib-
Tex, Community, Mission, Feedback, Copyright, Disclaimer, Trademark, Credits, Publications,
Conduct, DOI, Thank, Thanks, Please, Announcements, Legal, Subscribe, Issues, Contact, Join,
Inquiries, Donation, Donate, Citation, Cite, Paper, Licensed, License, Help, Support Discussion,
Social, Twitter, Telegram, Facebook, Discord, Forum, Backers, Acknowledgment, Acknowledg-
ments, Company, People, Who

(Sub)sections labeled by the model with
this class are less likely to contain im-
portant features and functionality of the
repository

Fig. 3. Class-word distribution of training dataset for functionality (class 1), Usage (class 2), and miscellaneous (class 3).

TABLE VI. HYPERPARAMETERS PASSED TO LBL2TRANSFORMERVEC
FOR MODEL TRAINING

Hyperparameter Value
keywords list The keywords list shown in Table V
transformer model The models shown in Table IV
similarity threshold 0.6
similarity threshold offset default (0)
min num docs 700
max num docs default (None)
clean outliers default (False)

(sub)section i ∈ R, if |score(pi) − score(pi2)| < α, then the
following rules are applied, in the shown order, to adjust the
predicted class for i:

1) Keywords ratio rule: The model computes the number
of keywords (see Table V) that appeared in i for each class

and then calculates the ratio of these numbers. If the ratio of
class pi2 is larger than a threshold β, then the predicted class
of i is set to pi2.

2) Relevance to parent rule: The model considers the
predicted class assigned to i’s parent section. If (1) the parent
section is classified as class pi2, (2) the parent section has a
high keywords ratio for one class, (3) i has a low keywords
ratio, and (4) α is negligible, then the predicted class of i is
set to pi2.

3) Relevance to siblings rule: The model considers the
predicted classes assigned to i’s siblings (i.e. subsections at
the same level as i) by calculating the class frequency of these
siblings sections. If the most frequent class for these siblings
is class pi2 and this frequency exceeds a threshold β, then the
predicted class of i is set to pi2.
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To illustrate each rule and its purpose for adjusting classifi-
cation, consider the examples shown in Table VII of erroneous
classifications made by the keyword-driven model to some
instances in the dataset:

• For instance 1, this instance discusses
usage/documentation of the repository. However,
the model classified this instance as Miscellaneous.
Since the score difference between the actual and
predicted classes is less than α = 0.04 and this
instance has more keywords related to the Usage
class compared to other classes, then the model
adjusts the predicted class for this instance from
Miscellaneous to Usage according to the keywords
ratio rule.

• For instance 2, this instance discusses usage details
of a repository’s functionality. However, the model
classified this instance as Features. Since the score
difference between the actual and predicted classes
is less than α = 0.05 and the model labeled the
parent’s section of this instance as Usage, then the
model adjusts the predicted class for this instance from
Features to Usage according to the relevance to parent
rule.

• For instance 3, this instance provides users testimo-
nials of the repository. However, the model classified
this instance as Functionality. Since the score differ-
ence between the actual and predicted classes is less
than α = 0.031 and the most frequent class assigned
by the model to sibling subsections is Miscellaneous,
then the model adjusts the predicted class for this in-
stance from Functionality to Miscellaneous according
to the relevance to siblings rule.

F. Extraction of Repository Limitations

Repository owners may explicitly state in readme files the
limitations of their repositories, such as unsupported features
and functionalities or constraints related to operational envi-
ronments. Such limitations must be identified so that they are
not mistakenly classified as supported features by the proposed
solution when generating comparison charts. Statements of
such limitations in readme files may include specific keywords
in sentences such as limitation or unsupported. Additionally,
statements can include longer phrases to convey these limi-
tations. For example, a repository of key-value storage may
state that it does not support indexes or will receive limited
maintenance. An example of such limitations is the readme
file of Apache Airflow repository indicating that “MariaDB is
not tested/recommended”.

To extract these limitations and unsupported features of
a repository, we incorporated a zero-shot classifier [28] based
on the bart-large-mnli model, which is based on the bart-large
model [23] and trained on the MultiNLI dataset consisting of
433k sentence pairs annotated with textual entailment informa-
tion. For each section in the input readme files, we extract the
sentences of the section and pass it to the zero-shot classifier to
identify the score of being labeled as “Unsupported Feature”
by the classifier. The default threshold is set to 0.9. Therefore,
sentences that this zero-shot classifier scores with a value

equal to or exceeding this threshold are extracted as candidate
limitations for the repository.

G. Extraction of Repository Features

To identify a repository’s supported features and capa-
bilities, the multi-class classifier classifies extracted sections
from the readme files corresponding to the user-selected N
repositories. Sections labeled as Functionaly or Usage are
further processed by removing all sentences corresponding
to identified limitations by the zero-shot classifier. Then, we
extract from these sections the keywords and key phrases
capturing the repository’s features and capabilities by incorpo-
rating KeyBERT [29]. The KeyBERT model is initialized with
a Text-to-Text generation pipeline (also known as Sequence-
to-Sequence modeling)[30]. We incorporate into this pipeline
Llama-2-7b-chat-hf [31][32], which is a large langnuage model
(LLM) consisting of 7 billion parameters fine-tuned for di-
alogue use cases. The pipeline tokenizes the provided text
and relies on an encoder-decoder architecture to process the
input text and generate a list of candidate features for each
repository.

H. Calculating Similarity of Repositories’ Features

Given each repository’s extracted features, the online mod-
ule calculates the semantic similarity between all possible
feature pairs from the different repositories. The online module
creates a sentence transformer [33] based on the sentence-t5-
base [34] model to accomplish this task. For each feature pair
of different repositories, the online module encodes the textual
representation of each feature using the sentence transformer.
As a result, the transformer encodes each feature into a 768-
dimensional dense vector space. The cosine similarity [35] is
then calculated from these vectors. Two features are labeled
similar if the computed cosine similarity exceeds a threshold
α.

IV. RESULTS

A. Evaluation Results of the Hybrid Classifier for Classifying
the Content of GitHub Readme Files

We use the testing set corresponding to readme files ob-
tained from GitHub repositories for the Python programming
language to evaluate the hybrid classifier (see Table III). This
set contains 984 instances and is not previously seen by the
model since it was not used during training.

We first identify the actual class for each instance in the
testing set through manual classification. Then, we run the
hybrid model on this set to determine the predicted class for
instances. Finally, we compute the F1 score to measure the
predictive maintenance of the classifier. Although the proposed
approach is unsupervised, manual classification is performed
for evaluation purposes of the model.

To determine the actual class for each instance, we man-
ually classify instances in the testing set by labeling each
instance as either Functionality, Usage, or Miscellaneous. Our
labeling process consists of reading the heading title of each
(sub)section to determine its class. If we cannot determine the
class from the subsection’s heading title, then we read the first
sentences in the subsection to determine its class. Finally, if
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TABLE VII. EXAMPLES OF ERRONEOUS CLASSIFICATIONS BY THE KEYWORD-DRIVEN MODEL AND EXPLANATION OF RULE-BASED ADJUSTMENTS

Example Instance Actual Class (Score by Model) Predicted Class (Score by Model) Explanation
1 Documentation. Read the Manual

@link for more details.
Usage(0.5447) Miscellaneous(0.5585) Although the words documentation, manual,

and details in this sentence correspond to
keywords for class Usage, the model labeled
this instance as Miscellaneous. Therefore,
according to the keywords ratio rule, the pre-
dicted class is adjusted from Miscellaneous
to Usage.

2 Train with DDL Statements. DDL
statements contain information about
the table names, columns, data
types, and relationships in your
database. @Code

Usage(0.6138) Features(0.6187) Although the model mistakenly labeled this
instance as Features instead of Usage, this
subsection is a child of a higher section
that was labeled correctly by the model as
Usage. Therefore, according to the Rele-
vance to Parent rule, the predicted class is
adjusted from Features to Usage.

3 Testimonials. Mike Bayer, author of
SQLAlchemy link : I can’t think of
any single tool in my entire program-
ming career that has given me a
bigger productivity increase by its in-
troduction. I can now do refactorings
in about 1% of the keystrokes that
it would have taken me previously
when we had no way for code to
format itself...

Miscellaneous(0.6173) Functionality(0.6219) Testimonial statements by users are labeled
by the classifier as Functionality instead of
Miscellaneous with a score difference of less
than 0.01. However, the model correctly la-
bels sibling subsections as Miscellaneous.
Therefore, according to the Relevance to
Siblings rule, the predicted class is adjusted
from Functionality to Miscellaneous.

the class still cannot be determined, we read the content of the
subsection to determine its class.

Given the actual and predicted classes for each instance in
the test dataset, we compute the F1 score (also known as the
balanced F-score) [36] according to the following formula:

F1 =
2 ∗ TP

2 ∗ TP + FP + FN
(1)

Where TP represents the number of true positives, FN
represents the number of false negatives, and FP represents
the number of false positives.

Evaluation results for the various Lbl2TransformVec mod-
els are shown in Table VIII. Classification based on keyword-
driven approaches produces F1 scores that range from 0.6930
to 0.7601. Furthermore, several models have equal scores,
possibly due to these models sharing the same base model. The
improvement column shows the percentage change between
the F1 scores obtained from the evaluation of keyword-driven
models and the F1 scores obtained from the evaluation of com-
bining keyword-driven models with rule-based adjustments. As
seen in this table, incorporating rule-based adjustments shows
observable improvement in scores by an average of 13.26%
increase. Table IX shows an example of the contribution of
each rule in adjusting the classification results, where the
keyword ratio rule contributed the most by correcting 75
instances while failing to adjust 27 instances. On the other
hand, the relevance to the parent rule has contributed the least
in adjusting classification results. As seen in Table VIII rule-
based adjustments contributed the least when applied to all-
MiniLM-L6-v2. Inspection of correction results for this model
reveals significant incorrect adjustments, particularly to the
relevance to siblings rule with 40 incorrect adjustments.

We analyzed the class-word distribution of the classified
instances from the testing set. The most frequent words for
subsections identified as Functionality include words such as
models, data, index, and new. The words model and data
appear as frequently since many Python repositories discuss

machine-learning-related libraries and algorithms. On the other
hand, instances classified as Usage contain as frequent words
the words Python, install, use, run, command, and pip. Finally,
the words license, contributing, issues, community, and help
appeared among the most frequent keywords in instances
classified as Miscellaneous.

TABLE VIII. F1 SCORES FOR CONTENT CLASSIFICATION USING THE
LBL2TRANSFORMERVEC ALGORITHM WITH DIFFERENT UNDERLYING

MODELS, WITH AND WITHOUT RULE-BASED CLASSIFICATION
ADJUSTMENTS

Model F1 Score Improv.Key-Driven w/ Rule-Based
bart-large-mnli 0.7601 0.8607 +13.23%

all-MiniLM-L6-v2 0.6961 0.7571 +8.76%
all-mpnet-base-v2 0.6930 0.7957 +14.82%
all-distilroberta-v1 0.6930 0.7957 +14.82%
all-MiniLM-L12-v2 0.6930 0.7957 +14.82%

unsup-simcse-bert-base-uncas 0.7601 0.8607 +13.23%
unsup-simcse-bert-large-uncas 0.7601 0.8607 +13.23%

unsup-simcse-roberta-base 0.7601 0.8607 +13.23%
unsup-simcse-roberta-large 0.7601 0.8607 +13.23%

TABLE IX. EXAMPLES OF CORRECTION RESULTS BY RULE-BASED
CLASSIFICATION ADJUSTMENTS

Rule Correct Adjustments Incorrect Adjustments
Keywords Ratio 75 instances 27 instances

Relevance to Parent 10 instances 5 instances
Relevance to Siblings 42 instances 18 instances

B. Evaluation Results of Zero-Shot Classifier for Classifying
the Limitations of Repositories

To evaluate the zero-shot classifier presented in Section
III-F, we constructed a subset dataset derived from the orig-
inal dataset (see Table III) by searching for instances that
explicitly state limitations of repositories as well as instances
of non-limitation sentences. The resulting dataset consists of
55 instances, where 26 represent limitation sentences, and
29 represent non-limitation sentences. We run the zero-shot
classifier to classify each instance in the subset dataset and
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then calculate the F1 score. Evaluation results show that the
predictive performance of the zero-shot classifier in classifying
sentences as being Unsupported Features has an F1 score of
0.72.

Table X shows examples of limitation sentences found
in several instances in the dataset, with some instances of
non-limitation sentences. As can be seen in this table, the
classifier gave high scores to sentences including specific
keywords and key phrases (such as “not tested/recommended”,
“won’t be able to save files”, “does not work on” and “not
compatible with”. On the other hand, instances 5 and 6, which
do not convey any limitations, scored very low by the zero-
shot classifier, as expected. Instances 7-9 show examples of
erroneous classifications by the zero-shot classifier in nuanced
cases where limitations can be implied.

C. Motivation Example Continued: Generated Comparison
Charts

Continuing with the motivation example discussed in Sec-
tion I, Fig. 4 shows the result of generating the comparison
chart, represented as an HTML file, by the online module
for this example. In this example, the user selects N = 3
repositories from GitHub’s search results. These repositories
are Mailspring [37], Mailpile [38], and emailengine [39],
all of which are top-starred repositories for the search term
“email client”. The comparison chart displays the features of
each repository. If two features from different repositories are
similar, they are assigned an equal number (shown in blue in
Fig. 4). The identified limitations for each repository (if any)
are shown next.

In this chart, the online module has identified a single
limitation for the second repository, which corresponds to
the Mailpile repository, as obsolete. Inspection of the repos-
itory’s readme file reveals that the online module has iden-
tified this limitation through the zero-shot classifier since it
appeared in the introduction section of the file, where the
Lbl2TransformerVec algorithm previously labeled this section
with the feature class.

The lists of features and extended features in this compari-
son chart are extracted from Functionality and Usage sections,
respectively. The total number of words in this chart’s features
and extended features lists is 397. Compared to the total
number of words in the readme files for the three repositories,
which is 1742 words, the comparison chart achieves a reduc-
tion of 125% of textual information that needs to be read by
the user.

The commonality between repositories based on semantic
similarity is shown in the features list. For each pair of similar
features, a unique number (shown in blue in Fig. 4) is assigned.
For example, the Mailspring and Mailpile repositories include
“fast” as a feature. As a result, both features are identified
by the online module as common. Similarly, both repositories
indicate that they are free and are grouped as similar features.
However, our results include false positives. For example,
the “Read Receipt” and “Documentation and Details” are
calculated as similar.

V. DISCUSSION AND THREATS TO VALIDITY

Analyzing the readme files of similar GitHub repositories
to understand their unique features, limitations, and similarities
with one another is a challenging task since these files do not
adhere to a standard and may vary in their level of detail.
Furthermore, these files are written in different styles. Our
results show that combining several Large Language Models
(LLMs) can address these challenges and generate useful
comparison charts for these repositories. First, the keyword-
driven classifier based on Lbl2TransformerVec can identify
relevant sections (containing important information about the
repository) and irrelevant sections (that are unlikely to con-
tain significant information about the repository’s provided
features, such as Contribution Acknowledgment, Licence, and
Donation). After identifying relevant sections, their sentences
are extracted and passed to a zero-shot LLM based on bart-
large-mnli to determine whether the sentence intends to convey
a limitation of the repository. These limitations are extracted
so that they are not mistakenly considered as features by
the proposed approach. A keyword extractor LLM based
on KeyBERT is incorporated to extract the most relevant
keywords representing the features of each repository. Finally,
a sentence transformer is incorporated to find the semantic
similarity between features of different repositories.

Although our results show that models generated by
Lbl2TransofmerVec, which is a similarity-based approach
leveraging embeddings generated by deep learning models [5],
can classify the content of readme files, rule-based adjust-
ments can improve the algorithm’s results. This is because
Lbl2TransofmerVec trains models to classify (sub)sections
in isolation irrespective of their relations to other sections.
Therefore, the lack of such view of relations during model
training can cause incorrect classifications by these models.
The rule-based adjustments complement keyword classification
with such a view where these relations are considered. These
rule-based adjustments are possible since readme files are often
well-structured as reported previously by Treude et al. [16].

The collected dataset covers different application domains
since the collection process is blind to such domains. To
confirm this, we inspected the collected Python repositories
used for testing to determine their domains. Inspection reveals
that the test dataset covers various domains such as video
production, deepfake, cryptocurrencies, cloud development,
SQL-related libraries, and machine learning. Therefore, the
proposed approach generalizes across different repository types
or domains as it relies on textual readme files unrelated to the
source code or bytecode of repositories [13].

Our results show that larger sequence-to-sequence and
bidirectional transformer encoder models such as bart-large-
mnli and unsup-simcse variants achieve better F1 scores than
smaller models such as all-MiniLM-L6-v2. This is because
larger models with more parameters and larger embeddings
can capture complex patterns and relationships within the data
compared to smaller models with fewer parameters and smaller
embeddings. On the other hand, we observe that smaller
models, such as all-MiniLM-L6-v2, are more efficient than
larger models in terms of training and inference times and
require lower resource usage, making them more appropriate
when dealing with resource-constrained environments.
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Fig. 4. An example of a generated comparison chart for three GitHub repositories. In this chart, the features (A) and extended features (B) of repositories are
identified by KeyBert from sections that are classified as Functionality and Usage, respectively. Limitations (C) are sentences identified by the zero-shot

classifier as Unsupported Features. Features from different repositories with matching numbers (D) are considered as potentially common.
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TABLE X. EXAMPLES OF ZERO-SHOT CLASSIFICATION OF LIMITATIONS WHERE SCORE THRESHOLD IS SET TO 0.9

No. Instance Example Repository Is Limitation? ScorePredicted Expected
1 MariaDB is not tested/recommended Apache Airflow Yes Yes 0.997
2 You won’t be able to save files to system folders due to UWP restriction windows,

system32
Notepads Yes Yes 0.995

3 It does not work on non-Android devices incl. LG or Samsung TVs SmartTube Yes Yes 0.94
4 Swiper is not compatible with all platforms Swiper Yes Yes 0.986
5 If your platform is unsupported or not listed above, there is still a chance you can run the

release or manually build it by following the instructions
osu No No 0.33

6 it is a modern touch slider which is focused only on modern apps/platforms to bring the
best experience and simplicity

Swiper No No 0.001

7 Importantly, we have not yet fine-tuned the Alpaca model to be safe and harmless stanford alpaca No Yes 0.28
8 This repository is receiving very limited maintenance leveldb No Yes 0.11
9 convert.py has been deprecated and moved to examples/convert-legacy-llama.py,

please use convert-hf-to-gguf.py @link
llama.cpp Yes No 0.99

Compared to prior works incorporating supervised learning
for classifying the content of GitHub readme files, Perna
et al. reported an F1 score of 0.72 [2], while our hybrid
approach achieved an F1 score of up to 0.86 (with rule-based
adjustment). However, it should be noted that their supervised
approach is multi-label and considers more classes. In contrast,
our approach merges some of the classes they reported in their
work as we focus on extracting the functionality and features
of repositories from readme files. For example, the What, Why,
and When classes in their work correspond to the Functionality
class in our work.

Although our results show adequate extraction of com-
parison charts, we identify several challenges and possible
improvements for future works as follows:

• Immature or incomplete readme files: Throughout
our data collection process, we discovered that the
readme files of many GitHub repositories, including
repositories with high star ratings, may lack detailed
information on their functionalities and features. In-
stead, they add internal or external URLs (such as the
product’s official website) for further details. There-
fore, the generated comparison charts are incomplete
and do not represent the repositories’ full features
and limitations. Thus, the proposed approach can be
extended to automatically cover such internal and
external resources. In addition to analyzing the readme
files of a repository, it is also possible to extend the
proposed approach by gathering additional sources of
information using GitHub’s API, including GitHub
issues, pull requests, and discussions. A pull request
represents a proposal for merging a set of changes
before these changes are integrated into the main
codebase [40]. Therefore, analyzing pull requests and
their current statuses makes it possible to expand
the comparison charts with information unavailable
in readme files. For example, merged pull requests
can reveal new features/functionalities of a repository.
Similarly, an open pull request can reveal potential
limitations yet to be addressed. GitHub issues and
discussions can be analyzed to discover a repository’s
features and limitations. However, since any user can
create issues and participate in public repositories, the
challenge is to validate these issues and discussions
before relevant information is extracted and used in
comparison charts, as some issues can result from user

misunderstanding or misuse of the repository.

• Sentence-Level content classification: Our work as-
sumes that each (sub)section in readme files is mapped
to a specific class (e.g. functionality, usage, or Mis-
cellaneous). Although many repository owners ensure
that each (sub)section has a clear and single purpose
to achieve, our observation indicates sections can
include sentences of various classes. For example,
some readme files may contain Usage instructions in
the introduction section. This may result in missed
features and functionalities if conveyed in sections
classified as Miscellaneous. Therefore, one may con-
sider enhancing the classification task at the sentence
level for such sections.

• Interpretability and explainability: The generated
comparison charts can be inaccurate and biased.
Therefore, it is essential to incorporate appropri-
ate mechanisms so that these charts are explainable
[41] [42] to the end users, conveying the underly-
ing model’s accuracy and achieving transparency. For
example, interactive elements can be added to these
charts to explain how the proposed approach obtains
and calculates the various parts (i.e. repository fea-
tures, extended features, limitations, and similarities).
Furthermore, incorporating tractability mechanisms
between these parts and the source from which they
are obtained (i.e. line numbers within readme files)
enables users to validate these parts.

• Repository Limitations Extraction: Our evaluation re-
sults of the zero-shot classifier to identify the limita-
tions of repositories demonstrate its capability for this
task. However, this approach needs to be investigated
further. First, the small dataset used to validate the
zero-shot classifier is a threat to validity, as a larger
dataset is required for evaluation. The challenge is
obtaining a large dataset representing limitations found
in real GitHub repositories, as most repository owners
focus on stating what their repository provides rather
than stating the limitations. Second, our results show
that sentences with implied limitations (e.g. instance
7 in Table X) can result in erroneous classifications
by the zero-shot classifier. One potential solution is
to train the classifier on a dataset of real limitations
from GitHub repositories. Finally, the zero-shot clas-
sifier lacks a contextual view during classification;
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for example, the classifier cannot distinguish whether
the limitation is related to the user-selected repository
or other related/external repositories referenced in a
readme file. This challenge applies to identifying a
repository’s features as well. A possible improvement
is to add steps for analyzing the sentence(s) structure
and linguistic features to determine whether a lim-
itation (or a feature) is related to the user-selected
repository and not other related repositories referenced
in the readme files.

• Feature commonalities between repositories: Our re-
sults show that identifying common features between
different repositories is challenging. One possible rea-
son is the usage of technical terms that are not incor-
porated during the training of LLMs. One potential
future direction is to investigate the enhancement of
similarity approaches in this respect.

• Quantitative Metrics Generation: Our approach relies
on extracting qualitative data from readme text files.
However, it might be possible to extract more qualita-
tive and quantitative data. For example, the frequency
with which each repository is updated, the average
response time of a repository’s owner to issues, and
the overall maturity of each repository compared to
others can be considered. These metrics can enrich the
generated comparison charts and their overall added
value to end-users.

VI. CONCLUSION

While prior works investigated the analysis of individual
readme files, with most works following a supervised ap-
proach, our work focuses on an unsupervised approach for the
classification task, which aims to generate comparison charts
of similar GitHub repositories from their readme files. Our
evaluation results show that textual information in comparison
charts can be 125% less compared to the amount of text in
readme files, thus minimizing the time and effort required
for users to read these files to understand and compare their
features and capabilities. Our approach utilizes a hybrid model
based on the Lbl2TransformerVec algorithm and augmented
with rule-based classification adjustments. The model is trained
based on readme files automatically obtained from GitHub for
Java, JavaScript, C++, and C# repositories. The model is then
evaluated using a different set of readme files from Python
repositories. Our results show that rule-based classification
adjustment can improve the model’s predictive performance by
up to 13%. We then incorporated this model in an online mod-
ule to generate comparison charts of GitHub repositories based
on user search terms. Our future work includes investigating
several enhancements to the proposed approach to address
its limitations, as identified in the previous section, including
(1) investigating how comparison charts can be enriched with
information from other sources (such as GitHub pull requests,
discussions, and issues), (2) extending the proposed approach
so that the generated comparison charts are explainable to
the end users, and (3) adding quantitative metrics to these
charts. Furthermore, we plan to expand the evaluation of this
approach using a larger dataset of GitHub repository features
and limitations.
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I. INTRODUCTION

In India, agriculture is of paramount importance. This plays
a crucial role in the development of rural areas. Gujarat is a
leading producer of cash crops like cotton and groundnut. An
estimated 20 lakh hectares of groundnuts are farmed in Gujarat
each year, with a total production of roughly 26 lakh tons.1

A significant amount of data is available in the agricultural
sector in the form of text documents, spreadsheets, and tables.
There are many websites which have groundnut crop data
in a factual form such as Farmer’s Portal2, mKishan3, and
i-Khedut(for groundnut crop)4. In addition, some online appli-
cation exist for groundnut crops, such as i-khedut5, magfadi6,
Chhomasu magfadi ma pramanit bij7, and Khedut mol8. These
websites and applications cannot perform semantic searches or
reasoning.

The primary drawback of the existing applications or sys-
tems is the dependency on agriculture experts or other educated
farmers to answer farmers’ queries. These web applications
are frequently used by farmers to express natural language
queries that are answered by agriculture experts [1]. However,
the expert might not always be available to respond to all
the farmers’ queries, which can create a communication gap
between the farmer and the agriculture expert. To bridge this
gap, semantic search techniques [2] can be employed. Seman-
tic search [3] enhances the search capability by understanding

1https://kvk.icar.gov.in/API/Content/PPupload/k0447_28.pdf
2https://farmer.gov.in/
3https://mkisan.gov.in/
4http://faq.ikhedut.aau.in/1
5https://play.google.com/store/apps/details?id=com.aau.in.oneapp
6https://play.google.com/store/apps/details?id=com.aau.in.magfadi
7https://play.google.com/store/apps/details?id=com.aau.in.groundnut
8https://play.google.com/store/apps/details?id=com.khedutmall.app&hl=en_

US&pli=1

the context and intent behind the queries, thus providing more
relevant and accurate results [4]. This approach can automate
the process of answering farmers’ queries, making it possible
to access information without waiting for an expert’s response.
Implementing a semantic search system can significantly im-
prove the efficiency and effectiveness of information retrieval
in agriculture, ultimately benefiting farmers by providing
timely and accurate information.

An ontology-based question-answer system has been devel-
oped to interpret farming-related queries and provide relevant
suggestions. This system leverages the structured knowledge
within the ontology to provide context-aware responses, bridg-
ing the gap between farmers and agricultural experts. By
utilizing this approach, farmers can receive immediate and
relevant answers to their questions, enhancing their ability
to make informed decisions about their crops and farming
practices. This innovation not only improves the accessibility
of agricultural knowledge but also empowers farmers with the
tools necessary for efficient and effective farming.

The major contribution of the work are as follows:

1) A comprehensive groundnut ontology has been de-
veloped, capable of answering user queries. This
ontology was created from scratch, ensuring it is rich
in relevant agricultural concepts.

2) An interactive interface has been created that allows
users to submit queries in natural language and re-
ceive responses in natural language.

The organization of this paper is as follows: Section II
reviews related work I, focusing on existing web interfaces
for Indian farmers and their relevance to agricultural support.
Section III provides related work II, surveying the latest
developments in chatbot technology with applications in agri-
culture. Section IV describes the proposed model, explaining
its design and how it works to meet farmers’ needs. Section
V details the creation of the Groundnut Ontology, covering
the processes of data collection, concept identification, and
structuring. Section VI presents the experiment and setup,
including the RDF knowledge graph representation, Neo4j
query configurations, and the development of an interface
to translate user questions into queries. Section VII provides
a comprehensive result discussion, evaluating the system’s
performance and limitations. Finally, Section VIII concludes
the paper, summarizing key findings and suggesting directions
for future research.
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II. RELATED WORK: I
EXISTING WEB INTERFACE FOR FARMERS (IN INDIA)

In India, a plethora of agriculture-related applications have
emerged, each designed to support farmers with a variety of
essential services. These applications can be broadly catego-
rized into simple agroadvisory systems[5] and more advanced
agroadvisory systems with semantic search capabilities.

A. Categorization of App Based on Purpose

To understand these applications comprehensively, it is
crucial to classify them based on the specific services they
provide. The apps have been categorized according to their
primary functions: weather and market price information, crop
variety details, pest control, agro advisories, crop insurance
information, government schemes, and agricultural news. This
classification allows us to explore the unique features and
benefits of each app while highlighting their relevance to
different aspects of farming. Fig. 1 illustrates the categorization
of applications that has been performed.

Fig. 1. Categorization of apps.

A survey of 156 agriculture-related mobile applications was
conducted, and they were categorized based on their primary
purpose. These applications span across various functionalities
that support farmers’ decision-making processes. For instance,
13 apps focus on weather forecasting, which helps farmers
anticipate climate changes and plan their agricultural activities
accordingly. Another 17 apps provide market information,
offering crucial insights on pricing trends and helping farmers
make informed sales decisions. Additionally, 16 apps leverage
AI and IoT technologies, presenting innovative solutions for
precision farming and resource management.

Crop insurance and government schemes are covered by
7 apps, guiding farmers on available schemes and providing
them with financial protection. The largest group, consisting
of 90 crop-based applications, is further subdivided into three
specific areas: 25 apps offer crop information, helping farmers
access detailed data on different crop varieties and innovative
farming techniques; 12 apps focus on pest control and crop
protection, providing strategies to identify, prevent, and treat
pest infestations; and 7 apps are dedicated to soil health,
offering insights on soil management practices that enhance
crop yields.

This broad classification helps in understanding how digital
tools can be leveraged in the agriculture sector. Weather

forecasting apps, for example, assist in mitigating risks posed
by unpredictable climate conditions, while market apps offer
insights into the best times to buy or sell produce. Crop-
specific applications provide specialized support, particularly
in protecting crops from pests and ensuring soil health, which
is essential for sustainable farming.

Starting with simple agroadvisory systems, these applica-
tions primarily serve as information portals, providing crucial
updates on weather forecasts and market prices. Apps such
as Kisan Suvidha9 [6], IFFCO Kisan10 [7], Agri App11, Agri
Market12, eNAM13 14, mKisan15, Ekgaon16, myAgriGuru17,
Kisan Gujarat, AgriGujarat, and Gujarat Farm are instru-
mental in ensuring that farmers receive timely and relevant
information about weather conditions and market trends. By
providing essential data, these applications help farmers plan
their activities and manage risks associated with weather and
market fluctuations.

For crop variety information, the Pusa Krishi app [8] stands
out. It offers insights into innovative farming techniques, crop
varieties, and resource-saving technologies, which are invalu-
able for improving crop yields. Farmers can access detailed
information about different crop varieties, helping them choose
the best options for their specific conditions.

For pest control, several applications offer expert advice
and practical tips to manage and mitigate pest infestations.
Kisan Suvidha18, Kheti-Badi19, AgroStar20, and Fasal21 are
notable examples. These apps provide specific information on
pest identification, prevention strategies, and treatment options,
helping farmers protect their crops from potential damage.

Crop insurance information is covered by the Crop In-
surance app22, which offers detailed information on various
crop insurance schemes available to farmers. The app helps
farmers understand their insurance options, eligibility criteria,
and the claims process, providing financial protection against
crop losses caused by unforeseen events.

Government schemes are another crucial area where mobile
applications play a significant role. Apps like mKisan23 [9],
AgriMedia24 [10], and Kisan Yojana [10] provide detailed
information about various government schemes, subsidies, and
benefits available to farmers. These apps ensure that farmers
are well-informed about the support they can receive from the

9https://vikaspedia.in/agriculture/ict-applications-in-agriculture/
kisan-call-center-app

10https://play.google.com/store/apps/details?id=com.IFFCOKisan
11https://apps.mgov.gov.in/details?appid=1525
12https://apps.mgov.gov.in/details;jsessionid=

8EBEA4C94DB07B53B4FB03A49623D6CF?appid=989
13https://enam.gov.in/web/mobile-app
14https://play.google.com/store/apps/details?id=in.gov.enam
15https://mkisan.gov.in/Alpha/aboutmobileapps.aspx
16http://www.ekgaon.net/index.php
17https://climateasap.org/directory/myagriguru/
18https://kisansuvidha.gov.in/
19https://play.google.com/store/apps/details?id=com.freeappartist.

khetiwadi&hl=en_US
20https://play.google.com/store/search?q=agrostar&c=apps
21https://play.google.com/store/search?q=Fasal&c=apps
22https://pmfby.gov.in/
23https://mkisan.gov.in/
24https://play.google.com/store/search?q=agrimedia+app&c=apps&hl=

en-IN
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government, enhancing their access to financial and technical
assistance.

For agricultural news, apps such as IFFCO Kisan25, Agri
App26, AgriMarket27, eNAM28, AgriBuzz[11], Kisan Yojana,
Krishi Network29, Gujarat Agri, and Gujarat Farm keep farm-
ers updated with the latest developments in the agricultural
sector. These platforms provide news on policy changes, mar-
ket trends, technological advancements, and success stories,
fostering an informed farming community.

The integration of semantic web technologies and ontolo-
gies is pivotal in addressing the challenges of inconsistent data
and knowledge gaps in the agricultural sector.

B. Ease of Searching for Crop Product Information

An agroadvisory system allows farmers to write their ques-
tions in the system, and an agriculture expert will answer them.
Farmers can also directly connect with an agriculture expert
through a call to present their queries and get answers. Some
existing agroadvisory applications like eSagu [12], aAQUA,
and mKrishi30 offer these features.

However, these apps have some drawbacks. A major issue
is the lack of instant, personalized responses to farmers’
questions. Since they do not use semantic search, farmers often
have to wait for an expert to answer their specific questions,
which can delay important decisions.

Semantic search represents a significant advancement in
information retrieval systems [13], especially in the agricul-
tural domain. For farmers, this means faster and more pre-
cise answers to their specific agricultural questions. Semantic
search can quickly analyze and retrieve relevant data from
vast databases, significantly reducing the time farmers spend
waiting for answers. This immediacy is crucial for timely
decision-making in farming practices.

III. RELATED WORK: II
(SURVEY CHATBOT TECHNOLOGY)

The history of chatbots dates back to the 1960s when
Joseph Weizenbaum created ELIZA [14], the first computer
program to initiate communication between humans and com-
puters. It used a pattern-matching method to simulate human
conversation. Later, in the year 1972, PARRY31 was introduced
by a psychiatrist Kenneth Colby which simulated the behavior
of a paranoid schizophrenic.

By the 1990s, progress in natural language processing
led to more sophisticated systems like Jabberwacky32, which
used AI to hold more natural conversations. However, the

25https://www.iffcokisan.com/agritech
26https://play.google.com/store/apps/details?id=com.criyagen&hl=en_IN&

pli=1
27https://apps.mgov.gov.in/details;jsessionid=

8EBEA4C94DB07B53B4FB03A49623D6CF?appid=989
28https://www.enam.gov.in/web/
29https://play.google.com/store/apps/details?id=com.krishi.krishi&hl=en_

IN
30https://www.tatatrusts.org/our-work/livelihood/agriculture-practices/

mkrishi
31https://en.wikipedia.org/wiki/PARRY
32https://en.wikipedia.org/wiki/Jabberwacky

launch of Siri in 2011 was a game-changer, introducing voice-
activated virtual assistants to the mainstream. Since then,
AI and machine learning have propelled chatbot technology
forward, leading to the development of highly advanced agents
like Alexa, Google Assistant, and ChatGPT. These modern
chatbots can now understand and generate human language
with impressive accuracy. Chatbots play a crucial role in indus-
tries ranging from customer service to healthcare, enhancing
the efficiency and smoothness of interactions with machines
[15].

There has been a significant advancement in the area of
Artificial Intelligence, Machine Learning and Natural Lan-
guage Processing in recent years. The development in these
areas have brought a marked change in various industries
such as education, scientific research, medical health, including
agriculture [16]. Farming is the primary source of income for
millions in India. With growth in the field of AI, chatbots
have emerged as innovative tools to help farmers make better
decisions by providing them with access to real-time infor-
mation. The technology of Chatbot applications have evolved
from simple rule-based systems to advanced AI driven models
[17]. This literature review highlights the development of
chatbot technologies in Indian agriculture, focusing on the
methodologies and innovations that have shaped the field.

A. Chatbot Technology in Indian Agriculture

Farmers can benefit from receiving correct and timely
information about various aspects of agriculture, such as crop
recommendations, plant disease identification, etc. A solution
to this was devised by building conversational systems, which
allow farmers to obtain timely answers to their queries. In
2015, AGRI-QAS [18] was developed to address farmers’
queries related to crop recommendations, plant disease iden-
tification, and more. This marked the earliest advancement in
this area, utilizing an index-based search technique.

In 2017, ADANS (Agriculture Domain Question Answer-
ing System) [19] introduced a significant improvement by
utilizing ontology-based technology. It performed answer re-
trieval on a structured agriculture database, efficiently identify-
ing relationships between agricultural concepts and providing
more reliable and accurate responses to farmers’ queries.

In 2018, FarmChat [20] was introduced as a conversational
agent containing two user interfaces: one with Audio Only
and the other with Audio+Text. It used Google’s Speech-
to-Text for speech conversion and used language model for
query intent and entity identification, subsequently retrieving
the appropriate response from the knowledge base.

AgronomoBot [21] used sensor networks to gather infor-
mation about the agricultural production chain in a specific
area. It integrated its information in Telegram Bot API. This
marked an early integration of AI with messaging platforms
to provide farmers with data-driven insights.

In 2019, AgriBot [22] provided functionalities such as crop
recommendations based on current conditions, current weather
details, and future weather predictions. For crop recommenda-
tions, it used algorithms such as K-Nearest Neighbors (KNN),
Random Forest, and Decision Trees. The chatbot provided
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response to user queries by accessing the Krishi Call Center
database33.

Another form of AgriBot [23] was released in 2019,
utilizing a Sen2Vec-based NLP technique to answer farmers’
queries. This represented a significant step forward in AI-
driven agricultural chatbots, enabling more sophisticated and
context-aware responses to queries.

The integration of NLP into chatbot systems has pushed
the boundaries of what these technologies can achieve in agri-
culture. In 2020, another version of Agribot [24] incorporated
an LSTM-based model to provide answers to user queries. It
additionally used a CNN-based model was used to classify
plant diseases based on images. The system was trained on
the Krishi Call Center dataset.

By 2021, chatbots such as Krushi—The Farmer Chatbot
[25] began utilizing the RASA NLU framework, an advanced
NLP tool designed for processing queries in local languages.
This framework identifies the intent behind each query. For
weather-related queries, the system uses the appropriate Open-
Weather API key to provide real-time responses. For other
types of queries, it matches key entities with the database
to generate suitable responses. This approach enhanced the
system’s ability to address farmers’ needs by leveraging in-
sights from previous interactions in the KCC datasets. It is
also integrated into WhatsApp [25]. Another such similar work
methodology can be seen in AgroBot where they have made
use of NLP to identify the intent of user query to provide
appropriate response [26].

During this period, Agroxpert addressed user queries by
employing the Levenshtein distance formula. The authors
compiled a dataset consisting of user queries and responses.
Subsequently, user queries were matched against this dataset
using the Levenshtein distance formula, allowing for appropri-
ate responses to be generated. In instances where the system
could not confidently provide an answer, the queries were
escalated to human experts, creating a continuous feedback
loop between AI and human expertise [27].

The usage of Artificial Neural Networks for crop disease
prediction also increased during this time. Many research work
were focused on providing assistance to farmers in identifying
crop disease using Artificial Neural Network.

By 2023, chatbots like the Agriculture Assistant Chatbot
[28] integrated a CNN-based algorithm that enabled farmers
to upload crop images for disease diagnosis, offering potential
remedies as well as essential information such as soil and
rainfall data. Another notable work can be seen in [29],
where a VGG-16-based model was incorporated for identifying
diseases in plants. They provided crop recommendations based
on current conditions using machine learning algorithms.

In 2024, the AI-Powered Decision Support System for Sus-
tainable Agriculture utilized LLMs to process unstructured user
queries and provide constructive farming advice. It addressed
various issues, such as pest control, by using real-time data
for analysis and crop management [30].

Other projects, like ChatAgri (2023) [31], explored the
cross-linguistic potential of LLMs for agricultural text clas-

33https://www.data.gov.in/datasets_webservices/datasets/6622307

sification and provided end to end question answering system
[32].

The development of agricultural chatbots in India has
progressed rapidly over the past decade, evolving from basic
AGRI-QAS to advanced AI-driven models. With the integra-
tion of LLMs such as ChatGPT and domain-specific improve-
ments like ChatAgri [31], chatbots are becoming indispensable
tools for modern farming. They offer farmers tailored, real-
time solutions to the daily challenges of agriculture, position-
ing themselves to be vital in the future of farming.

IV. PROPOSED MODEL

Fig. 2 illustrates the workflow of the proposed question-
answering system, which retrieves information from an ontol-
ogy graph database.

Fig. 2. Proposed work.

• Ontology Graph Database

◦ Ontology Modeling: Using tools like Protégé,
an ontology was created to represent the iden-
tified concepts, their properties, and the rela-
tionships between them. The ontology follows
a hierarchical structure with clearly defined
classes, subclasses, and individuals, ensuring
that the agricultural knowledge is represented
in a logical and organized manner.

◦ Knowledge Graph Construction: The ontol-
ogy was then translated into a knowledge
graph using Neo4j, a graph database that
efficiently manages the interconnected data.
The knowledge graph encodes entities (e.g.
“Early_Leaf_Spot X”) as nodes, while the re-
lationships (e.g. “isControlledBy Y”) are rep-
resented as edges.

• QA Engine/Chatbot: The user interacts with the
QA system through natural language queries. These
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queries are processed to extract relevant entities (using
a custom model) and converted into structured queries.

◦ Named Entity Recognition: A custom Named
Entity Recognition (NER) model was devel-
oped using the pre-trained en_core_web_lg
model from spaCy to meet the specific
needs of the agriculture domain. While the
en_core_web_lg model offers strong general
purpose capabilities, it does not focus on agri-
culture related terms. Therefore, it was fine
tuned to recognize entities relevant to agri-
culture, such as crops, pests, fertilizers, and
diseases. Text data related to agriculture was
collected, covering topics like groundnut seed
variety, pest control, production technologies,
and protection technologies. This data was
manually labeled with agriculture-specific cat-
egories, such as Seed Variety, Controlled Pests,
Diseases, and Symptoms. A simple JSON an-
notation methods were used for tagging. The
en_core_web_lg model served as a starting
point because it already contains strong word
embeddings and pre-trained NER capabilities.
It was fine tuned using the labeled agricul-
ture dataset to make it suitable for identifying
domain-specific terms.

◦ SPARQL Query: The system uses a set of pre-
defined query templates that are dynamically
adapted based on the entities and relationships
identified in the user’s query. By adding the
identified entities (like seed variety, disease,
etc.) into these templates, the system creates
specific SPARQL queries to find the most rel-
evant information from the knowledge graph.

◦ Answer Retrieval: The system retrieves the
most relevant answers from the ontology graph
database by executing the generated SPARQL
query. These answers are then processed and
converted into clear, natural language re-
sponses to ensure they are easily understood
by the user. In cases where the query does
not provide enough information to generate
a precise answer, the system offers default
responses.

The proposed framework integrates semantic web technologies
to provide accurate, context-aware information to farmers,
specifically focusing on the groundnut crop in Gujarat. By
combining ontology-based knowledge representation with nat-
ural language processing, it effectively addresses the challenge
of delivering precise, region-specific agricultural knowledge.

V. CREATION OF GROUNDNUT ONTOLOGY

Currently, several groundnut ontologies are available, such
as the AgroPortal and Agropedia groundnut ontologies. The
question is whether an existing groundnut ontology can be
used for gujarat-based agriculture. If so, can these agricul-
ture ontologies be applied as they are, or will changes and
modifications be needed? To address this question, detailed
research was conducted by examining two existing groundnut

ontologies: the agro-portal groundnut ontology34 [33] and the
agropedia [34] groundnut ontology.

As a result, it was found that the existing groundnut
ontologies offer a variety of concepts that can be directly
applied to the Gujarat region. Agropedia groundnut ontology
is an Indian ontology. Therefore, the majority of the con-
cepts (85%) are those that can be directly acquired from the
agropedia groundnut ontology for the gujarat-based groundnut
ontology35. In the Agroportal ontology36, there are 700+ con-
cepts, of which 108 concepts can be acquired for the Gujarat-
based groundnut ontology. Certain concepts were found to be
missing, so specific concepts related to Gujarat groundnut were
added like Seed varieties (specifically used in gujarat area)
Abnormality (Color(leaf), Groundnut stage, Abnor part, Shape
(leaf), Symptoms), Resistance, etc.

To address the missing concepts, authentic online sources
were used as references to build the ontology, including Juna-
gadh Agriculture University37, Anand agriculture university38,
Gujarat State seeds corporation limited39 and Wikipedia40 as
references to build the ontology.

The ontology was manually constructed using the Protégé
tool. It includes 300 classes, 21 object properties, and 8
data properties. Additionally, 104 individuals were created,
which are the basic components of the ontology. In total, the
ontology contains 1,569 axioms. Fig. 3 illustrates the hierarchy
of classes, individuals, object properties, and data properties
within the groundnut Ontology.

The groundnut crop ontology includes two major classes:
Production Technology and Protection Technology. “Produc-
tion Technology” class focuses on various aspects of growing
groundnut crops. It has four main subclasses: Field Prepa-
ration, Nutrient Management, Water Management, and Seed
and Sowing. Among these, the Seed and Sowing subclass is
especially important. It includes three specific classes: Veldi,
Ardhveldi, and Ubhadi. These classes contain 20+ individuals
that represent different seed varieties. Each individual includes
important details such as the year of release, oil content, days
to maturity, pod kernel yield, etc. Fig. 4 shows how these
individuals are organized in the ontology.

“Protection technology” class deals with protecting ground-
nut crops from various threats. A key subclass under this is
Biotic Stress, which covers 45 diseases grouped into three
categories: Diseases, Insect Pests, and Weeds. Another im-
portant subclass is Controlled Pest, which lists more than 35
pest control chemicals. These chemicals are linked to specific
insect pests and help in managing the damage they cause.
This subclass has been carefully designed to describe how
pests affect crops and which chemicals are most effective in
controlling them.

The groundnut ontology provides a comprehensive frame-
work tailored for Gujarat-based agriculture, integrating con-
cepts from existing ontologies, like agropedia and agroportal

34https://agroportal.lirmm.fr/ontologies/CO_337/?p=classes
35Agropedia http://agropedia.iitk.ac.in/
36Agrovoc https://agroportal.lirmm.fr/ontologies/CO_337/?p=classes
37Junagadh agriculture universityhttp://www.jau.in/.
38Anand agriculture university http://www.aau.in/.
39Gujarat State seeds corporation limited http://www.gurabini.com/.
40GroundNut Wikipedia https://en.wikipedia.org/wiki/Peanut.
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Fig. 3. Groundnut ontology class hierarchy, individuals, object and data properties.

Fig. 4. TG-37 seed variety.

while addressing gaps through additional classes and properties
specific to the region. Its detailed design, incorporating 300+
classes and hundreds of axioms, serves as a valuable resource
for agro-advisory systems, research, and decision-making pro-
cesses.

A. RDF Representation of Knowledge Graph

Neo4j41 [35][36], the graph database [37], is used to
efficiently represent and manage the groundnut ontology in
the ontology-based question-answering system42.

The groundnut ontology was first imported into the Neo4j
tool, using the Neo Semantic plugin, which is required for
importing ontologies into Neo4j43. The RDF groundnut ontol-
ogy file, once imported into Neo4j, represents the fundamental
components of a knowledge graph. Each entity within the
groundnut ontology, such as seed variety, method of sowing,
symptoms, protection technology, production technology, etc.
are represented as a node in the graph. Edges connecting
the respective nodes represent the relationships between these
entities, which indicate dependencies, associations, and in-
teractions. Furthermore, properties related to entities, such
as daysMaturity, hasSize, hasPrice, oilContent, podAndKer-

41https://neo4j.com/
42https://neo4j.com/labs/neosemantics/
43https://neo4j.com/labs/neosemantics/

www.ijacsa.thesai.org 1144 | P a g e

https://neo4j.com/
https://neo4j.com/labs/neosemantics/
https://neo4j.com/labs/neosemantics/


(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

nelYield etc., are embedded within the graph nodes. The
given query 1 demonstrates how to import the groundnut
ontology into Neo4j using the n10s.rdf.import.fetch procedure.
The query fetches the ontology from the provided RDF file
URL and imports it into Neo4j in the RDF/XML format, with
specific labels assigned to classes, object properties, and data
type properties.

Listing 1: Query example

1 CALL n10s.rdf.import.fetch
2 ("https://raw.githubusercontent.com
3 /PurviPatel20/with-Label/main/Groun
4 dnut_2.0.rdf","RDF/XML",
5 {
6 classLabel : 'Category',
7 objectPropertyLabel: 'Rel',
8 dataTypePropertyLabel: 'Prop'
9 });

The execution of query 1 successfully imports the ontol-
ogy, ensuring that the defined categories, relationships, and
properties are accurately integrated into the Neo4j database.

VI. EXPERIMENT AND SETUP

A. Neo4j Query

After successfully importing the groundnut ontology into
Neo4j, the database was queried using Cypher, Neo4j’s query
language44. For example, to retrieve detailed information about
a specific seed variety, a sample Cypher query to extract
infomation about specific seed variety is shown below in query
2.

Listing 2: Query to retrive information about seed variety

1 OPTIONAL MATCH (i:ns0__Ubhadi)
2 WHERE i:ns0__Ubhadi
3 RETURN
4 i.rdfs__label As Seed_variety ,
5 i.ns0__yearRelease As year,
6 i.ns0__daysMaturity As Days,
7 i.ns0__hasPrice As Price ,
8 i.ns0__oilContent As Oil,
9 i.ns0__podAndKernelYield As
10 pod_and_kernel

This query language allows for precise data retrieval from
a database. The Cypher query uses an OPTIONAL MATCH
clause to retrieve data about the “Ubhadi” seed variety from a
database. The WHERE clause ensures that only nodes labeled
“ns0_Ubhadi” are returned in the query results.The RETURN
statement indicates which properties will be included in the
output, as illustrated in the Fig. 5. These properties encompass
the seed variety label, release year, days to maturity, market
price, oil content, and pod and kernel yield. This structured
approach enables the extraction of comprehensive information
about the “Ubhadi” seed variety.

44https://neo4j.com/docs/cypher-manual/3.5/

Fig. 5. Neo4j query to get all details of groundnut seed variety.

B. Interactive Interface for Question to Query Conversion

Neo4j was used in conjunction with Google colab, which
allowed the use of important libraries such as py2neo, neo4j-
driver, spaCy, and Gradio. The goal was to create a chatbot-
style interface for the groundnut ontology. This given algo-
rithm receives a user’s question as a natural language (string
input) and outputs a response string.

Algorithm 1 Question Processing and Answer Extraction

1: Preprocessing:

a. Tokenize the question using the NLTK library’s
word_tokenize function.

b. Perform part-of-speech tagging on the tokenized
words using the NLTK library’s pos_tag func-
tion.

c. Extract the entity from the question using the
extract_entity function (custom model).

2: Answer Extraction:

a. If the extracted entity is None, return a default
message indicating that the seed variety is not
understood.

b. Open a session with the Neo4j database using the
driver.session() function.

c. Identify entities from the question.
d. Execute a Neo4j Cypher query to retrieve an

appropriate response.
e. If the query returns no results, return a default

message indicating that no information is found.

The input text may contain important entities such as
seed variety, disease name, symptoms etc. To identify these
important named entities, the en_core_web_lg pipeline from
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spaCy was used.A custom model was trained to recognize en-
tities such as “Price”, “Rate”, “Disease”, “Symptoms”, “Cure”,
“Pesticide”, “Crop”, etc. This model was designed to handle
specific cases that were not covered by the standard model.

The standard model, when given with sentence like “What
is a price of GJG 22?” identified “GJG 22” as an organization.
Similarly, the model was not able to identify name of the
symptoms. It classified it as a product entity. To address this,
a custom dataset was created to identify the text “GJG 22” as
a crop entity. Using Gradio, a python library, a system was
built that allows users to ask questions in natural language
and receive answers based on the groundnut ontology. This
approach made it easier for users to interact with the Neo4j
database and get useful information.

VII. RESULTS AND DISCUSSION

The provided Fig. 6 depicts a sample example of an
ontology-based question-answer system. In the example pre-
sented, the user input is a question formulated in natural lan-
guage: “What is the price of GJG 22?”. The system processes
this query, which utilizes ontological knowledge to understand
and generate an appropriate response. The response generated
by the system is displayed within the image: “The price of
GJG 22 is 2310.”

Fig. 6. Output 1: Snapshot of an ontology-based question-answer.

In Fig. 7, the user inputs a query in natural language,
specifically requesting comprehensive details about the seed
variety labelled “GJG 22.” The system then generates an
appropriate response, which is displayed in the form of text
within the interface. The response provided by the system
encapsulates various attributes associated with the seed variety
“GJG 22.” These attributes include: price, days maturity, pod
and kernel yield and oil content. This interaction demonstrates
the system’s ability to interpret complex natural language
queries and retrieve structured information from groundnut
ontology, facilitating efficient access to relevant data for users.

In the evaluation of the Question Answering (QA) system,
a total of 100 distinct questions were submitted, and the
responses were manually ranked based on their correctness.
In this ranking scheme, a rank of 5 indicates a fully correct
answer, while a rank of 1 represents a fully incorrect response.
Ranks 2 to 4 denote varying degrees of partial correctness,

Fig. 7. Output 2: Snapshot of an ontology-based question-answer.

reflecting the extent to which the answers met the query
requirements. The results of the evaluation are summarized
in the Table I.

TABLE I. RANKING TABLE

Rank No. of Questions

5 50

4 20

3 20

2 5

1 5

For instance, in the case of rank 1, the system failed to
recognize “Peanut Strips” as a single entity, which significantly
hindered its ability to retrieve the appropriate response from
the underlying groundnut ontology. Additionally, an example
of a partially correct response can be observed in the question,
“What are the pesticide methods for the following symptoms:
Buckling and crinkling between veins?” In this instance, the
system provided an answer that was relevant but lacked
completeness.

Average Rank =

∑n
i=1(ri × qi)∑n

i=1 qi
(1)

Where:

• n is the total number of different ranks (which is 5 in
this case).

• ri × qi represents the weighted contribution of each
rank to the total score.

Using the formula 1 for average rank, the overall perfor-
mance of the system was calculated to be 4.05. This indicates
that while the system provided a significant number of accurate
responses, there is still considerable room for improvement in
handling complex queries and recognizing key entities.

VIII. CONCLUSION AND FUTURE WORK

The proposed ontology-based QA system can be a valuable
resource for farmers in Gujarat. Farmers can ask questions in
natural language, and the system is designed to provide rele-
vant answers using the groundnut ontology. The main objective
is to give farmers access to insights that can help improve
their farming practices and enhance groundnut crop yield.
The overall accuracy of the answers is 80%. Additionally, the
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ontology aids in semantic disambiguation. In the future, more
concepts can be added to the ontology. The proposed model
can also be adapted for other crop ontologies and developed
in different languages.
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Abstract—Convolutional Neural Networks (CNNs) are widely
regarded as one of the most effective solutions for image classifi-
cation. However, developing high-performing systems with these
models typically requires a substantial number of labeled images,
which can be difficult to acquire. In image classification tasks,
insufficient data often leads to overfitting, a critical issue for deep
learning models like CNNs. In this study, we introduce a novel ap-
proach to addressing data scarcity by leveraging semi-supervised
classification models based on Generative Adversarial Networks
(SGAN). Our approach demonstrates significant improvements
in both efficiency and performance, as shown by variations in
the evolution of decision boundaries and overall accuracy. The
analysis of decision boundaries is crucial, as it provides insights
into the model’s ability to generalize and effectively classify
new data points. Using the MNIST dataset, we show that our
approach (SGAN) outperform CNN methods, even with fewer
labeled images. Specifically, we observe that the distance between
the images and the decision boundary in our approach is larger
than in CNN-based methods, which contributes to greater model
stability. Our approach achieves an accuracy of 84%, while the
CNN model struggles to exceed 72%.

Keywords—Decision boundary; convolutional neural network;
Generative Adversarial Networks; MNIST; classification; semi-
supervised classification

I. INTRODUCTION

Deep learning (DL), a branch of machine learning (ML), is
characterized by its significant flexibility and learning power.
It represents the world through concepts organized in nested
hierarchies, where each concept is defined in simpler terms
and more abstract representations [1]–[6].

One of the essential skills in computer vision is the accurate
classification of images. The development of image collection
equipment, combined with the widespread use of digital plat-
forms, has led to an exponential growth in the volume of digital
data, necessitating the creation of robust and advanced models
to analyze this vast influx of visual information. Deep learning
has been proposed for image classification due to its capability
to provide more detailed insights into a subject’s response to
specific visual stimuli. Recent research indicates that strategies
based on deep learning have yielded impressive results [7].

Image classification is one of the most common challenges

in computer vision. The success of a classification system
is highly dependent on the quality of the attributes derived
from an image, with the accuracy of the results improving in
proportion to the quality of these features. These attributes are
often utilized in supervised learning, where a set of features
X (usually extracted from an image) is employed to predict
a certain outcome Y . Before the widespread adoption of deep
learning in 2012, commonly used machine learning models
included support vector machines, artificial neural networks,
and random forests; these traditional methods were the primary
techniques for processing computer vision tasks [8].

Convolutional neural networks (CNNs) are now the most
popular method for image analysis and classification due to
the growing interest in deep learning. CNNs have achieved
significant results across a wide range of classification prob-
lems. Despite their tremendous potential, they continue to face
several challenges. These difficulties are largely due to the
vast scale of the networks, which may contain millions of
parameters, a lack of sufficient training datasets, overfitting
issues, and poor generalization capabilities. Additionally, a
growing concern among researchers is the need to prevent
adversarial attacks that could mislead deep neural networks
(DNNs) [9].

To address these issues and enhance performance, re-
searchers are modifying network architectures, developing
new learning algorithms, and acquiring more data. A typical
challenge is the scarcity of high-quality data or an unequal
distribution of classes within datasets. Currently, the most
efficient DNNs are quite large and require massive amounts
of data, which can be difficult to obtain. For example, the
popular CNN architecture VGG16 has 16 layers of neurons
and 138 million parameters [10].

Generally, deep learning algorithms are considered data-
hungry, necessitating many labeled images to produce the
desired fits. This requirement may render these technologies
inaccessible for smaller projects, which often have limited
datasets. Data augmentation [11] and transfer learning [12]
are two approaches to addressing this challenge. We continue
along this path to find a relevant solution by presenting a semi-
supervised approach (SGAN) with a novel learning technique:
utilizing both labeled and unlabeled images based on Gener-
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ative Adversarial Networks. We compare our approach with
CNNs using the same dataset.

To evaluate these approaches, we focus on a crucial aspect
that plays an indispensable role in understanding deep learning:
the decision boundary. For each approach, we will examine
how the decision boundary evolves during training.Our ap-
proaches demonstrate excellent performance in image classi-
fication. A brief description of GANs, CNNs, and decision
boundaries is provided below.

The rest of the paper is organized as follows: Section
II delineates the methodology and the proposed approach.
Section III is dedicated to the presentation of results and
their subsequent discussion. Finally, Section IV offers the
concluding remarks.

II. METHODOLOGY

A. Convolutional Neural Networks (CNN)

A convolutional neural network [13]–[16] comprises an
input layer, an output layer, and several hidden layers. Each
layer converts a set of activations into another using a dif-
ferentiable function. Generally, there are three main types of
hidden layers: convolutional layers, pooling layers, and fully
connected layers (Fig. 1).

1) Convolution layer: Convolution is performed by trans-
lating the convolution kernel through the input image matrix.
To establish a network of local connections, each neuron
in the local window is linked to a corresponding neuron in
the convolution layer. This configuration enables weights and
a global bias to be learned for each connection [31]. The
convolution operation is mathematically defined as follows:

aij = φ

(
bi +

3∑
k=1

wikxj+k−1

)
= φ

(
bi +wT

i xj

)
(1)

Here, aij represents the activation or output of the j-th
neuron of the i-th filter in the hidden layer, φ denotes the
neural activation function, bi signifies the shared overall bias
of filter i, wi = [wi1 wi2 wi3]

T is the vector comprising
shared weights, and xi = [xj xj+1 xj+2]

T

The output produced by this layer is known as a feature
map, which contains information concerning the input by
filtering and learning the weighted inputs. When multiple
localized features must be extracted, additional convolution
kernels are employed to create more feature maps [31].

2) Pooling layer: This layer carries subsampling to sim-
plify and summarise the attribute map. Max-pooling selects
the maximum value for each kernel, reducing the size of the
feature map and the computational cost while preserving the
essential characteristics of the images. There are many types
of pooling: Average, Max, Sum, etc.

3) Fully connected layers: Fully connected layers: After
several layers of convolution, ReLU and pooling, fully con-
nected layers link each neuron in one layer to each neuron in
the next layer [11]. This structure works in the same way as
the classical multilayer perceptron (MLP) neural network [17],
[18]. With a softmax activation function, the latter is generally
used to predict posteriori probabilities of each class.

One common issue with CNN is that it is perceived to
be data-hungry [12]. Because of the vast number of learnable
parameters, CNNs may require a substantial amount of data
(particularly labeled images) to provide accurate predictions.
Limited training data in little applications can lead to over-
fitting. We present techniques to tackle this problem. We
will compare our results to those of the CNN model. The
architecture of our CNN model is presented in the following
sections.

Fig. 1. CNN architecture.

B. Generative Adversarial Network (GAN)

Presented by Goodfellow et al. [19], GANs are a novel
technique that work by alternating the training of two distinct
neural networks: the discriminator D, which is responsible for
learning the characteristics of real images in order to differ-
entiate between “fake” and “real” images; and the generator
G, which creates samples from a predetermined distribution to
fool D (Fig. 2).

Fig. 2. GAN architecture.

The generator G receives a Gaussian random variable z
as input and produces an image x as output: G(z) = x. The
discriminator and generator typically employ CNNs, renowned
for their efficiency in image identification. Throughout train-
ing, the generator and discriminator are trained in opposing
directions: D’s parameters are updated while G’s remain
unchanged, and vice versa, as outlined in algorithm 1 [20].

The discriminator’s task is to distinguish between
real images x(1), . . . , x(n) and generated images
G(z(1)), . . . , G(z(n)) ) whereas the generator aims to
deceive the discriminator. Let D(x) be the probability
that image x is real. Training the discriminator involves
minimizing the binary cross-entropy loss [Eq. (2)].
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L(D,G) = −
N∑

n=1

log
[
D(x(n))

]
+ log

(
1−D(G(z(n)))

)
(2)

The ideal discriminator D given a fixed generator G is
shown in Eq. (3).

Dopt = argminL(D,G) (3)

The ideal generator G given a fixed discriminator D is
shown in Eq. (4).

Gopt = argmaxL(D,G) = argmax

(
−

N∑
n=1

log(1−D(G(z(n))))

)
(4)

In practice, the loss function for G is frequently expressed by the
subsequent Eq. (5):

Gopt = argmax
N∑

n=1

log(D(G(z(n)))) (5)

Several researchers have explored developing a supervisory clas-
sification model using features from the GAN discriminator [21].
The Auxiliary-Condition GAN [22] has been the most effective
method proposed for addressing the challenge of controlling generated
images. In our approach, we demonstrate the way this model adapted
into a supervised classification model.

Algorithm 1 MM-GAN training using minibatch stochastic
gradient descent

1: for numberof training iteration do
2: for k steps do
3: - Sample a minibatch of m noise samples
{z(1), . . . , z(m)} from noise prior pz(z).

4: - Sample a minibatch of m samples
{x(1), . . . , x(m)} from real data distribution pr.

5: - Update the discriminator by ascending its
stochastic gradient:

6: ∇OD
1
m

∑m
i=1 log

[
D(x(i)) + log(1−D(G(z(i))))

]
7: end for
8: - Sample a minibatch of m noise samples
{z(1), . . . , z(m)} from noise prior pz(z).

9: - Update the generator by descending its stochastic
gradient:

10: ∇OG
1
m

∑m
i=1 log(1−D(G(z(i))))

11: end for

C. Decision Boundary

A decision boundary is a fundamental concept in machine learn-
ing that delineates the input space into distinct labels. Recent research
has focused on understanding neural networks through the lens of
decision boundaries [23]–[25]. A decision boundary is a surface that
separates data points into distinct classes. According to [25], [26],
a decision boundary is defined as a region in the space where the
output label of a classifier is ambiguous. Furthermore, [27], [28] note
that the decision boundary can take various forms (Fig. 3), such as
a hyperplane, a sphere, or a paraboloid. In higher dimensions, it can
consist of multiple nonlinear hypersurfaces.

An intriguing and longstanding challenge in this field is identify-
ing a decision boundary that elucidates the generalization capabilities
of deep neural networks. Significant efforts are being made to
address this issue. One popular approach involves adversarial attacks,
which modify input images to influence label predictions, thereby
characterizing the decision boundary of deep neural networks. This
technique is often associated with Generative Adversarial Networks
(GANs) [29], [30]. Several studies have leveraged this approach to
investigate the decision boundaries of deep classifiers [23], [25], [26],
[32].

Moreover, numerous works [33]–[37] have utilized decision
boundaries to gain insights into the generalization of deep neural
networks. Guan et al. [36] empirically demonstrate a negative rela-
tionship between decision boundary complexity and neural network
generalization ability. This finding is further elucidated by Lei [37],
who explains the inverse relationship between generalizability and
decision boundary variability.

Fig. 3. Decision boundary.

Formally, the decision boundary is defined by Mickisch et al. [26]
as follows:

Consider a neural network classifier f : Rn → Rc, where n
and c represent the dimensions of the input and output, respectively.
For an input image x ∈ Rn , the output f(x) is determined by a
classification decision defined as:

K(x) = argmaxk=1,...,cfk(x) (6)

The decision boundary D ∈ Rn is defined by the formula below
Eq. (7):

D =

{
x ∈ Rn |

∃k1, k2 = 1, . . . , c,

k1 ̸= k2, fk1(x) = fk2(x) = max
k

fk(x)

}
(7)

D. Proposed Approach

Numerous works in the literature have identified the compu-
tational challenges associated with extracting useful features for
image classification, particularly when dealing with limited labeled
data. Two main approaches for training a classifier using a small
number of labeled instances alongside a much larger collection of
unlabeled data are semi-supervised learning and transfer learning.
In this section, we introduce a semi-supervised approach (SGAN)
that utilizes Generative Adversarial Networks (GANs) [38] through
decision boundary analysis. This method effectively leverages both
unlabeled and labeled data to enhance classifier training.

The traditional GAN discriminator is modified within the context
of semi-supervised learning using GANs. This adapted discriminator
is specifically designed to produce an output equal to the number of
actual classes k [40]. An additional output is included, known as the
(k + 1)th output. This extra output is utilized to identify fraudulent
images generated by the GAN’s generator component [39]–[41]. The
(k+1)th output primarily presents additional information in the form

www.ijacsa.thesai.org 1150 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

of fake images, enabling the discriminator to classify them under the
(k + 1)th label.

Our proposed semi-supervised learning architecture, based on
Augustus Odena’s model [41], employs a dual-mode training tech-
nique for the discriminator. This strategy combines supervised and
unsupervised learning methods. In the first mode, the discriminator
learns to predict the class labels for real images. In the second mode,
the discriminator component of GANs is trained similarly to regular
GANs, with the aim of distinguishing between real and generated
(fake) images. Our proposed model offers a distinct advantage by
merging unsupervised and supervised learning, facilitating effective
control over the generated images and the extraction of key attributes
for the classifier.

It is crucial to understand that the primary objective of our
approach (SGAN) is to learn the supervised classifier. The architecture
is shown in Fig. 4.

Fig. 4. Semi-supervised approach based GAN(SGAN).

The proposed architecture is composed of three primary compo-
nents: a generator learned with a Gaussian distribution and examined
by the discriminator; a discriminator learned with unlabeled data and
influenced by a Gaussian distribution; and a supervised classifier
learned with a small set of labeled data. Notably, the weights and
architecture of the discriminator and supervised classifier are the
same.

The generator architecture is detailed in Table I.

TABLE I. GENERATOR PARAMETERS

Layer (type) Output Shape Param #
input_1 (InputLayer) (None, 100) 0
dense_1 (Dense) (None, 12544) 1266944
leaky_re_lu (LeakyReLU) (None, 12544) 0
reshape (Reshape) (None, 7, 7, 256) 0
conv2d_transpose (None, 14, 14, 128) 295040
leaky_re_lu_1 (LeakyReLU) (None, 14, 14, 128) 0
conv2d_transpose_1 (None, 14, 14, 64) 73792
leaky_re_lu_2 (LeakyReLU) (None, 14, 14, 64) 0
conv2d_transpose_2 (None, 28, 28, 1) 577

We concentrate on the discriminator that is used for classifying
MNIST images, comparing our approach (SGAN) to a CNN model
with the same architecture as our discriminator (see Table II), using
precision, loss, and decision boundary evolution using DeepFool: A
function to calculate the distance to the decision boundary (Algorithm
2) [46]

TABLE II. DISCRIMINATOR GAN / CNN CLASSIFIER PARAMETERS

Layer (type) Output Shape Param #
input_2 (InputLayer) (None, 28, 28, 1) 0
conv2d_3 (Conv2D) (None, 14, 14, 32) 320
leaky_re_lu_3 (LeakyReLU) (None, 14, 14, 32) 0
conv2d_4 (Conv2D) (None, 7, 7, 64) 18496
leaky_re_lu_4 (LeakyReLU) (None, 7, 7, 64) 0
conv2d_5 (Conv2D) (None, 4, 4, 128) 73856
leaky_re_lu_5 (LeakyReLU) (None, 4, 4, 128) 0
flatten_1 (Flatten) (None, 2048) 0
dropout_1 (Dropout) (None, 2048) 0
dense_2 (Dense) (None, 10) 20490

Algorithm 2 DeepFool: A function to calculate the distance
to the decision boundary

Require: Image image, Model model, Number of classes
num classes = 10, Maximum iterations max iter = 50,
Small constant ϵ = 0.02

Ensure: Perturbed image perturbed image, distance
distance

1: Convert image to tensor format.
2: Initialize perturbed image← image
3: Initialize w ← 0, r tot← 0
4: Get initial prediction f image← model.predict(image)
5: Set label← argmax(f image)
6: for i = 1 to max iter do
7: Convert perturbed image to tensor format and add

batch dimension.
8: Compute the gradient of loss:

loss← f perturbed[label]−max(f perturbed[other classes])

9: Calculate gradient ∇loss with respect to
perturbed image.

10: Compute the norm of the gradient gradients norm.
11: Initialize perturbation←∞, adv label← None
12: for each class k in num classes do
13: if k = label then
14: continue
15: end if
16: Compute wk ← ∇loss[k]−∇loss[label]
17: Compute fk ← f image[k]− f image[label]

18: Calculate pert k ← |f k|
gradients norm

19: if pert k < perturbation then
20: perturbation← pert k
21: w ← wk

22: adv label← k
23: end if
24: end for
25: Compute the perturbation ri ← (perturbation+ϵ)×w

gradients norm
26: Update r tot← r tot+ ri
27: Update perturbed image ← clip(image +

r tot, 0, 1)
28: Get the new prediction f perturbed ←

model.predict(perturbed image)
29: p label← argmax(f perturbed)
30: if p label ̸= label then
31: break
32: end if
33: end for
34: Compute distance← ∥r tot∥
35: return perturbed image, distance
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III. RESULTS AND DISCUSSION

A. Database

The Modified National Institute of Standards and Technology
(MNIST) dataset is widely considered a standard for digit recognition
systems [42]. LeCun et al. [43] introduced it in 1998.MNIST contains
70,000 grayscale images at a resolution of 28 x 28 pixels. The dataset
contains patterns drawn from two sources: NIST’s Special Database-
1 (high school student handwriting) and NIST’s Special Database-3
(U.S. Census Bureau employee handwriting).The dataset is divided
into two sets: a training set of 60,000 images and a test set of 10,000
images, which are properly separated so that no writer appears in both
sets [42], [44]. Fig. 5 shows that handwriting styles vary significantly
among writers.

Fig. 5. A sample from MNIST dataset.

B. Classification Complexity

The t-SNE method aims to illustrate high-dimensional data by
mapping every data instance to a specific location in two- or three-
dimensional space [45]. Fig. 6 illustrates the dataset in two dimen-
sions, where we can observe that some sample classes are intermixed.

Fig. 6. TSNE visualization of MNIST dataset.

C. Results

In this section, we explore two deep learning techniques, CNN
and SGAN classifiers, applied to the MNIST dataset. We specifically
focus on configurations where only 100 labeled images are used for
training, ensuring equal representation from each class. Notably, the
CNN classifier employed in our work shares the same architecture as
the SGAN model. The primary distinction lies in the training strategy:

the CNN classifier is trained using supervised learning, whereas the
SGAN model utilizes a semi-supervised learning. Our objective is
to address the challenge of limited labeled data through the semi-
supervised methodology of the SGAN.

For the testing phase, we used a dataset of 10,000 images (test
set). We developed two classification models: an SGAN and a CNN
classifier. The results are summarized in Table III, highlighting the
accuracy and loss metrics for both models. Our experimental results
indicate that the SGAN model outperforms the CNN classifier, achiev-
ing an accuracy of 84% compared to 72% for the CNN. Additionally,
the SGAN model exhibited a lower loss of 0.54, while the CNN
model recorded a higher loss of 0.93. These findings underscore
the effectiveness of the SGAN approach compared to the traditional
CNN. To further demonstrate the superiority of our approach, we
analyzed a critical aspect of deep learning model evaluation: the
decision boundary. Our analysis involved tracking the evolution of
this boundary during training and quantifying the distance of images
from it. As shown in Fig. 7 and Fig. 8, the distance from the decision
boundary is significantly greater for the SGAN compared to the
CNN, indicating better generalization. The incorporation of unlabeled
images in training the SGAN notably enhances the performance of
the MNIST image classification model, particularly when only a small
proportion of labeled images are available.

TABLE III. ACCURACY AND LOSS CLASSIFICATION METRICS FOR
SGAN, THE CNN CLASSIFIER, SSAE AND SVAE

CNN SGAN
Loss 0.93 0.54
Accuracy 72% 84%

Fig. 7. Variability of the distance of CNN images to the decision boundary.

other results are presented in the appendix Section V

IV. CONCLUSION

We introduced a novel approach: SGAN applied to the MNIST
dataset. Our experimental results highlight the superior efficiency of
the SGAN models compared to the CNN model, with the SGAN
achieving an accuracy of 84%. The scarcity of labeled data poses
a significant challenge for image classification models; however, our
proposed method effectively addresses this issue. By employing semi-
supervised techniques and a novel training strategy that leverages
both labeled and unlabeled images, we observed a substantial im-
provement in image classification performance. Notably, in terms of
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Fig. 8. Variability of the distance of SGAN images to the decision boundary.

Fig. 9. Variability of the distance of CNN and SGAN images to the decision
boundary.

decision boundary analysis, our models produced promising results
that significantly outperform those of CNNs.

V. APPENDIX

In this section, we present additional results. Fig. 9 illustrates the
variability of the decision boundary distance for both the CNN and
SGAN models. The confusion matrix, which is a table that compares
the model’s predictions with the actual results, provides insight into
the overall performance of the classification model. Fig. 10 and Fig.
11 show the confusion matrices for the CNN and SGAN models,
respectively. Finally, we present the images generated by the generator
in our SGAN approach (Fig. 12) .
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Abstract—The growing importance of wearable technology
in ice and snow sports highlights its role in injury prevention,
where environmental hazards elevate injury risks. To address
this, we propose a decision-making model using interval-valued
bipolar fuzzy programming (IVBFP) for the optimal selection of
wearable devices focused on athlete safety. The model employs
multi-criteria decision-making (MCDM) methods to evaluate
critical factors such as comfort, safety, durability, and real-time
monitoring. Fuzzy logic enhances the precision and consistency
of decision-making. The IVBFP model addresses vital challenges,
including the diverse performance metrics of wearable devices
and the uncertainty in expert evaluations. In comparison analyses,
the model exhibited a 15% enhancement in judgment accuracy
and a 12% decrease in uncertainty relative to conventional tech-
niques. The results underscore the model’s proficiency in correctly
forecasting devices that mitigate injury risks, providing improved
athlete protection. The approach effectively incorporates expert
viewpoints and subjective evaluations, diminishing harm risk in
simulated and actual datasets. This research is significant both
theoretically and practically. It offers a comprehensive framework
to guarantee athlete safety in extreme conditions, connecting
scholars and practitioners.

Keywords—Wearable technology; injury prevention; Interval-
Valued Bipolar Fuzzy Programming (IVBFP); Multi-Criteria
Decision-Making (MCDM); fuzzy logic; real-time monitoring

I. INTRODUCTION

Wearable technology is increasingly essential for injury
prevention in athletes, especially in ice and snow sports, where
external hazards like slippery surfaces, cold weather, and
uneven terrain present considerable concerns [1]. In high-risk
environments, wearable devices enable real-time data gathering
and analysis, facilitating prompt interventions to avoid severe
injuries. Identifying the ideal wearable solution is intricate, as
multiple criteria must be evaluated, such as comfort, ergonomic
design, durability, and safety features for control and real-time
monitoring [2]. Due to the intricacy of these requirements and
the ambiguity and subjectivity in expert assessments, more
sophisticated decision-making models are necessary. Although
frequently employed, traditional decision-making frameworks
typically falter in addressing the ambiguity and subjectivity
inherent in the evaluation of wearable technologies [3]. These
methods often oversimplify critical elements, leading to solu-
tions that may be less dependable and practical, particularly
under the rigorous circumstances of ice and snow sports.
Furthermore, sophisticated computational methods, such as
those suggested in this study (fuzzy logic), are inadequately
employed [4]. This provides a chance to create a complete

decision-making algorithm that delivers a robust and adaptable
framework tailored to the specific requirements of athletes and
the distinct problems of their sporting contexts.

A. Limitations of the Previous Studies

Most current research focuses on conventional decision-
making techniques, often lacking depth when expert opinions
are uncertain. These models overlook crucial variables, espe-
cially in dynamic and extreme conditions. Moreover, many
studies fail to systematically evaluate wearable devices, as
they do not provide a comprehensive, multi-criteria assessment
[5]. Instead, they examine aspects like safety and durability
in isolation without considering them simultaneously within
the selection process. For example, parachuters with a vested
interest in adequately functioning and timely deployment of
their parachutes should be involved in every step of the
injury prevention process to ensure a holistic approach to
safety [6]. Although the application of the methodologies has
progressively increased, the current methods do not systemat-
ically study the effect of multiple hazardous conditions, like
unpredicted terrains and quickly changing environments, on
injury risk. This research fills this gap to some extent by
using the IVBFP model, which is designed to capture the
multidimensional requirements of ice and snow sports. The
model provides flexibility and adaptability for high-uncertainty
contexts and allows accurate assessment and recommendations
for specific wearable technologies to fit such environments.

B. Novel Contributions

To address these gaps, this study introduces an advanced
decision-making model using interval-valued bipolar fuzzy
programming (IVBFP) combined with multi-criteria decision-
making (MCDM) techniques. The novel contributions of this
research are:

• Enhanced Decision Accuracy: The IVBFP model im-
proves decision accuracy by 15%, providing a more
precise evaluation of wearable technology.

• Reduction in Uncertainty: The model employs
interval-valued bipolar fuzzy logic, reducing decision
uncertainty by 12% and ensuring more reliable out-
comes.

• Comprehensive Evaluation: The proposed approach
simultaneously evaluates key factors like safety, com-
fort, durability, and real-time monitoring, leading to a
well-rounded selection process.
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• Tailored to Extreme Environments: The model specif-
ically targets the unique risks and conditions faced by
ice and snow athletes, offering a specialized solution
for injury prevention.

• Integration of Expert Opinions: The model incorpo-
rates subjective expert assessments, providing a more
informed and nuanced decision-making process.

This paper is organized as follows: Section II discusses
the related work, offering a comprehensive literature review
on wearable technology and decision-making models, empha-
sizing existing methodologies and their limitations. Section III
describes the research methodology in detail, introducing the
IVBFP model and the MCDM techniques used to evaluate
wearable devices. In Section IV, we analyze the performance
of the proposed model through simulations and real-world
data applications. Section V contextualizes these results re-
garding injury prevention and technological advancements,
highlighting the model’s practical potential. Finally, Section VI
concludes the study by summarizing the findings and offering
directions for future research to optimize wearable technology
for extreme sports.

II. LITERATURE REVIEW

A. Wearable Technology in Sports

Ahmet et al. [7] explored the growing role of wearable
technology in the sports industry, emphasizing its ability to
track performance through real-time data collected from sen-
sors. Both professional and amateur athletes use these wearable
sensors to enhance their training sessions, whether by pushing
harder or recovering more efficiently. The review focused on
body-worn sensors for assessing sports performance, injury
prevention, and rehabilitation [8]. They have also conducted
in-depth reviews of the literature on wearable technology
in sports, including research papers and commercial sensor
technologies. It cited numerous concerns, such as privacy
problems and the cost to police forces for their implementation,
from a legal (primarily technological) perspective—and any
other point of view with the ethical prism in mind to prevent
misuse or discrimination. They also noted more research is
needed on how wearable technology affects athlete comfort
and performance. They concluded that the development of
wearable imaging devices could hold significant implications
for rehabilitation and performance monitoring, leading to more
advancements in athlete health-restorative measures, recovery
improvement, and, ultimately, capacity enhancement.

Lucas da Silva [4] examined the impact of wearable
technology on performance and health metrics monitoring in
sports. The research demonstrated how wearables have revolu-
tionized precision training, injury prevention, and data-driven
coaching strategies. The results showed that there was a strong
and positive link between wearable tech and tracking sports
performance. This was checked using Smart PLS and AMOS
software to do correlation coefficient analysis and algorithmic
assessment. The study also highlighted that wearables have
broader applications for athlete development over extended
periods, contributing to comprehensive health monitoring [9].
However, privacy concerns and equity-related ethical issues
were identified as significant obstacles to widespread adoption
of wearable technology in sports. Despite these challenges, the

study concluded that wearable technology is still in its early
stages, and its advanced integration holds the potential to fur-
ther enhance human performance while addressing emerging
risks.

B. Decision-Making Models for Injury Prevention

Amir et al. [10] explored the potential of wearable tech-
nology and big data analysis to predict sports injuries. Their
research focused on the benefits of wearables in injury preven-
tion, particularly in capturing critical factors before athletes
engage in strenuous activities. Wearable technologies offer
valuable insights into injury prevention and can improve
overall health by monitoring athletes across various sports.
The study tracked a cohort of 54 Army ROTC cadets using
Zephyr BioHarness wearable technology to produce quantifi-
able indicators of injury risk during physical exertion. The
findings revealed that high mechanical loads, when combined
with a BMI over 30, significantly increased the risk of injury.
They emphasized the importance of progressively increasing
mechanical loads during training to allow for optimal muscu-
loskeletal adaptation, while cautioning against repetitive high-
load activities on untrained athletes, which could lead to short-
term injuries. Although the analysis was specific to this cohort,
the authors acknowledged that additional variables collected
through wearable technology could be useful in other athletic
settings. In conclusion, the results suggested that wearable
technology can aid in the early identification of athletes at
a higher risk for injury and provide opportunities for targeted
interventions.

Kovoor et al. [11] emphasized notable progress in sports
science by incorporating sensor technologies and automated
analytics into wearable devices designed for injury prevention
and enhancing physical performance. The essay discussed
using unique sensor systems and advanced data processing
to monitor athletes for long periods and record important
physiological and biomechanical metrics like heart rate, muscle
activation kinetics, and movement dynamics. These wearables
employ machine learning algorithms for real-time data pro-
cessing, delivering predictive analytics and actionable insights
to mitigate harm risks [12]. These sensor-enhanced wearables
detected intricate patterns in performance metrics, demonstrat-
ing that a data-driven approach can decrease the risk of soft-
tissue and heat-related injuries. This technology allows coaches
and athletes to train more efficiently and safely with real-
time insights. They emphasized the transformative potential of
sensor-equipped wearables and computational developments to
improve injury prevention tactics on a practical level radically.

C. Emerging Applications in Rehabilitation and Post-COVID-
19 Adaptation

Seshadri et al. [13] explored the use of wearable technol-
ogy in sports medicine clinics to help guide return-to-play
protocols for athletes recovering from COVID-19. Athletes
faced numerous challenges during the pandemic, which dis-
rupted normal training and performance routines, leading to
an increase in injuries due to modified quarantine regimens.
While previous research has emphasized the role of wearable
technology in monitoring athlete workloads, there has been
little literature addressing its role in reintroducing athletes
to their sporting environment following a COVID-19 illness.
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This study aimed to address this gap by offering recommen-
dations for using wearable technology with athletes, whether
asymptomatic, symptomatic, or exposed during the quarantine
period. They examined the musculoskeletal, psychological,
cardiopulmonary, and thermoregulatory deconditioning caused
by detraining in athletes, and how wearable technology could
offer advantages for a safe return to play. They identified
specific metrics that should be monitored in athletes recovering
from COVID-19 and discussed the potential of wearable
devices to aid in rehabilitation. They further emphasized the
need for additional innovations in wearables and digital health
to reduce injury risk among athletes of all ages. It provided
valuable insights into how wearable technology can be applied
in the post-COVID-19 rehabilitation process within the athletic
community.

Thsisani [14] used artificial neural network (ANN) mod-
els to predict the outcomes of world championship boxing
matches. The study developed and validated 18 ANN models
using a factorial design approach. It looked at what three input
feature selection methods, four ANN architectures, and two
pre-processing strategies did to the calibrated models in six
different data types. According to our study, feature selection
was the most impactful way in which the predictions worked
better. This relationship was significant based on a one-way
analysis of variance (ANOVA) test result (p = 0.012). The
interaction of training data selection and feature selection
was also statistically significant (p = 0.007). The (best) ANN
model’s test accuracy performance is 81.53%, and it also
outperformed state-of-the-art benchmarks for sports prediction
tasks. They were assured that their results answer some of
the unknowns deep learning for sports prediction can have
and provide a focus on how to optimize machine learning
models by performing improved feature selection and data
management regarding this subject in future works.

D. Summary of Research Gaps

While wearable technology has advanced injury prevention
and performance monitoring, existing models lack comprehen-
sive multi-criteria evaluations and fail to address uncertainties
in extreme sports conditions. This study bridges these gaps
by introducing an interval-valued bipolar fuzzy programming
model, which integrates subjective expert opinions and quanti-
tative evaluations to provide a robust framework for wearable
technology selection.

III. METHODOLOGY

This section explains the development of the Interval-
Valued Bipolar Fuzzy Programming (IVBFP) model for opti-
mizing the selection of wearable technology tailored for injury
prevention in athletes engaging in ice and snow sports. The
model incorporates Multi-Criteria Decision-Making (MCDM)
techniques enhanced by fuzzy logic to manage uncertainties
in expert evaluations and ensure more accurate and reliable
decision-making outcomes. The IVBFS effectively addresses
subjective biases by representing expert evaluations through
dual membership functions: positive membership shows satis-
faction, while negative membership is known as dissatisfaction.
It allows moderating the impact of one’s sharply defined
opinion when deciding on the other. For example, the safety
attribute in a decision matrix has a positive contribution of

0.8 and a negative contribution of 0.1, considering that the
wearable device has advantages and disadvantages in the
experts’ opinions. Priority for each criterion was determined
using the fuzzy analytic hierarchy process FAHP, and the
consistency test index was computed for each test to ensure
logical consistency. Sensitivity analysis was also carried out
to evaluate the stability of these weights derived from the
experts to develop the model to derive appropriate weights
interactively and efficiently. The following subsections detail
the key components of the methodology and the overall
workflow may also be viewed in Fig. 1.

A. Problem Formulation

The primary goal is to select the most suitable wearable
device from a set of alternatives A = {a1, a2, ..., an} based
on multiple evaluation criteria C = {c1, c2, ..., cm}, which
represent essential aspects like comfort, safety, durability, and
real-time monitoring capabilities. This problem is formulated
as a multi-criteria decision-making challenge under conditions
of uncertainty, where expert opinions may vary and exhibit
subjective biases.

Each criterion is weighted according to its significance.
Let:

wj (j = 1, 2, ...,m)

denote the weight assigned to criterion cj , indicating the
relative importance of each criterion in the decision-making
process. The alternatives are evaluated across all criteria, with
each alternative ai having an evaluation score rij , which falls
between 0 and 1:

rij ∈ [0, 1] for i = 1, 2, ..., n and j = 1, 2, ...,m.

To handle the inherent subjectivity and uncertainty in these
evaluations, interval-valued bipolar fuzzy logic is applied,
which allows for both positive and negative membership
values. This offers a more comprehensive representation of the
evaluations by allowing the expression of positive membership
functions µ+

ij ∈ [0, 1] and negative membership functions
µ−
ij ∈ [−1, 0].

B. Fuzzy Logic and Interval-Valued Bipolar Fuzzy Sets

Unlike traditional decision-making approaches, which
oversimplify uncertainty, this method uses interval-valued
bipolar fuzzy sets. These sets enable the model to more
accurately capture the uncertainty in expert judgments by
permitting both positive and negative assessments for each
criterion.

Each alternative ai is associated with an interval-valued
bipolar fuzzy number (µ+

ij , µ
−
ij), representing its membership

function under criterion cj . The model evaluates alternatives
through a decision matrix D, which includes both positive and
negative evaluations:

D =


(µ+

11, µ
−
11) (µ+

12, µ
−
12) · · · (µ+

1m, µ−
1m)

(µ+
21, µ

−
21) (µ+

22, µ
−
22) · · · (µ+

2m, µ−
2m)

...
... · · ·

...
(µ+

n1, µ
−
n1) (µ+

n2, µ
−
n2) · · · (µ+

nm, µ−
nm)
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Fig. 1. Methodology workflow.

This comprehensive representation allows for a more de-
tailed analysis of each wearable device’s strengths and weak-
nesses across multiple criteria, incorporating expert opinions
and uncertainty.

C. Aggregation and Defuzzification

The next step involves aggregating the fuzzy evaluations to
compute a final score for each alternative. To achieve this, the
model employs a weighted aggregation function that takes into
account both positive and negative aspects of each alternative.
The aggregation function is defined as:

S(ai) =

m∑
j=1

wj ·

(
µ+
ij − µ−

ij

2

)
Here, S(ai) represents the aggregated score for alternative ai,
and wj is the weight assigned to criterion cj . This approach
ensures a balanced evaluation by considering both favorable
and unfavorable aspects of each wearable device.

The defuzzification process, which converts the fuzzy
outputs into crisp values, is carried out using a weighted
average method. This step provides a final ranking of the
alternatives, facilitating the selection of the most optimal
wearable technology.

D. Decision-Making Process

Once the aggregated scores S(ai) are computed, the al-
ternatives are ranked based on their scores, with the highest-
scoring alternative considered the most suitable wearable de-
vice for injury prevention. The ranking process ensures that the
selected device meets the requirements set by the evaluation
criteria, such as enhanced protection, comfort, and real-time
monitoring capabilities. The results obtained using the IVBFP
model are then compared comprehensively to those gener-
ated by traditional decision-making approaches. The results
demonstrate the superiority of the IVBFP model, showing
improvements in decision accuracy and reliability.

E. Validation and Sensitivity Analysis

To validate the performance of the IVBFP model, both
simulated and real-world data are used to test the selection of
wearable devices. The model is evaluated against conventional
decision-making techniques, with the following performance
metrics assessed:

• Decision Accuracy: The model achieves a 15% im-
provement in decision accuracy compared to tradi-
tional methods, showcasing its ability to make more
precise evaluations under uncertain conditions.
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Algorithm 1 IVBFP Model for Wearable Device Selection
Alternatives (A): Set of wearable devices {a1, a2, ..., an}
Criteria (C): Set of criteria {c1, c2, ..., cm} (e.g., safety, com-
fort, durability, real-time monitoring)
Weights for each criterion (W): {w1, w2, ..., wm}
Expert evaluations rij for each alternative ai and criterion cj :
Interval-valued bipolar fuzzy evaluations (positive and negative
membership functions) Optimal wearable technology
Step 1: Initialize the decision matrix D of dimension n×m:
alternative ai, i = 1, 2, ..., n criterion cj , j = 1, 2, ...,m Input
fuzzy evaluation rij = (µ+

ij , µ
−
ij) where:

µ+
ij : Positive membership value (how well ai satisfies cj)

µ−
ij : Negative membership value (how poorly ai satisfies cj)

Step 2: Normalize the decision matrix:
criterion cj Normalize the positive and negative membership
values across alternatives:
Ensure all values µ+

ij and µ−
ij are within [0, 1]

Step 3: Apply criterion weights (W):
alternative ai and each criterion cj Calculate the weighted
fuzzy score:

Weighted Scoreij = wj · (µ+
ij − µ−

ij)

Step 4: Aggregate the weighted scores for each alternative
ai:
Calculate the total score for each alternative:

S(ai) =

m∑
j=1

Weighted Scoreij

Step 5: Rank the alternatives:
Rank the alternatives based on their total scores S(ai).
The alternative with the highest score is considered the optimal
wearable technology.
Return: The alternative with the highest total score.

• Uncertainty Reduction: The use of interval-valued
bipolar fuzzy logic leads to a 12% reduction in
uncertainty, ensuring that the model’s outputs are
more reliable.

A sensitivity analysis is performed to evaluate the robust-
ness of the rankings. This analysis examines how variations in
the criteria weights wj affect the final ranking of alternatives.
The results of the sensitivity analysis indicate that the rankings
remain stable even when significant changes are made to the
weights, confirming the model’s robustness.

IV. RESULTS

The outcomes of this study show that the Interval-Valued
Bipolar Fuzzy Programming (IVBFP) model can be used to
find reasonable wearable solutions for ice and snow sports
injury prevention. This section delineates the principal conclu-
sions from the simulated and empirical data studies, empha-
sizing the model’s capacity to enhance choice accuracy and
mitigate uncertainty relative to conventional decision-making
approaches.

A. Results from Simulated Data

In the simulation, five wearable technology alternatives
(a1, a2, a3, a4, a5) were evaluated across four key criteria:
comfort, safety, durability, and real-time monitoring. The goal
of the simulation was to test the IVBFP model’s performance
in dealing with uncertain and subjective expert opinions.

The Table I below shows the aggregated scores for each
wearable device across the four criteria:

The results show that wearable device a3 consistently
outperforms the others across all criteria, making it the optimal
choice. Device a3 had particularly high scores in safety and
real-time monitoring, which are crucial for injury prevention
in extreme sports.

Additionally, Fig. 1 illustrates the comparison of decision
accuracy between the IVBFP model and traditional Multi-
Criteria Decision-Making (MCDM) approaches, showing a
15% improvement in decision accuracy.

Fig. 2. Comparison of decision accuracy between IVBFP and traditional
MCDM models.

B. Results from Real-World Data

Real-world data was collected from athletes engaged in ice
and snow sports. The data included physiological and biome-
chanical metrics such as heart rate, oxygen saturation, and
motion patterns. The same wearable devices were evaluated
using the IVBFP model, with the aggregated scores shown
below in Table II:

Again, device a3 emerged as the best option, achieving
the highest scores across all criteria. The results confirm
the model’s reliability and consistency, as the same device
performed best in both the simulated and real-world data
analyses.
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TABLE I. AGGREGATED SCORES FOR WEARABLE DEVICES (SIMULATED DATA)

Wearable Device Comfort Score Safety Score Durability Score Monitoring Score
a1 0.75 0.80 0.65 0.78
a2 0.85 0.75 0.60 0.83
a3 0.90 0.88 0.80 0.95
a4 0.70 0.85 0.78 0.88
a5 0.60 0.65 0.50 0.70

TABLE II. AGGREGATED SCORES FOR WEARABLE DEVICES (REAL-WORLD DATA)

Wearable Device Comfort Score Safety Score Durability Score Monitoring Score
a1 0.80 0.85 0.75 0.88
a2 0.70 0.78 0.68 0.75
a3 0.92 0.90 0.85 0.95
a4 0.75 0.80 0.70 0.85
a5 0.65 0.70 0.60 0.72

Fig. 2 and Fig. 3 highlight the performance analysis of
the IVBFP model using both simulated and real-world data,
showcasing the consistency in performance across different
environments.

Fig. 3. Performance analysis of the IVBFP model with simulated and
real-world data.

C. Decision Accuracy and Uncertainty Reduction

The performance of the IVBFP model was evaluated in
terms of decision accuracy and uncertainty reduction. The key
metrics are summarized in the Table III below:

TABLE III. PERFORMANCE METRICS OF IVBFP MODEL

Metric Traditional MCDM IVBFP Model
Decision Accuracy 70% 85%

Uncertainty Reduction 8% 12%

The table shows that the IVBFP model improved decision
accuracy by 15% compared to traditional methods and reduced

uncertainty by 12%. These improvements are significant,
especially in environments where selecting the wrong wearable
technology can lead to increased injury risk for athletes.

D. Sensitivity Analysis

A sensitivity analysis was conducted to determine the
robustness of the model’s decisions in response to changes
in the weights of the criteria. The results showed that even
when the weights assigned to comfort, safety, durability, and
monitoring were varied, the rankings of the wearable devices
remained stable, particularly for device a3, which consistently
ranked highest. The decision curve analysis may also be
viewed in Fig. 4.

Fig. 4. Decision Curve Analysis (DCA) for evaluating the injury detection.

V. DISCUSSION OF RESULTS IN THE CONTEXT OF INJURY
PREVENTION AND TECHNOLOGICAL ADVANCEMENT

The findings of this work demonstrate the enormous value
of improving injury prevention strategies in athletes who
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participate in ice and snow sports expected to have the Interval-
Valued Bipolar Fuzzy Programming (IVBFP) model. Next,
this section will review these results in the context of modern
wearable technology trends, an increasingly complex topic
related to sports injury prevention, and broader considera-
tions for application within high-risk sports environments. The
evaluation of the approach used natural and synthetic data
related to ice and snow sports. The ‘real’ data set comprised
unrealistic scenarios that provided a platform to observe the
response of the approach under different medium-high and
high-intensity conditions, topography, weather conditions, and
other types of athletes. The real-world dataset was collected
from performance parameters of wearable devices of ath-
letes training in a professional environment. For assessing
scalability, initial experiments were carried out on datasets
obtained from field hockey and marathon running with similar
behaviors in terms of accuracy and uncertainty sizes. Hence,
these findings suggest that there is scope for replication of
the IVBFP model in other domains of sports, which will be
studied in forthcoming research studies.

A. Enhancing Injury Prevention through Advanced Decision-
Making

The main contribution of the proposed IVBFP model
is to discuss four different criteria, including comfort level
(C 1 ), safety concern transfer rate and transferring posture
feeling Safety and Transfer Feelings (S&TF) analysis, lifetime
service life expectation (LE), real-time monitoring involving
quantifiable indices such as tilt angle-based pressure-releasing
assistance degree RATAPRAD using AIoT technology in a
vague environment. Wearable technologies have been increas-
ingly used in various sports, from soccer to ice and snow
sports. Influence wearables are also widely marketed (e.g.,
exercise tracking). However, impact-related devices are un-
provenTimely decisions about integrating wearable technology
remain crucial because an exposure increase may lead to
musculoskeletal injury risk ¡ 1%. [15].

Compared to traditional methods, this model improves de-
cision accuracy by 15% and uncertainty reduction by around:
12%. This study implies that the IVBFP can be established as
a rational and systematic framework for device selection com-
patible with athletes under harsh environmental constraints.

That advancement has direct consequences on injury pre-
vention. Such wearable technologies, which also have real-time
monitoring, allow coaches & trainers to observe an athlete’s
physiological and biomechanics parameters continuously. The
other obvious advantage of considering safety, comfort, and
autonomy, if available, is that it will help gauge earlier onset
signs for fatigue or overexertion, resulting in a reduced injury
risk [14]. Therefore, before a latent or minor problem becomes
acute and the individual gets injured, the IVBFP model helps
understand early risk factors, leading to interventions to avoid
injuries.

B. Technological Advancements in Wearable Devices

The IVBFP model is based on advancements in the field
of wearable devices as a whole. Today, innovations in sensor
technology and data analytics have changed how athletes’ per-
formance and health are tracked to provide more accurate, indi-
vidualized assessments. Wearable technologies, e.g., intelligent

fabrics and biosensors, can now measure real-time human
physiological signals such as HR (heart rate), SpO2 (oxygen
saturation), and even movements through accelerometers.

These developments mean wearable technologies that can
be designed to suit each sporting activity best. One example is
ice and snow sports: With athletes on unstable surfaces facing
extreme temperatures, choosing reliable devices to provide
real-time feedback becomes more important. As the IVBFP
model includes possibilities of subjective uncertainties like
comfort and athlete preference, it produces a more realistic
relevance of device selection than any other method.

The model might be put into practice to help spur innova-
tion, incentivizing the industry to build better wearables with
more tech in them and engineered around a common approach
that optimizes for athlete safety and performance. The final
IVBFP model can be expanded and is adaptable enough to
evaluate wearable technologies that have not been invented
yet. This ensures that technological progress stays true to the
primary goal of protecting athletes from injury and making
sure they are safe [11].

C. Practical Implications for Coaches, Trainers, and Athletes

The results of this study have immediate practical impli-
cations for coaches, trainers, and sports teams. By leveraging
the IVBFP model, these stakeholders can make more informed
decisions when selecting wearable devices for injury preven-
tion. The model’s ability to reduce uncertainty and provide a
balanced evaluation across multiple criteria allows sports teams
to prioritize devices that offer athletes the most significant
overall benefit while also considering factors like durability
and comfort [16].

In practice, coaches can use the model to tailor wearable
technology recommendations to individual athletes based on
their unique needs and performance conditions. For example,
a device that offers superior real-time monitoring capabilities
may be prioritized for athletes at greater risk of injury. In
contrast, devices that emphasize comfort and durability may
be more appropriate for athletes with long training hours in
extreme environments.

Additionally, the IVBFP model encourages a proactive
approach to injury prevention. By continuously monitoring
athletes’ physiological data through wearable devices, early
warning signs of potential injuries can be detected and ad-
dressed before they lead to more severe consequences. This
proactive monitoring aligns with current best practices in
sports medicine, which emphasize prevention over treatment,
particularly in high-risk sports like ice and snow athletics. [17]

D. Contribution to Injury Prevention Research

This study contributes to the growing body of research
on injury prevention in sports. While several studies have
explored wearable devices for injury prevention, few have
utilized a decision-making framework as sophisticated as the
IVBFP model. This work introduces a novel methodology
for selecting wearable gadgets customized to various sports
disciplines, integrating fuzzy logic and multi-criteria decision-
making (MCDM) methodologies.
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Moreover, the model’s ability to tackle ambiguity and
subjective preferences rectifies a notable shortcoming in the
literature since traditional decision-making models often fall
short. Applying fuzzy logic in the selection process enhances
the understanding of how wearable gadgets can reduce harm
risks. This contribution lays the groundwork for future research
aimed at improving decision-making models for the selection
of wearable technology in ice and snow sports, as well as
other high-risk athletic environments. At the same time, we
should also mention the following apparent drawbacks of the
IVBFP model:. This reliance on expert assessments introduces
a certain amount of bias, which, though minimized by fuzzy
logic, may affect the results. Further, the above model is only
specific to ice and snow sports. At the same time, it has not
been examined whether the model could be helpful for other
sports environments that have different surfaces and different
demands. It would also be necessary to advance the application
of the model to other settings, to integrate another automated
learning system with the expertise evaluation method, and to
address potential problems linked to scalability.

VI. CONCLUSION

This study proposes the Interval-Valued Bipolar Fuzzy
Programming (IVBFP) model as a practical decision-making
framework for selecting wearable devices in high-risk ice and
snow sports. The approach integrates fuzzy logic with multi-
criteria decision-making (MCDM) to mitigate uncertainty in
expert assessments. This results in a 15% enhancement in
judgment accuracy and a 12% reduction in uncertainty. The
findings, validated against actual and simulated data, indicate
that the IVBFP model can select safe, comfortable, and durable
wearable devices for athletic monitoring. This may mitigate
damage and enhance performance. The model’s scalability fa-
cilitates real-time measurement using athlete-worn devices, an
expanding sports coaching and training domain. This research
addresses a significant gap in sports injury prevention by offer-
ing a systematic and dependable method for assessing wear-
able devices under uncertain conditions. The IVBFP model
enhances decision-making approaches in sports by adding a
novel concept (IRG) and integrating it with previous game-
based models such as SE. It also establishes a foundation for
subsequent inquiries into enhancing physiological performance
in harsh environments.
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Abstract—Computer science and telecommunications tech-
nologies have been experiencing rapid advancements in recent
years to protect sensitive data or information from potential
harm, misuse, or destruction. By enhancing data security through
various methodologies and algorithms, data can be better pro-
tected against attacks that may compromise its confidentiality,
particularly in the case of text messages. Linear cipher is one
of the earliest forms of cryptographic systems which operates by
shifting letters that may not provide the highest level of security
but adds a layer of complexity to the initial encryption process.
Rivest-Shamir-Adleman algorithm represents a more advanced
and rigorous approach to encryption that resistant to more
sophisticated attacks. The Rivest-Shamir-Adleman algorithm uti-
lizes the mathematical properties of large prime numbers to
establish a secure communication channel. The combination of
both algorithms or hybrid algorithms employed for data security,
the security of text messages is significantly improved, ensuring
the confidentiality of the text messages during its transmission.
Hence, this research proposes two types of hybrid algorithms,
namely Gradatim LRSA and Optimized LRSA, which ensure
the confidentiality of the text message using encryption and
decryption processes. The results also show that the Optimized
LRSA performs with less computation compared to the Gradatim
LRSA.

Keywords—Confidentiality; data encryption; hybrid encryption;
linear cipher; RSA algorithm; Gradatim LRSA; Optimized LRSA

I. INTRODUCTION

Data security is the practice in protecting individual per-
sonal information from being unauthorized access, and mis-
used by unauthorized parties [1], [2], [3]. The personal in-
formation can be medical information, financial records, pass-
words, personal identification numbers and so on. If these data
breaches, it can severely damage an organization’s reputation
and erode individual trust as well as their stakeholders’ trust
[4], [5], [6]. As the result, it may cause the financial losses
and or result in legal penalties [7]. Therefore, the organi-
zations need to demonstrate their commitment in protecting
their customer data [8]. The act in protecting these data can
be encryption to ensure that the data remains confidential,
available and reliable [9], [10].

Linear cipher is a historical cipher. It is a mathematical
linear function with one-dimensional symmetrical encryption
which suppose can provide data confidentiality [11]. The
plaintext is in a linear relationship with the corresponding

ciphertext making easily identifiable patterns. Hence, making
them susceptible to decryption through frequency cryptanaly-
sis.

To date, the most widely used public key cryptosystem
is the Rivest-Shamir-Adleman (RSA) algorithm, which was
proposed by Ron Rivest, Adi Shamir, and Leonard Adleman
in 1976 [12]. The strength of the RSA algorithm is based on
the challenge of factoring large prime numbers to obtain the
private key. It is based on a simple number theoretic fact: it is
easy to multiply two large prime numbers, but it is extremely
difficult to factor their products [13]. As long as no efficient
method for factoring these large primes is discovered, the
security of the RSA algorithm remains intact.

The linear cipher is vulnerable to statistical attacks. There-
fore, pairing the linear cipher with the RSA algorithm can mit-
igate these vulnerabilities by introducing asymmetric encryp-
tion, which offers greater resistance to such attacks. Hence, this
research proposes two types of hybrid encryption method using
a linear cipher and RSA algorithm (LRSA) to conceal the text
messages. We denoted it as Gradatim LRSA and Optimized
LRSA. The significance of the proposed hybrid encryption
lies in its ability to mitigate the weaknesses of relying solely
on either encryption method. Even if the linear cipher is
compromised, the RSA algorithm provides an additional layer
of security in terms of confidentiality. The process begins with
linear cipher encoding the plaintext, the output will further
encrypt by RSA algorithm to produce the ciphertext. The
decryption process will decrypt the ciphertext using RSA, then
followed by the Linear cipher to reveal the final plaintext. The
difference is that the number of rounds in the calculation for
generating the ciphertext in the Optimized LRSA is fewer than
in the Gradatim LRSA.

The remainder of this paper is organized as follows: Section
II presents the literature review. The research design is shown
in Section III. Section IV introduces the proposed Gradatim
LRSA and Optimized LRSA. Section V demonstrates the
characters in numeric form. The simulation results are shown
in Section VI. Sections VII and VIII present the frequency
analysis and discussion, respectively. Finally, Section IX con-
cludes the paper.
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II. LITERATURE REVIEW

This section involves the analysis and synthesis of existing
research and publications on cryptography, confidentiality, lin-
ear cipher, and RSA algorithms. This review helps to identify
gaps in the literature and establish the significance of this
research.

A. Cryptography

Cryptography serves to ensure the privacy, integrity, and
accessibility of data for authorized users. Besides that, cryp-
tography is used to maintain the privacy and confidentiality
of data during transmission or storage. The common daily
activities which need the cryptography protection including
online banking, e-commerce transactions, and data security
[14].

Cryptography employs mathematical techniques or algo-
rithms for the data protection [15]. For example, encryption
and decryption techniques are utilized to uphold data confiden-
tiality. Encryption is a mathematical process that converts data
into unreadable ciphertext, while decryption is a mathematical
process to convert the ciphertext into original data.

B. Confidentiality

Maintaining the confidentiality of information holds a
critical and indispensable role in today’s digital era. It is a
practice of keeping information private and only sharing it with
authorized individuals [16]. Confidentiality is a fundamental
aspect of maintaining trust and privacy especially in the sectors
require professional relationship, such as finance, banking, law,
healthcare, and medicine.

Algorithms such as encryption and decryption are em-
ployed to achieve confidentiality of information [17]. In an-
cient times, historical ciphers like the linear cipher, Caesar
cipher, and hill cipher were commonly utilized to ensure
message confidentiality. These ciphers typically involve sim-
ple substitution or transposition techniques. These techniques
are breakable and require low computational power [11]. In
contrast, modern ciphers such as the Advanced Encryption
Standard, Trivium, and RSA algorithm offer a higher level
of security [18]. These ciphers use complex mathematical
algorithms in safeguarding confidential information.

C. Linear Cipher

Linear cipher is a historical cipher that using a linear
mathematical operation to encode the readable message into
ciphertext and decode ciphertext back to original readable
message. The linear cipher encoding process as shown in Eq.
(1) [11]. The secret keys are represented as a and b. “M”
represents the set space of message (m). The output is the
ciphertext c which is within the set space of M . The message
is multiplied by the key a, and the output is then added to
the key b. The final output is then taken modulus of the set
space M to generate the ciphertext. Noted that the key a must
coprime with M .

c = a ∗m+ b mod M, where c,m ∈M (1)

The linear cipher decoding process is shown in Eq. (2)
[11]. The ciphertext is multiplied by the inverse key a, and
the output is then subtracted by the key b. Therefore, the key
a must be relatively prime with M . The final output is then
taken modulo of the set space M to retrieve the message.

m = a−1(c− b) mod M, where c,m ∈M (2)

For example, suppose a message ‘B’ has a numeric value
is 1. The linear cipher secret keys are a = 5 and b = 10.
The message space M is equal to 27. Once the mesasge is
encoded using Eq. (1), the ciphertext value is calculated c =
(5 ∗ 1 + 10) mod 26 = 15. For the decoded process using Eq.
(2), the message value is calculated m = 5−1(15 − 10) mod
27 = 11(15− 10) mod 27 = 1.

1) Cryptanalysis Linear Cipher: The linear cipher relies
on a linear mathematical operation, such as multiplication and
addition to encode and decode the messages. Cryptanalysis of
a linear cipher involves breaking the encryption of a message
that has been encoded using a linear transformation.

In order to cryptanalyze the linear cipher, one can discover
the weaknesses of the linear cipher by examining potential
vulnerabilities within the key generation process or how the
ciphertext is produced [19]. Once the values of a and b are
compromised, we are able to decrypt the entire message.

Next, one may analyze ciphertext patterns, such that fre-
quency analysis or pattern recognition. Frequency analysis
involves analyzing the frequency of characters in the ciphertext
and comparing it to the frequency of characters in the language
of the message [11]. This may help determine the possible
mapping of characters in the ciphertext to characters in the
message. Then, we can form linear equations and determine
the key used for encryption. Once the secret keys are known,
the ciphertext can be decoded.

D. Rivest-Shamir-Adleman Algorithm

RSA algorithm is an asymmetric encryption scheme in the
field of cryptography [12]. It was invented in 1977 by Rivest,
Shamir, and Adleman. The algorithm uses a pair of keys which
known as public key and private key. The public key is used
for encryption and the private key is used for decryption. The
security of the encryption relies on the difficulty of factoring
large numbers. That numbers, we denoted it as p and q.

To generate the keys, one must choose two large prime
numbers, p and q. Next, calculate their product, which is used
as the modulus for encryption. We denote it as n. The public
key is derived from the modulus n and an exponent e. The
exponent, e, is chosen so that it is relatively prime to φ(n).
The private key is calculated using the Extended Euclidean
algorithm to find the private exponent, d, which is the modular
multiplicative inverse of e modulo φ(n).

The RSA encryption process is shown in Eq. (3) [12]. The
message is raised to the power of the public exponent, e, and
the result is taken modulo n.

c = me mod n, (3)
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The RSA decryption process is shown in Eq. (4) [12]. The
ciphertext is raised to the power of the private exponent, d,
and the result is taken modulo n.

m = cd mod n, (4)

For example, assume a message’s numeric value is 2. The
RSA two prime numbers are p = 11 and q = 13. The value
of n, φ(n) are calculated as follows: n = 11 ∗ 13 = 143,
φ(n) = 120. Let’s choose public key e = 7. To perform
message encryption using Eq. (3), the ciphertext value is
calculated as c = memodn = 27 mod 143 = 128. For
decryption of the ciphertext c = 128, the private key d is
needed, where d = e−1 mod φ(n) = 7−1 mod 120 = 103.
Using Eq. (4), the message value is calculated m = cd mod
n = 128103 mod 143 = 2.

E. Number Systems

Number systems are the system represent the numbers. For
instance, decimal number system, binary number system and
hexadecimal system [20]. The decimal number system or base-
10 system is the counting method that commonly used daily
counting scheme. It relies on ten symbols (digits), namely the
digits or numbers from 0 to 9. For instance, number 10 (2
digits), 100 (3 digits, 1000 (4 digits) and so on.

Binary number system is a calculation system that operates
with a base of 2. Each individual unit in the system is referred
to as a bit, which stands for binary digit. This number system
represents values using two distinct symbols: 0 and 1. For
example, the decimal number 4 is expressed as 100 three-
digit binary or 0100 in four-digit binary or 00100 in five-digit
binary. Noted, these leading 0s in binary do not alter the value.
There is way to convert binary to decimal. For example, a
binary of 10011. The conversion of binary to decimal is as
follows. 1∗24+0∗23+0∗22+1∗21+1∗20 = 16+0+0+2+1
= 19. However, a calculation needs to be performed for the
reverse conversion from decimal to binary. For instance, for
the decimal number 19, the digit is divided by 2, and the
remainder is recorded as follows:

• 19
2 = 9, remainder 1

• 9
2 = 4, remainder 1

• 4
2 = 2, remainder 0

• 2
2 = 1, remainder 0

• 1
2 = 0, remainder 1

Hence,the final binary value is 10011.

In contrast, the hexadecimal number system utilizes 16
unique symbols to represent numeric values, which include
the ten Arabic numerals (0-9) and six letters (A-F). In the
hexadecimal system, each position corresponds to a value from
0 to 15, where A represents 10, B represents 11, C represents
12, D represents 13, E represents 14, and F represents 15.
For example, the decimal number 18 is expressed as 12 in
hexadecimal. The conversion of hexadecimal to decimal, for
instance, a hexadecimal of 6D. The D is 13. The number
6 is calculated as 6 ∗ 161 + 13 ∗ 160 = 96. Hence, the

final result is 96 + 13 = 109. The reverse conversion, from
decimal to hexadecimal, is done by dividing the number by
16. For example, when converting the decimal number 109,
the number is divided by 16, and the remainder is recorded as
follows:

• 109
16 = 6, remainder 13

• 6
16 = 0, remainder 6

The digit 13 is D, hence, the hexadecimal for 109 is equivalent
to 6D.

III. RESEARCH DESIGN

Fig. 1 shows the research design. There are four major pro-
cesses which are proposing the LRSA models, then simulation
the encryption and decryption of the proposed LRSAs with the
the short messages, long message and result analysis. Firstly,
we proposed two types of LRSA which is Gradatim LRSA
and Optimized LRSA. Next, the experiment of encryption
and decryption the short message using the proposed LRSAs
to ensure the LRSAs is work in practice. By using LRSAs
to encrypt the message, we can get the ciphertext. We also
may obtain the message from the ciphertext by using the
decryption process of LRSAs. Secondly, the distribution of
the long message characters is counted. Next, the message is
encrypted using LRSAs, which resulting the ciphertext. One
will compare distributed histogram with the ciphertext.

Fig. 1. Research design.

IV. PROPOSED LRSA

In this section, we present two designs of LRSA, known as
Gradatim LRSA and Optimized LRSA. The Gradatim LRSA
performs encryption and decryption character by character. The
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Optimized LRSA has customized encryption and decryption
at the stage of the RSA algorithm. The proposed hybrid
encryption and decryption using the linear cipher and RSA
algorithm to address the vulnerability of the linear cipher. This
hybrid design allows for the implementation of more complex
and robust security solutions.

A. Gradatim LRSA

The proposed hybrid encryption method uses both sym-
metric and asymmetric algorithms. The symmetric algorithm
is a linear cipher, while the asymmetric algorithm is the RSA
algorithm. We denote it as Gradatim LRSA, which means that
the encryption and decryption processes are performed in a
gradual and orderly manner.

The proposed hybrid Gradatim encryption as shown in
Algorithm 1. By combining the linear cipher with the RSA
algorithm, the message is first encoded using the linear cipher
and then the resulting ciphertext is further encrypted using the
RSA algorithm. This double encryption process prevents the
detection of statistical patterns in the message.

Algorithm 1 Gradatim LRSA - Encryption Process

Require: Input: Message, mml.
1: Chooses the message space M .
2: Chooses the message m with the length of ml.
3: Selects secret keys, a and b, a must be coprime with M .
4: Selects two positive prime numbers, p and q, subjected p,

q > 2.
5: Calculates n = p ∗ q.
6: Calculates φ(n).
7: Chooses a positive integer e, where e is coprime with

φ(n).
8: for i← 1 to ml do
9: Calculates ciphertext, ci = (a ∗mi + b mod M)e mod

n.
10: end for
11: Output: Ciphertext, cml.

The proposed hybrid Gradatim decryption as shown in
Algorithm 2. The ciphertex is first decrypted using the RSA
algorithm and then the resulting output is further decoded using
the linear cipher.

Algorithm 2 Gradatim LRSA - Decryption Process

Require: Input: Ciphertext, cml.
1: Given cipertext, cml.
2: With existing secret keys, a and b.
3: Calculates private key, d = e−1 mod φ(n), gcd(d, e) = 1.
4: for i← 1 to ml do
5: Calculates message, mi = a−1 ∗ (cid mod n− b) mod

M .
6: end for
7: Output: Message, mml.

B. Optimized LRSA

The proposed a hybrid Optimized LRSA that uses a
symmetric linear cipher and an asymmetric RSA algorithm.
The modification occurs at the stage of the RSA algorithm,

as shown in Algorithm 3. The message is encoded using the
linear cipher. The resulting output is transformed into binary
and concatenated. If the length of the message is not an even
number, the string is padded with seven zeros. Noted it is the
character ‘A’ as shown in Table I. For every 14 bits, the data
is further encrypted with the RSA algorithm.

Algorithm 3 Optimized LRSA - Encryption Process

Require: Input: Message, mml.
1: Chooses the message space M .
2: Chooses the message m with the length of ml.
3: Selects secret keys, a and b, a must be coprime with M .
4: Selects two positive prime numbers, p and q, subjected p,

q > 2.
5: Calculates n = p ∗ q.
6: Calculates φ(n).
7: Chooses a positive integer e, where e is coprime with

φ(n).
8: for i← 1 to ml do
9: Calculates intermediate ciphertext, ki = (a ∗mi + b)

mod M .
10: end for
11: for i← 1 to ml do
12: Converts intermediate ciphertext, ki into binary.
13: end for
14: if ml is even number then
15: for i← 2 to ml do
16: Concatenates intermediate ciphertext, such that

ki||ki+1, we denoted it as Ki.
17: Convert Ki into decimal number, we denoted it as

Di.
18: Calculates ciphertext, ci = (Di)

e mod n.
19: end for
20: Output: Ciphertext, cml

2
.

21: else
22: Creates a temporary binary in such a way that kml+1

is 0000000. The decimal value is 0. The alphabet is A.
23: for i← 2 to ml + 1 do
24: Concatenates intermediate ciphertext, such that

ki||ki+1, we denoted it as Ki.
25: Convert Ki into decimal number, we denoted it as

Di.
26: Calculates ciphertext, ci = (Di)

e mod n.
27: end for
28: Output: Ciphertext, cml+1

2
.

29: end if

The proposed hybrid Optimized LRSA decryption is shown
in Algorithm 4. The ciphertext is first decrypted using the RSA
algorithm. The resulting output is transformed into binary and
divided into 7 bits per character. If the length of the message
is an odd number, the last 7 bits are discarded. Then, the bit
values are converted into decimal; these decimal values are
further decoded using the linear cipher.

V. NUMERIC CHARACTER

The character variable with letter or symbol or numeric
values is converted into a predefined set of rules numerical
value as shown in Table I. For example the alphabet ‘A’ is
equal to 0, ‘B’ is equal to 1, ‘C’ is equal to 2, and so on.
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Algorithm 4 Optimized LRSA - Decryption Process

Require: Input: Ciphertext, cml
2

or cml+1
2

.
1: With existing secret keys, a and b.
2: Calculates private key, d = e−1 mod φ(n), gcd(d, e)

= 1.
3: if Ciphertext is cml

2
then

4: for i← 1 to ml
2 do

5: Calculates intermediate ciphertext, Di = ci
d mod

n.
6: Converts Di into 14 bits binary, we denoted it as

Ki.
7: Splits the Ki into two 7 bits binary, such that

ki∗2−1 and ki∗2.
8: Converts ki∗2−1 and ki∗2 into decimal number, we

denoted it as D′
i∗2−1 and D′

i∗2 respectively.
9: Calculates the message, mi∗2−1 = a−1∗(D′

i∗2−1−
b) mod M .

10: Calculates the message, mi∗2 = a−1 ∗ (D′
i∗2 − b)

mod M .
11: end for
12: Output: Message, mml.
13: else
14: for i← 1 to ml+1

2 do
15: Calculates intermediate ciphertext, Di = ci

d mod
n.

16: Converts Di into 14 bits binary, we denoted it as
Ki.

17: Splits the Ki into two 7 bits binary, such that
ki∗2−1 and ki∗2.

18: Converts ki∗2−1 and ki∗2 into decimal number, we
denoted it as D′

i∗2−1 and D′
i∗2 respectively.

19: Calculates the message, mi∗2−1 = a−1∗(D′
i∗2−1−

b) mod M .
20: Calculates the message, mi∗2 = a−1 ∗ (D′

i∗2 − b)
mod M .

21: end for
22: Discarded mml+1.
23: Output: Message, mml.
24: end if

We have 26 upper and lower case letters each. There are ten
numbers, nice special characters as well as space. For space,
we denoted it as as ‘△’. Noted that this table can be enlarge
if needed, which means the set space of message M is not fix.

VI. SIMULATION RESULT

This section provides a comprehensive overview of the
simulation results obtained from the encryption and decryption
processes conducted for the proposed LRSA (Gradatim LRSA
and Optimized LRSA). The simulation involved processing
messages of both short and long lengths to assess how the
LRSA algorithm performs in encryption and decryption.

A. Gradatim LRSA - Encryption and Decryption

Section IV-A presents the Gradatim LRSA algorithm. Here,
we show two examinations of encryption and decryption
calculations. Both case studies have prime numbers for RSA,
with p = 31, q = 3 and the public exponent e equal to 7. The

TABLE I. NUMERIC THE ALPHABETS, NUMBERS AND SPECIAL
CHARACTERS

A 0 B 1 C 2 D 3 E 4 F 5

G 6 H 7 I 8 J 9 K 10 L 11

M 12 N 13 O 14 P 15 Q 16 R 17

S 18 T 19 U 20 V 21 W 22 X 23

Y 24 Z 25 a 26 b 27 c 28 d 29

e 30 f 31 g 32 h 33 i 34 j 35

k 36 l 37 m 38 n 39 o 40 p 41

q 42 r 43 s 44 t 45 u 46 v 47

w 48 x 49 y 50 z 51 0 52 1 53

2 54 3 55 4 56 5 57 6 58 7 59

8 60 9 61 ’ 62 ? 63 ! 64 . 65

△ 66 , 67 ; 68 @ 69 ” 70 : 71

private exponent d is the modular multiplicative inverse of e
mod (31− 1)(3− 1), resulting in 43.

1) Experiment - 1: Assume the message is only capital
letter, such that “COMPUTE”. Based on Table I, we know the
capital letter is from 0 until 25, therefore, the set space, M is
equal to 26. Lets, secret keys of linear cipher are a = 3 and
b = 10.

Table II shows the encryption of the text message “COM-
PUTE” using Gradatim LRSA. The ciphertext is in numeric
form, which is “70 0 80 48 9 54”, or in hexadecimal “46 00
50 30 09 36 34”.

TABLE II. GRADATIM LRSA ENCRYPTION “COMPUTE”

Message C O M P U T E

Numeric, m 2 14 12 15 20 19 4

m′ = (3 ∗ m + 10) mod 26 16 0 20 3 18 15 22

(m′)7mod 93 70 0 80 48 9 54 52

Ciphertext 70 0 80 48 9 54 52

Hexadecimal 46 00 50 30 09 36 34

Table III shows the decryption of the corresponding ci-
phertext “70 0 80 48 9 54 52” using Gradatim LRSA. The
ciphertext is decrypted using RSA algorithm together with
private key d, followed by linear cipher, (3−1∗c−10) mod 26.
It is noted that the inverse of 3 mod 26 is based on Extended
Euclidean algorithm, resulting in 9.

TABLE III. GRADATIM LRSA DECRYPTION CORRESPONDING
CIPHERTEXT OF “COMPUTE”

Ciphertext 70 0 80 48 9 54 52

c′ = c43mod 93 16 0 20 3 18 15 22

m = 9(c′ − 10) mod 26 2 14 12 15 20 19 4

Message C O M P U T E

Table III shows the decryption of the corresponding ci-
phertext “70 0 80 48 9 54 52” using LRSA. The ciphertext is
decrypted using RSA algorithm together with private key d,
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followed by linear cipher, (3−1 ∗ c− 10) mod 26. It is noted
that the inverse of 3 mod 26 is based on Extended Euclidean
algorithm, resulting in 9.

2) Experiment - 2: Assume the message is like a six
character of password, such that “C0!fe@”. The password is
the combination of upper case letter, lower case letter, number
and special character as shown in Table I. Therefore, the set
space, M is equal to 72. Lets, secret keys of linear cipher are
a = 5 and b = 10.

Table IV shows the encryption of the text message
“C0!fe@” using Gradatim LRSA. The ciphertext is in numeric
form, which is “80 60 75 42 70 67”, or in hexadecimal “50
3C 4B 2A 46 43”.

TABLE IV. GRADATIM LRSA ENCRYPTION “C0!FE@”

Message C 0 ! f e @

Numberic, m 2 52 64 31 30 69

m′ = 5 ∗ m + 10 mod 72 20 54 42 21 16 67

(m′)7 mod 93 80 60 75 42 70 67

Ciphertext 80 60 75 42 70 67

Hexadecimal 50 3C 4B 2A 46 43

Table V shows the decryption of the corresponding cipher-
text “80 60 75 42 70 67” using Gradatim LRSA. The ciphertext
is decrypted using the RSA algorithm together with private key
d, followed by linear cipher, (5−1 ∗c−10) mod 72. It is noted
that the inverse of 5 mod 72 is based on Extended Euclidean
algorithm, resulting in 29.

TABLE V. GRADATIM LRSA DECRYPTION CORRESPONDING
CIPHERTEXT OF “C0!FE@”

Ciphertext 80 60 75 42 70 67

c′ = c43 mod 93 20 54 42 21 16 67

m = 29(c′ − 10) mod 72 2 54 42 31 30 69

Message C 0 ! f e @

Table V shows the decryption of the corresponding cipher-
text “80 60 75 42 70 67” using Gradatim LRSA. The ciphertext
is decrypted using the RSA algorithm together with private key
d, followed by linear cipher, (5−1 ∗c−10) mod 72. It is noted
that the inverse of 5 mod 72 is based on Extended Euclidean
algorithm, resulting in 29.

B. Optimized LRSA - Encryption and Decryption

Section IV-B presents the Optimized LRSA algorithm.
Here, we show two examinations of encryption and decryption
calculations with the word of “COMPUTE” and “C0!fe@”
respectively. Both case studies have prime numbers for RSA,
with p = 127, q = 131 and the public exponent e equal to 19.
The private exponent d is the modular multiplicative inverse
of e mod (127− 1)(131− 1), resulting in 7759.

1) Experiment - 1: The experiment message is “COM-
PUTE”. Based on Table I, we know the capital letter is from 0
until 25, therefore, the set space, M is equal to 26. The secret
keys of linear cipher are a = 3 and b = 10.

Table VI shows the encryption of the text message “COM-
PUTE” using Optimized LRSA. The ciphertext is in numeric
form, which is “6541 7480 11085 4721”, or in hexadecimal
‘198D 1D38 2B4D 1271”.

Table VII shows the decryption of the corresponding ci-
phertext “6541 7480 11085 4721” using Optimized LRSA.
The ciphertext is decrypted using the RSA algorithm with the
private key (d), which is 7759. The decimal output is converted
into binary and further divided into 7 bits per character. Since
the number of characters is odd, the last 7 bits are discarded.
Next, the binary data is converted into decimal and decoded
using a linear cipher.

2) Experiment - 2: The experiment 2, the word is a
combination of upper case letter, lower case letter, number
and special character, which is “C0!fe@”. Therefore, the set
space, M is equal to 72 as shown in Table I. Lets, secret keys
of linear cipher are a = 5 and b = 10.

Table VIII shows the encryption of the text message
“C0!fe@” using Optimized LRSA. The ciphertext is in nu-
meric form, which is “15535 9394 1328”, or in hexadecimal
“3CAF 24B2 0530”.

Table IX shows the decryption of the corresponding ci-
phertext “15535 9394 1328” using Optimized LRSA. The
ciphertext is decrypted using the RSA algorithm along with
the private key (d), which is 7759. The decimal output is
then converted into binary and further divided into 7 bits per
character. Since the number of characters is even, all bits are
utilized. Next, the binary data is converted back into decimal
and encoded using a linear cipher, such that (5−1 ∗ c − 10)
mod 72. It should be noted that the inverse of 5 modulo 72,
calculated using the Extended Euclidean algorithm, is 29.

Table IX shows the decryption of the corresponding ci-
phertext “80 60 75 42 70 67” using LRSA. The ciphertext is
decrypted using RSA algorithm together with private key d,
followed by linear cipher, such that 5−1 ∗ c− 10 mod 72.

VII. FREQUENCY ANALYSIS

Frequency analysis is a technique used in cryptanalysis to
determine the frequency of characters in an encrypted text. By
analyzing the frequencies of letters in a message, cryptanalysts
can make educated guesses about the substitution cipher being
used to encrypt the text. The linear cipher is vulnerable to
frequency analysis. By determining which characters occur
most frequently in encrypted text, one may deduce the original
message and crack the code.

For the frequency experiment, the chosen text message con-
tains 129 characters. The message is: ‘The linear cipher relies
on a linear mathematical operation, such as multiplication and
addition to scramble and decode messages.’ The distribution
of character is shown in Fig. 2. The highest distribution is of
the space symbol (△), which appears 18 times, followed by
character ‘a’, which appears 14 times. The lowest distribution
is of the characters ‘T’, ‘b’, ‘g’, comma symbol, and the full
stop symbol, each of which appears once.

Lets examine if the text message is encoded using
linear cipher. The set space, M is equal to 72 and the
secret keys of linear cipher are a = 5 and b = 10.
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TABLE VI. OPTIMIZED LRSA ENCRYPTION “COMPUTE”

Message, m C O M P U T E

Numeric, m 2 14 12 15 20 19 4

k = (3 ∗ m + 10) mod 26 16 0 20 3 18 15 22

Binary, k 0010000 0000000 0010100 0000011 0010010 0001111 0010110

Concatenation, K 00100000000000 00101000000011 00100100001111 00101100000000*

Decimal, D 2048 2563 2304 2816

c = (D)19mod 16637 6541 7480 11085 4721

c in hexadecimal 198D 1D38 2B4D 1271

Notes: The underline binary is the concatenation for single character.

TABLE VII. OPTIMIZED LRSA DECRYPTION CORRESPONDING CIPHERTEXT OF “COMPUTE”

Ciphertext, c′ 6541 7480 11085 4721

D = c′7759mod 16637 2048 2563 2304 2816

Binary, K 00100000000000 00101000000011 00100100001111 00101100000000*

Splitting, k 0010000 0000000 0010100 0000011 0010010 0001111 0010110

c′ 16 0 20 3 18 15 22

m = 9(c′ − 10) mod 26 2 14 12 15 20 19 4

Message, m C O M P U T E

Notes: The underline binary is the leftover binary, it is discarded.

TABLE VIII. OPTIMIZED LRSA ENCRYPTION “C0!FE@”

Message, m C 0 ! f e @

Numberic, m 2 52 64 31 30 69

k = 5 ∗ m + 10 mod 72 20 54 42 21 16 67

Binary, k 0010100 0110110 0101010 0010101 0010000 1000011

Concatenation, K 00101000110110 01010100010101 00100001000011

Decimal, D 2614 5397 2115

c = (D)19 mod 16637 15535 9394 1328

c in hexadecimal 3CAF 24B2 0530

TABLE IX. OPTIMIZED LRSA DECRYPTION CORRESPONDING CIPHERTEXT OF “C0!FE@”

Ciphertext, c′ 15535 9394 1328

D = c′7759 mod 16637 2614 5397 2115

Binary, K 00101000110110 01010100010101 00100001000011

Splitting, k 0010100 0110110 0101010 0010101 0010000 1000011

c′ 20 54 42 21 16 67

m = 29(c′ − 10) mod 72 2 54 42 31 30 69

Message, m C 0 ! f e @

The ciphertext is: ‘hfQ0zk9Q;J0Gk:fQJ0JQzkQO0△90
;0zk9Q;J04;TfQ4;TkG;z0△:QJ;Tk△950OQGf0;O04YzTk:zkG;
Tk△ 90;9L0;LLkTk△ 90T△ 0OGJ;9BzQ0;9L0LQG△
LQ04Q OO;aQOv’. The distribution of character ciphertext
is shown in Fig. 3. The highest distribution is of the zero,
which appears 18 times, followed by semicolon symbol,
which appears 14 times. One can conclude that the zero is
the ciphertext for the character space symbol (△), while zero
is the ciphertext for the character ‘a’. Once, we know the
ciphertext with the corresponding character, we can form the

linear equations and find the secrect key a and b.

Next, we encrypt the text message using Gradatim LRSA
and Optimized LRSA respectively. For both simulations, the
set space M is equal to 72 and the secret keys of linear cipher
are a = 5 and b = 10. The different only the RSA algorithm
parameters.

For the Gradatim LRSA, the RSA two prime
numbers are p = 31, q = 3 and the public exponent
e equal to 7. The ciphertext is in hexadecimal form:
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Fig. 2. Message frequency analysis.

Fig. 3. Linear ciphertext frequency analysis.

‘421F464912243D464448490624291F4648494846122446324
94E3D49444912243D464448493844071F4638440724064412
494E2946484407244E3D39493203061F49443249380312422
4291224064407244E3D49443D2C49442C2C2407244E3D490
74E49320648443801124649443D2C492C46064E2C46493846
3232441A463208’.

For the Optimized LRSA, the RSA two prime numbers
are p = 127, q = 131 and the public exponent e
equal to 19. The ciphertext is in hexadecimal form:
‘037D03B33D7F0B202271252B261F05B319C20A913D7F2A
F111CB23E738CA3D7F0B2022713F6D15CF05D330130C45
09962A13385FZBCE15CF04D0222A18341DE9033638240B8
A22D4261F3D7F09960C452731033600A1033635AA32F704
D032A90F1706FC2C4507E4364736D6303F1DC02386137B2
3863F6D2AF1382433E212D0’.

Based on the ciphertext generated using Gradatim LRSA
and Optimized LRSA, one may not be able to form the
frequency distribution as the output ciphertext exceeds the
numeric values presented in Table I. For example, when
encrypting the character ‘o’ using Gradatim LRSA, the ci-
phertext value is 78. Therefore, we provide the ciphertext
in hexadecimal form. This also indicates that both Gradatim
LRSA and Optimized LRSA are not vulnerable to frequency
attacks.

VIII. DISCUSSION

Algorithms for encryption and decryption may protect
data confidentiality. Encryption scrambles the message into
unreadable ciphertext, while decryption is the reverse process
of encryption. The proposed Gradatim LRSA and Optimized
LRSA include both algorithms for encryption and decryption,
as shown in Algorithms 1, 2, 3, and 4, respectively. The exper-
iments in Section III demonstrate that both models effectively
perform encryption and decryption.

Based on Table IV and Table VIII, the number of calcu-
lations for the second layer of the RSA algorithm shows that
the Optimized LRSA is less than the Gradatim LRSA. If the
length of the message is ml, the Gradatim LRSA must perform
ml operations for the first layer of encryption (linear cipher)
and ml operations for the second layer of encryption (RSA
algorithm). However, for the Optimized LRSA, the number
of calculations is only ml for the first layer (linear cipher)
and ml

2 for the second layer (RSA algorithm). However, if
the ml is a odd number, the Optimized LRSA will perform
ml+1

2 operations for the second layer encryption. This shows
that Optimized LRSA executes faster compared to Gradatim
LRSA.

The linear cipher employs a linear mathematical operation
to encode a message into unreadable ciphertext, with the
frequency of characters in the message remaining the same
in the ciphertext but with different characters. Based on the
analysis in Section VII, showing that linear cipher is vulnerable
to frequency analysis attacks. Hence, the proposed the hybrid
encryption method using the linear cipher and RSA algorithm
can resist the frequency attacks.

IX. CONCLUSION AND FUTURE WORK

In conclusion, this research proposed a secure hybrid
encryption method method that combines the strength of a
linear cipher with the robust security of the RSA algorithm
making it significantly more difficult for attackers to break
the encryption. We name it as LRSA. We proposed models:
Gradatim LRSA and Optimized LRSA. Optimized LRSA
executes fewer rounds compared to Gradatim LRSA. However,
both LRSAs can encrypt the message using secret keys from
a linear cipher and public keys from the RSA algorithm.
The encrypted output is the ciphertext. The LRSAs are also
capable of decrypting the ciphertext and recovering the original
message without compromising its security.

Existing linear cipher is vulnerable to the frequency attacks
where the attackers are able to decipher the messages based on
the frequency of occurrence of the characters in the ciphertext.
But, the proposed LRSAs are resistance to the frequency
attacks. As the proposed LSRAs add an addition layer of
complexity to the encryption process, which is RSA algo-
rithm. Hence, LRSAs provide a comprehensive and effective
encryption solution that prioritizes the security for protecting
sensitive information across different applications. The hybrid
encryption method ensure the confidentiality of the messages
only available for the authorize parties.

As for the nature of the linear cipher, which only allows
for the encryption and decryption of English characters, this
presents a major limitation of the proposed design. Therefore,
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as future work, one plan is to explore hybrid encryption and
decryption methods that can accommodate a broader range of
languages, such as Mandarin, Jawi, and Japanese. This work
may create a more universal encryption solution that meets the
needs of multilingual users.
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Abstract—Collaborative freight transportation plays a crucial
role for Logistic Service Providers (LSPs) seeking to enhance
profitability and service quality, yet it faces challenges at strate-
gic, operational, and technical levels. Digital transformation
creates opportunities to overcome these hurdles by extending
collaboration beyond physical logistics to encompass information
management and digital transformation. Enterprise Architecture
Frameworks (EAFs) offer promising solutions by providing a
holistic view of various levels within such ecosystems and ensuring
alignment between information systems and strategic objectives.
However, selecting the right EAF is a complex and critical step.
This study introduces an innovative approach for selecting an En-
terprise Architecture (EA) framework to support the development
of a collaborative freight transportation platform. It emphasizes
the importance of adopting a systematic EA methodology in the
digitalization of the freight transportation sector. The decision-
making process integrates established techniques such as the
Analytic Hierarchy Process (AHP) and the Fuzzy Technique for
Order of Preference by Similarity to Ideal Solution (F-TOPSIS).
Applied to a case study involving a Moroccan logistics company,
the approach demonstrates effectiveness in framework selection.
The study’s findings underscore the method’s significance as a
valuable tool for organizations embarking on digital transforma-
tion through EA, offering adaptability across diverse industries
and contexts.

Keywords—Digital transformation; freight transportation; en-
terprise architecture; multi-criteria decision-making; analytic hier-
archy process; fuzzy technique for order of preference by similarity
to ideal solution

I. INTRODUCTION

In the evolving landscape of freight transportation, digital
transformation is fueled by advancements in Information and
Communication Technologies (ICT) and a growing demand
for more efficient and sustainable logistics operations [1], [2],
[3]. This work is motivated by the imperative to introduce
a decision-making method for the meticulous selection of a
fitting Enterprise Architecture (EA) framework essential for
underpinning the development of a collaborative freight trans-
portation platform. The proposed method integrates two well-
known multicriteria decision-making techniques: the Analytic
Hierarchy Process (AHP) and the Fuzzy Technique for Order
of Preference by Similarity to Ideal Solution (F-TOPSIS).
The overarching goal is to aid organizations in the evaluation
and ranking of candidate EA frameworks, considering diverse

criteria such as functionality, interoperability, scalability, and
adaptability.

At the heart of this endeavor lies the challenge of striking a
delicate balance amid the conflicting requirements of diverse
stakeholders, including IT managers, business analysts, and
end-users, in the meticulous selection of an apt EA framework.
Moreover, the selection process involves a multitude of criteria
often shrouded in subjectivity and resistant to quantification.
To surmount these challenges, the authors advocate for a
group decision-making approach that actively involves various
stakeholders in the selection process. This approach employs a
nuanced blend of quantitative and qualitative methods to assess
and rank candidate EA frameworks.

The primary contributions of this work are twofold. Firstly,
the proposed decision-making method integrates AHP and F-
TOPSIS techniques for selecting a suitable EA framework
for a collaborative freight transportation platform. Secondly,
the application of this method to a case study involving a
Moroccan logistics company demonstrates its effectiveness in
selecting an appropriate EA framework. The findings from
this work can provide valuable insights for other organizations
seeking to drive digital transformation through EA.

In the realm of collaborative freight transport, a strategic
approach employed by logistics service providers (LSPs) to
enhance profitability and service quality, various challenges
hinder its effectiveness. These challenges encompass diffi-
culties in finding suitable partners, establishing fair gain-
sharing mechanisms, and fostering trust in resource sharing
[4]. Simultaneously, the imperative for companies to undertake
digital transformation projects to align with innovation trends
adds complexity. LSPs are compelled to extend collaboration
beyond physical flow, managing information and undergoing
digital transformation, further complicating alignment among
strategies, business, and systems for multi-stakeholders.

Enterprise architecture frameworks (EAFs) play a pivotal
role in addressing such complexity, offering a holistic view
of the system and aligning information systems with strategic
and business requirements. However, selecting the appropriate
EAF is a challenging task due to the plethora of frameworks
available, each with its strengths and weaknesses. Existing
works on EAF selection often lack specificity to concrete
contexts and needs, either proposing abstract evaluation models
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or performing global EAF comparisons. This paper addresses
these gaps by evaluating EAFs in the context of designing an
ongoing digital platform for collaborative freight transportation
(DCRFT).

The methodology involves a hybrid Multi-criteria Group
Decision Making approach, comprising two phases. In the
first phase, criteria are identified through a literature review
enriched by expert interviews, and the Analytic Hierarchy
Process (AHP) is employed to determine their importance
weights. In the second phase, Fuzzy Technique for Order of
Preference by Similarity to Ideal Solution (F-TOPSIS) is used
to rank the EAF alternatives. Fuzzy set theory is adopted to
overcome ambiguity stemming from subjective judgments and
incomplete information among decision-makers [5]. Through-
out both phases, group decision aggregation techniques are
applied and illustrated. The comprehensive approach presented
in this work stands as a valuable resource for organizations
navigating the intricate landscape of digital transformation in
collaborative freight transportation.

The remainder of this paper is organized as follows: Section
II introduces the background of Multi-Criteria Decision Mak-
ing (MCDM) and Enterprise Architecture Framework. Section
III provides a literature review related to EAF evaluations. Sec-
tion IV presents the AHP and F-TOPSIS method, describing
the procedural steps of the proposed approach. The results of
the case study are discussed in Section V. Section VI presents
a sensitivity analysis. Finally, Section VII concludes the article
and sheds light on future works.

II. BACKGROUND

In this section, an in-depth examination of the Enterprise
Architecture Framework unfolds, revealing its fundamental
principles and practical applications. The focus then shifts to-
wards exploring Digitalizing Freight Transportation: Strategic
Solutions with Enterprise Architecture, where the transforma-
tive influence of digital technologies on logistics and supply
chain management takes center stage. To conclude, attention
is directed to the concept of Multi-Criteria Decision Making
(MCDM), shedding light on its pertinence within the realm of
Driving Digital Transformation in Freight Transportation. Col-
lectively, these sections foster a comprehensive understanding
of the study’s foundational components, laying the groundwork
for a nuanced exploration of their intricate interconnections
and implications within the dynamic landscape of freight
transportation.

A. Enterprise Architecture Framework

Zachman [6] defines architecture as a set of design el-
ements essential for outlining an object to meet quality
requirements and ensure maintenance throughout its utility
period. It involves tools for understanding the current state and
aiming for a better future state. Enterprise Architecture (EA)
provides a holistic organizational view, distinct from technical
architecture, and addresses stakeholder concerns [7].

EA acts as a strategic tool, assisting organizations in
defining their current (As-is) and desired future (To-be) states
regarding infrastructures, processes, and digital capabilities. It
aligns strategic and business levels with operational and system
implementations, crucial in the current digital landscape for

guiding organizational change and facilitating digital transfor-
mation [8].

In turbulent environments, sustained competitive advan-
tages require organizational flexibility and resilience [9]. EA
can support adaptive capacities and facilitate the progression
to higher-level capabilities by re-conceptualizing itself through
an enterprise’s ecological adaptation perspective.

Moreover, EA provides governance encompassing IT prin-
ciples, architecture, investment management, and planned strat-
egy, closely tied to organizational business values, yielding
benefits in visibility, productivity, and efficiency of business
processes and information systems [10].

Numerous studies have linked various advantages to the
implementation of enterprise architecture. In a literature review
conducted by [11], success factors and benefits of enter-
prise architecture were identified. These include heightened
responsiveness and flexibility to change, enhanced alignment
between the business model and IT, reduced IT costs, opti-
mized utilization of IT resources, improved risk management,
enhanced integration/interoperability, more favorable outcomes
from business and strategic initiatives, refined business pro-
cesses, and diminished complexity in IT. Notably, these effects
are typically indirect, pervasive throughout the entire enter-
prise, and accrue over an extended period.

B. Digitalizing Freight Transportation: Strategic Solutions
with Enterprise Architecture

In the logistics and supply chain management domain,
Freight Transportation entails the movement of goods across
diverse modes like trucks, trains, ships, and planes [12]. Mode
selection considers factors such as distance, urgency, and the
nature of goods. Efficient freight transportation is pivotal for
seamless goods flow within the supply chain, a critical aspect
of the broader logistics network. Driving Digital Transfor-
mation in Freight Transportation involves leveraging techno-
logical advancements for enhanced efficiency, transparency,
and overall effectiveness [13]. This encompasses integrating
digital tools, data analytics, and automation to optimize routes,
manage inventory, and streamline communication in the freight
transportation ecosystem.

The road freight transport sector is witnessing substantial
economic growth, playing a crucial role in modern economies
and influencing global competitiveness. The surge in e-
commerce and globalization has heightened transport demands,
urging companies in various modes to enhance associated
services. This dynamic presents persistent challenges for road
freight transport trucks. Economically, operators must optimize
efficiency to maximize profits and minimize empty trips.
Environmentally, efforts are required to reduce CO2 emissions,
mitigate road congestion, and curb noise pollution. Socially,
enhancing accessibility and physical mobility is essential for
improving the quality of life for logistics workers and the
global population [14], [15], [16], [17].

Trucking companies are compelled to align with “Industry
4.0,” emphasizing digital manufacturing and high-level au-
tomation [18]. Information exchange and integration of the
intelligent logistics chain are critical, with information flow
management central in data-driven transportation operations.
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In this evolving context, freight transportation demands novel
organizational and technological approaches for effective man-
agement and adaptation to digital changes [19].

Digital platforms offer productivity in implementing col-
laborative and intelligent environments, transforming organiza-
tional business models through partner discovery, accelerated
information sharing, optimization, and tracking of logistical
operations [20], [21]. This transition poses technological, or-
ganizational, and strategic challenges, requiring a comprehen-
sive methodology. “Enterprise Architecture” (EA) serves as a
crucial tool, offering a holistic view of the organization while
ensuring alignment between strategic objectives and technical
solutions.

In this evolving freight transportation landscape, select-
ing a tailored Enterprise Architecture Framework (EAF) is
paramount. Beyond immediate challenges, the chosen EAF
should provide a roadmap for navigating digital transforma-
tion, addressing operational complexities and ensuring seam-
less integration of innovative technologies, efficient processes,
and strategic objectives. This approach steers the transforma-
tion towards a more agile and responsive freight transportation
ecosystem.

C. Multi-Criteria Decision Making (MCDM)

Within the realm of Multi-Criteria Decision Making
(MCDM), its application extends beyond traditional problem-
solving domains, finding relevance in the context of Driving
Digital Transformation in Freight Transportation. MCDM, as
a sophisticated evaluation process, serves as a valuable tool for
decision-makers facing the intricate challenges of adopting and
implementing digital technologies in the freight transportation
sector. The inherent complexity of this industry, marked by di-
verse operational facets and evolving technological landscapes,
makes MCDM an ideal approach for navigating the intricacies
of decision-making.

In the realm of freight transportation, where uncertainties
and risks are inherent, MCDM proves to be an essential
mechanism for evaluating digital transformation strategies. By
integrating both qualitative and quantitative criteria, decision-
makers can systematically assess and compare various alterna-
tives in selecting an Enterprise Architecture Framework (EAF).
The decision-maker’s active role in expressing preferences and
values aligns with the dynamic nature of the freight trans-
portation ecosystem, ensuring that the chosen EAF is not only
technologically adept but also aligns with the organization’s
strategic objectives.

The study conducted by Zavadskas et al. [22] further
emphasizes the versatility of MCDM as a structuring tool,
providing a systematic method for solving complex problems.
As witnessed in various sectors such as project management,
urban planning, and supplier selection, MCDM’s robust frame-
work for decision-making proves to be adaptable to diverse
contexts. In the freight transportation industry, where the
stakes are high and the need for informed decision-making
paramount, MCDM emerges as a strategic ally in navigating
the digital transformation landscape. By incorporating MCDM
principles, decision-makers can ensure that the selected Enter-
prise Architecture Framework aligns cohesively with the mul-

tifaceted demands of the industry, contributing to a seamless
and effective digital evolution in freight transportation.

The application of Multi-Criteria Decision-Making
(MCDM) methodologies, such as AHP and TOPSIS,
has proven effective in various technological contexts
beyond freight transportation. Recent research has utilized
these methods for selecting tools in chatbot development,
considering factors like scalability, performance, and
maintainability [23]. Similarly, another study applied MCDM
techniques to evaluate cross-platform mobile development
frameworks, addressing complex decision-making scenarios
involving conflicting criteria [24]. These examples highlight
the adaptability and utility of MCDM approaches in supporting
strategic decision-making across diverse domains.

Building upon earlier applications of MCDM method-
ologies in freight transportation, recent advancements have
extended their utility to simulation-based analytics frameworks
and the evaluation of AI-driven tools for predictive and
prescriptive decision-making [25]. These methods, including
hybrid Intuitionistic Fuzzy-AHP approaches, enable logistics
companies to optimize their operations by leveraging real-time
data and advanced analytical capabilities. Such integrations
facilitate the selection of solutions tailored to complex require-
ments, bridging traditional decision-making processes with AI-
enhanced logistics systems [25].

III. RELATED WORKS

Recently, Organizations use EA to maximize their orga-
nizational, business and IT project value. It brings multitude
benefits over time, from abstract aspect such business–IT
alignment and decision-making improvement to measurable
advantage such as reducing costs [26], [27]. Now with the
continuous and unpredictable market change, EA is needed
more than ever.

It has the potential to orchestrate business and digital
transformations of an organization in order to act efficiently
in the new market environment [28].

However, during the last decades many EA frameworks are
developed, which makes the selection of suitable frameworks
a difficult decision task. Several works in literature focus on
evaluating or comparing some well-known EAF in general
basis [29], [30]. Some of them evaluate EAFs on the main
architectural components such Metamodel, principles, views
and specification documents [31], [32], [33], while others
establish comparison based on quality attribute or practice
criteria [34], [35], [36], [37], [38]. Table I presents a list of
these works. It mentions the studied EAFs, the application
domain, and whether the author used process MCDM.

As shown in the Table I, there is a limited collection
of popular frameworks chosen by the authors. It is observed
also that few studies use MCDM methods to select EAFS.
In addition, there is a lack of studies that focus on EAFs
comparison according to digital transformation issues.

Moreover, during the literature review we have identified a
list of the most chosen criteria that may be useful to compare
and select EAFs. Table II presents our classification of these
criteria as well as papers that cover them.
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TABLE I. EAFS COMPARISON WORKS

Paper Compared Frameworks With Selection Process Use of MCDM Method Application Domain
[39] ZF, TEAF, TOGAF, and DODAF Yes X Energy
[40] ZF, FEAF, TOGAF, SAGA, GEA, MFCNO Public organization
[36] ZF, TOGAF, FEAF, DoDAF, and Gartner Yes General
[33] ZF, TOGAF, TEAF, FEAF, DoDAF General
[41] ZF, ARIS General
[31] DoDAF, GERAM, FEAF, TOGAF, IAF, MIT, Gartner, DYA General
[32] ZF, TOGAF, FEAF, DoDAF, TEAF Yes General
[34] ZF, TOGAF, FEAF, DODAF, EAP Yes General
[38] ZF, TEAF, LTGAF, DoDAF, FEAF General
[42] ZF, TOGAF, FEAF Yes X Education
[35] ZF, TOGAF, MODAF, NAF, DODAF, UAF, FEAF Yes General
[43] TOGAF, Zachman, MODAF, FEAF, DoDAF, NAF Yes General
[37] Zachman, TOGAF, DODAF, Gartner, Yes General

EAP, FEAF, TEAF, LTGAF, GERAM, E2AF
[44] TOGAF, FEA, Gartner, EAP, DoDAF General

TABLE II. CLASSIFICATION OF CRITERIA TAKEN FROM LITERATURE

Criteria Subcriteria Papers
Modeling Meta model/Reference model [34], [32], [35], [43], [45], [46]

Procedure model [39], [34], [32], [33],[43], [45], [46]
Modeling technique/Modeling languages openness/Standardization [39], [34], [32], [35], [38], [43], [47]
Viewpoint [33], [37], [45], [48]

Technical Quality Alignment [29], [30], [37], [38], [42], [43], [45], [48]
Integrity [29], [30], [32], [38], [43], [49]
Reusability [39], [30], [38], [43]
Security [30], [38], [43]
Scalability [39], [30], [38], [42], [43]
Reliability [29], [30], [38]
Efficiency [29], [32], [38], [42]
Adaptability [34], [30], [42]

Functional Quality Business drivers [30], [32], [42], [46]
Business requirements [32], [43], [48]
Architecture knowledge base [32], [47], [49]

Concepts Artifacts [37], [48]
Governance [34], [32], [37], [43], [45], [46], [48]
Repository [37], [43], [48]
Strategy [37], [43], [48]

Usability Taxonomy [34], [32], [33], [37], [46], [48]
Principles practice [34], [32], [46]
Understandability from different stakeholders’ viewpoints [32], [33]
Ease of use [39], [34], [30], [32], [33], [35], [42], [46]
Architecture Definition and Understanding [34], [29], [30], [33], [35], [42], [46]
Architecture guidelines/documentation [33], [39], [30], [32], [37], [43], [46], [47], [48]

Technology trends Cloud [50]
Mobile IT and IoT [50]

Due to the diverse requirements and specifications inherent
in various sectors, each use case necessitates a tailored Enter-
prise Architecture Framework (EAF) that aligns precisely with
its unique needs and objectives [51]. Consequently, this article
employs advanced Multi-Criteria Decision-Making (MCDM)
methods to discern the most suitable EAF for crafting a digital
and versatile platform that fosters collaboration in freight trans-
portation (DCRFT). To address this complex system within
the realm of digital transformation projects, we advocate for
a group decision method, integrating the Analytical Hierarchy
Process (AHP) and the Fuzzy Technique for Order Preference
by Similarity to Ideal Solution (FTOPSIS). This approach aims
to meticulously select an EAF that not only describes but also
effectively designs the intricate aspects of the system.

IV. METHODOLOGY

This paper uses two stages method AHP and F-TOPSIS
as detailed below (Fig. 1). Firstly, we defined fourteen sub-
criteria through a literature review enriched by the opinions
of four experts. Similarly, four popular EAF were chosen as
alternatives to compare. Thereafter, AHP is used to determine

the importance weights of criteria. Further, these weights are
used in the ranking process based on F-TOPSIS algorithm. The
process uses a group decision techniques and fuzzy set theory
to overcome the ambiguity due to subjective and imprecise
judgments among the decision-makers participating in the
evaluation. Fig. 1 illustrates the steps of the two process
phases.

A. Problem Definition

This work is an integral part of an ongoing project aimed
at developing a digital and versatile platform designed to
support collaborative efforts in the transportation of goods. The
platform’s distinguishing feature is its polymorphic capacity,
accommodating a wide range of collaboration forms involving
various actors, approaches, rules, and objectives.

Designing a digital project with such richness in terms of
complexities necessitates the use of an enterprise architecture
framework (EAF). Given the considerable number of available
EAFs and the various factors influencing their selection, we
have opted to initially employ a Multiple Criteria Decision-
Making (MCDM) method. This approach will guide us in
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Define the problem and the evaluation objectives.
Construct Groups of decision makers (GDS1, GDS2).
Alternatives determination (Popular EAF from Literature review).

Criteria identification (Hierarchical structure) Identification from literature review enriched by opinionsof
GDS1

Criteria pair comparison during GDS1 meeting

GDS1: Group decision for the first stage composed of
academics and logistics experts.
GDS2: Group decision for the second stage composed of
Enterprise Architects andmanagers

Derive criteriaweights

Stage 1: AHP technique

Stage 2: Fuzzy TOPSIS technique

Rating alternativeby GDS2 members

Construct the normalized fuzzydecision matrix

Determine the fuzzy positive and negativeideal solutions.

Calculate the finalrank of alternatives

Final decision

CR < 0.1

No

Yes

Fig. 1. Proposed integrated methodology for enterprise architecture framework selection.

systematically evaluating and selecting the most appropriate
framework to meet the specific requirements of this project.

B. Phase 1: AHP Analytic Hierarchy Process

The Analytic Hierarchy Process (AHP) [52] stands out as
one of the most extensively utilized MCDM methods. This
method empowers decision makers to break down a complex
problem into a more manageable hierarchical structure with a
minimum of three levels: the problem objective at the top level,
criteria and sub-criteria at the middle level, and alternatives at
the bottom level.

Within this process, prioritization of criteria occurs, and
each alternative is assigned scores based on these criteria.
This evaluation is conducted through pairwise comparisons,
employing a predefined Saaty scale (Table III) [53], with a si-
multaneous check for the consistency of judgments. Ultimately,
a weighted score is computed for each alternative, providing
a comprehensive and informed basis for decision-making.

TABLE III. SAATY SCALE [53]

Definition Intensity of importance
Equally important 1
Moderately more important 3
Strongly more important 5
Very strong more important 7
Extremely more important 9
Intermediate more important 2, 4, 6, 8

In this study we have applied AHP only to establish criteria
importance weights. The process steps are described below:

Step 1: Considering a set of criteria C = {Ci/i =
1, 2, 3 . . . n}, we define the matrix M(n × n) as result of a
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TABLE IV. RANDOM INDEX

n 3 4 5 6 7 8 9 11 12 13 14 15
RI 0.52 1.88 1.11 1.25 1.34 1.40 1.48 1.51 1.53 1.55 1.57 1.58

paire-wise comparison for each criterion.

M =

x11 · · · x1n

...
. . .

...
xn1 · · · xnn

 , xii = 1, xji =
1

xij
, xij ̸= 0

(1)

Step 2: calculate the priority vectors and drive Coherence
Index (CI) as well as the Coherence Ratio (CR):

CI =
λmax − n

n− 1
(2)

where λmax is the largest Eigen value.

CR =
CI

RI
(3)

Where RI (Random Index) is a value that depends on the
number of criteria as illustrated in Table IV.

Step 3: If the Consistency Ratio is less than or equal to
10% establish the criteria weight importance Else back to step
1 and review the paire wise comparison.

C. Phase 2: Fuzzy TOPSIS

TOPSIS stands out as a well-established and widely ap-
plied Multiple Criteria Decision-Making (MCDM) method.
Its popularity arises from its user-friendly interface, rapid
alternative evaluation process, low mathematical complexity,
and adaptability for seamless integration with other methods.
The computational process of TOPSIS is designed to identify
an optimal solution that minimizes the distance to the positive
ideal solution (PIS) and maximizes the separation from the
negative ideal solution (NIS). The PIS represents a solution
composed of the best weights assigned to the criteria, while
the NIS is a solution obtained by aggregating the worst values
assigned to the criteria [54].

Nevertheless, in many real-world decision problems, the
expressions of individuals’ opinions often manifest in linguistic
terms, introducing vagueness and subjectivity. Consequently,
the precision of criteria weights and evaluations for given
alternatives becomes challenging. To address imprecise judg-
ments, the MCDM method incorporates a fuzzy theory concept
introduced in [55]. In fuzzy theory, instead of assigning a
binary “totally true” or “totally false” value to an imprecise
decision, a degree of membership is assigned. This degree
of membership is typically represented by the interval [0, 1],
where 0 signifies “totally false,” 1 denotes “totally true,” and
the intervening values refer to intermediate degrees of truth.
In this paper, we utilized the triangular fuzzy number (TFN),
defined by the triplet (a, b, c), where a and c are successively
the lower and upper bounds, and b is the center where the
value is 1 (refer to Fig. 2).

Fig. 3 present the membership function of linguistic terms
and Table V shows their correspondence on triangular fuzzy
numbers.

Fig. 2. Triangular fuzzy number.

Fig. 3. Membership functions of linguistic terms.

µA(x; a, b, c) =


0, x ≤ a
x−a
b−a , a ≤ x ≤ b
c−x
c−b , b ≤ x ≤ c

0, c ≤ x

(4)

TABLE V. LINGUISTIC VALUES AND CORRESPONDING FUZZY NUMBERS

Linguistic variables Corresponding Fuzzy numbers
Very low (0,0,0.2)
Low (0,0.2,0.4)
Medium (0.2,0.4,0.6)
High (0.4,0.6,0.8)
Very high (0.6,0.8,1)
Excellent (0.8,1,1)

Considering E the set benefit criteria (greater value is
better) and F set of cost criteria (lower value is better) and
let W = (w1, w2, . . . , wn) be the vector of criteria weights
concluded from phase 1. The steps of TOPSIS process are as
follows [56]:

Step 1: Considering K DMs, define K fuzzy decision
matrix Xk =

(
xk
ij

)
, where xk

ij is TFN that represent the rating
assigned to alternative i for criterion j by decision maker k.

Therefore, the rating of alternatives with respect to each cri-
terion can be calculated as xij = 1

K

(
x1
ij + x2

ij + · · ·+ xK
ij

)
.

Each xk
ij is defined by triplet

(
axij , bxij , cxij

)
.

Step 2: By using linear normalization, we build the nor-
malized fuzzy decision matrix N = (nij) as below

nij =


(

axij

maxi cxij
,

bxij

maxi cxij
,

cxij

maxi cxij

)
si j ∈ E(

mini axij

cxij
,
mini axij

bxij
,
mini axij

axij

)
si j ∈ F

(5)

Step 3: The weighted normalized fuzzy matrix V is
calculated by multiplying the columns of the normalized fuzzy
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decision matrix N and the correspondent weights wj ∈ R
satisfying

∑n
j=1 wj = 1. V = (vij)

Where vij = nij · wj =
(
anij

, bnij
, cnij

)
· wj =(

anij
· wj , bnij

· wj , cnij
· wj

)
Step 4: Deduce the fuzzy positive and negative ideal

solution as follows:

PIS =
(
v+1 , v

+
2 , . . . , v

+
n

)
(6)

NIS =
(
v−1 , v

−
2 , . . . , v

−
n

)
(7)

Where v+j = maxi vij and v−j = mini vij

Step 5: determine the distances of each alternative Ai from
PIS and NIS

d+i =

n∑
j=1

dd
(
vij , v

+
j

)
(8)

d−i =

n∑
j=1

dd
(
vij , v

−
j

)
(9)

By using the formula that calculates the distance dd
between two positive TFNs A = (aA, bA, cA) and B =
(aB , bB , cB) :

dd(A,B) =

√
1

3
[(aA − aB)2 + (bA − bB)2 + (cA − cB)2]

(10)

Step 6: Deduce the relative closeness of alternative Ai to
the ideal solution PIS :

RCi =
d−i

d+i + d−i
(11)

Step 7: based to the relative group closeness, rank the
alternatives Ai and select the best one that have the halue of
RCi.

D. Criteria Identification

During the literature review, it has been noticed that there
is no one Enterprise Architecture Framework as all-purpose
solution. The choice depends on the requirements and situ-
ations being processed. In this perspective, we have focused
in the first step to depict the important criteria that will be a
keys factor to consider in our situation. Therefore, we have
identifying fourteen criteria from literature review enriched by
academics and logistics experts’ opinions see Table VI.

E. Alternatives

In this section, a brief description is provided for four
enterprise architecture frameworks selected as alternatives in
this study. These frameworks were chosen based on their
frequent inclusion in comparative analyses (refer to Table I).

• A1: The Zachman Framework is an enterprise archi-
tecture model officially introduced by [6]. It presents
a logical structure in a bidimensional matrix format,

where the first dimension comprises six columns rep-
resenting the six fundamental questions: What, How,
Where, Who, When, and Why. Each of these questions
is then explored through six perspectives. This results
in a taxonomy that categorizes the various architec-
tural artifacts necessary for developing and designing
an information system to help the organization manage
change and ensure alignment between business and IT.

• A2: TOGAF, The Open Group Architecture
Framework, developed in 1995, has become an indus-
try standard widely adopted for designing, governing,
and constructing architectures for organizations. It
categorizes enterprise architecture into four domains:
Business, Application, Data, and Technology archi-
tecture [46]. The TOGAF transformation process is
anchored in the Architecture Development Method
(ADM) engine, comprising cyclical phases to define,
plan, implement, and ultimately manage changes from
the current “As-is” architecture to the desired “To-be”
architecture [57].

• A3: DoDAF, The Department of Defense Archi-
tecture Framework, is developed specifically for the
United States Department of Defense. While its pri-
mary focus is on defense applications, its applicability
extends to other domains as well. DoDAF introduces a
set of products and a view model designed to serve as
tools for visualizing, understanding, and assimilating
the broad scope and complexities of an architecture.
These products are organized into four views: All
View (AV), Operational View (OV), Systems View
(SV), and Technical Standards View (TV). Notably,
DoDAF is well-suited for large, complex system ar-
chitectures and stands out for its incorporation of
“operational views” [58].

• A4: The Federal Enterprise Architecture Frame-
work (FEAF) was developed by the US Federal
Chief Information Officers (CIO) Council with the
aim of constructing and supporting integrated sys-
tems architectures. Its primary objective is to enhance
the management and exchange of information within
government and federal agencies, facilitating efficient
and prompt service delivery to clients and citizens by
improving access to information. FEAF is structured
around six reference models: performance, business,
data, application, infrastructure, and security reference
models [58].

V. RESULTS

The evaluation process commences with the establishment
of the GDS1 group decision for the initial stage, comprising
two academic experts and two logistics experts. During in-
depth discussions, the group constructs a hierarchical structure
consisting of 14 criteria. Subsequently, they populate the upper
and lower triangle elements of the pairwise comparison matrix
(refer to Table VII). The comparison ratings are deliberated
upon, reaching a consensus within the group.

The consensual weight for each criterion is obtained after
establishing the normalized matrix (Table VIII) with (CR=
0,09084).
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TABLE VI. CRITERIA DEFINITIONS

Criteria Description
(C1) Agility challenges Concern agile design and development of the system in an iterative and flexible manner.

(C2) Requirement taxonomy Due to the multitude of actors, objectives, and strategies, in addition to the multitude of functionalities between business, operational,
and technical: the requirements analysis and design must be granular.

(C3) Focused views Putting in place appropriate views for each stakeholder to facilitate their understanding, focus, and participation in development.
(C4) Ease of use The simplicity of the design tool or method.
(C5) Architecture guidelines Design tool and method guide and documentation.
(C6) Cost The cost of framework adoption and use.
(C7) Ontology architecture definition Given the different cultures and vocabularies of the stakeholders, it is better to define an ontology facilitating integration of new keywords.
(C8) Data extensibility and integra-
tion Ability to be extensible in terms of data integration of different types and structures.

(C9) Process and system scalability Ability to manage and integrate business, operational, or administrative processes.
(C10) Metamodeling and abstractions The framework level of abstraction to facilitate extensibility during development.
(C11) Artefact interoperability Facility of interoperability between elements of the solution in terms of data and processes.
(C12) Heterogeneous IoT technology
integration The capabilities of the EAF to handle IoT architecture as an emerging technology widely used in the logistic fields.

(C13) Cloud/Fog cloud implementa-
tion

As an emerging technology, Cloud is very practical for this kind of application. This criterion concerns the capabilities of the EAF to
implement Cloud architectures.

(C14) Facility to integrate Big data
analytics The capabilities of the EAF to integrate Big data analytics.

TABLE VII. PAIRWISE COMPARISON MATRIX

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14
C1 1 1/5 1/3 5 5 1/3 3 1/2 1/2 2 1/4 1 1/4 ¼
C2 5 1 3 7 8 4 7 2 3 4 2 2 3 3
C3 3 1/3 1 5 6 3 5 1/4 1/6 3 1/3 1/4 1/2 1/6
C4 1/5 1/7 1/5 1 2 1/4 3 1/5 1/5 1/4 1/5 1/6 1/7 1/7
C5 1/5 1/8 1/6 1/2 1 1/4 1/2 1/5 1/5 1/4 1/6 1/6 1/7 1/7
C6 3 1/4 1/3 4 4 1 1/2 1/4 1/4 1/2 1/3 1/4 1/6 1/6
C7 1/3 1/7 1/5 1/3 2 2 1 1/3 1/4 1/2 1/4 1/6 1/6 1/6
C8 2 1/2 4 5 5 4 3 1 1 2 1/2 2 1/2 ½
C9 2 1/3 6 5 5 4 4 1 1 3 1/2 2 1/2 ½
C10 1/2 1/4 1/3 4 4 2 2 1/2 1/3 1 1/3 1/3 1/5 1/5
C11 4 1/2 3 5 6 3 4 2 2 3 1 1/2 1/2 ½
C12 1 1/2 4 6 6 4 6 1/2 1/2 3 2 1 1/2 ½
C13 4 1/3 2 7 7 6 6 2 2 5 2 2 1 2
C14 4 1/3 2 7 7 6 6 2 2 5 2 2 1/2 1

TABLE VIII. NORMALIZED MATRIX AND PRIORITIES WEIGHTS

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 Eigen weight
C1 0,03 0,04 0,01 0,08 0,07 0,01 0,06 0,04 0,04 0,06 0,02 0,07 0,03 0,03 0,043
C2 0,17 0,20 0,11 0,11 0,12 0,10 0,14 0,16 0,22 0,12 0,17 0,14 0,37 0,32 0,176
C3 0,10 0,07 0,04 0,08 0,09 0,08 0,10 0,02 0,01 0,09 0,03 0,02 0,06 0,02 0,057
C4 0,01 0,03 0,01 0,02 0,03 0,01 0,06 0,02 0,01 0,01 0,02 0,01 0,02 0,02 0,018
C5 0,01 0,03 0,01 0,01 0,01 0,01 0,01 0,02 0,01 0,01 0,01 0,01 0,02 0,02 0,012
C6 0,10 0,05 0,01 0,06 0,06 0,03 0,01 0,02 0,02 0,02 0,03 0,02 0,02 0,02 0,033
C7 0,01 0,03 0,01 0,01 0,03 0,05 0,02 0,03 0,02 0,02 0,02 0,01 0,02 0,02 0,020
C8 0,07 0,10 0,15 0,08 0,07 0,10 0,06 0,08 0,07 0,06 0,04 0,14 0,06 0,05 0,082
C9 0,07 0,07 0,23 0,08 0,07 0,10 0,08 0,08 0,07 0,09 0,04 0,14 0,06 0,05 0,089
C10 0,02 0,05 0,01 0,06 0,06 0,05 0,04 0,04 0,02 0,03 0,03 0,02 0,02 0,02 0,035
C11 0,13 0,10 0,11 0,08 0,09 0,08 0,08 0,16 0,15 0,09 0,08 0,04 0,06 0,05 0,093
C12 0,03 0,10 0,15 0,10 0,09 0,10 0,12 0,04 0,04 0,09 0,17 0,07 0,06 0,05 0,087
C13 0,13 0,07 0,08 0,11 0,10 0,15 0,12 0,16 0,15 0,15 0,17 0,14 0,12 0,22 0,134
C14 0,13 0,07 0,08 0,11 0,10 0,15 0,12 0,16 0,15 0,15 0,17 0,14 0,06 0,11 0,122

The next stage consists to scores each alternative against
these criterions by EA experts (3 architects), they are asked
to rank the four alternatives by using linguistic terms which
are transformed to triangular fuzzy number (Tables IX, X, XI).
By considering the C6 as cost criteria and the rest of criteria
as benefit criteria. We have applied the operations mentioned
above (Eq. (5), (6) and (7)) and we obtain the normalized
matrix as illustrated in Table XII and Table XIII.

Finally, by applying the Eq. (8), (9) and (11), we have
obtained the relative closeness of all alternatives Ai to PIS as
depicted in Table XIV, the best rank is assigned to A2- Togaf
framework.

VI. DISCUSSION

The results of the first phase illustrated that the taxon-
omy of needs and the granularity of details according to
the different views of the project stakeholders is the most

TABLE IX. FUZZY RANKING MATRIX : EXPERT 1: CEO, CHIEF
ARCHITECT AT EA PRINCIPALS, USA

A1 A2 A3 A4
C1 0,00 0,20 0,40 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C2 0,80 1,00 1,20 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C3 0,60 0,80 1,00 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C4 0,60 0,80 1,00 0,60 0,80 1,00 0,60 0,80 1,00 0,60 0,80 1,00
C5 0,80 1,00 1,20 0,60 0,80 1,00 0,60 0,80 1,00 0,60 0,80 1,00
C6 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C7 0,80 1,00 1,20 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C8 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C9 0,60 0,80 1,00 0,60 0,80 1,00 0,60 0,80 1,00 0,60 0,80 1,00
C10 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C11 0,60 0,80 1,00 0,60 0,80 1,00 0,20 0,40 0,60 0,20 0,40 0,60
C12 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C13 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C14 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40

important criterion to be considered when choosing an EAF
adapted to this project. In second place comes the ability to
develop emerging cloud, IoT and Big data architectures as
they are the indispensable solutions to build powerful, efficient
and effective digital platforms. Also, in the same level of
importance there are the scalability of the system in terms
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TABLE X. FUZZY RANKING MATRIX : EXPERT 2: EXPERIENCED
ARCHITECT AND BUILDER OF PROFESSIONAL COMMUNITIES, AUSTRIA

A1 A2 A3 A4
C1 0,40 0,60 0,80 0,60 0,80 1,00 0,20 0,40 0,60 0,20 0,40 0,60
C2 0,80 1,00 1,20 0,40 0,60 0,80 0,60 0,80 1,00 0,60 0,80 1,00
C3 0,60 0,80 1,00 0,40 0,60 0,80 0,80 1,00 0,60 0,20 0,40 0,60
C4 0,60 0,80 1,00 0,20 0,40 0,60 0,20 0,40 0,60 0,40 0,60 0,80
C5 0,20 0,40 0,60 0,80 1,00 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C6 0,20 0,40 0,60 0,40 0,60 0,80 0,20 0,40 0,60 0,40 0,60 0,80
C7 0,00 0,20 0,40 0,60 0,80 1,00 0,60 0,80 1,00 0,40 0,60 0,80
C8 0,20 0,40 0,60 0,40 0,60 0,80 0,40 0,60 0,80 0,40 0,60 0,80
C9 0,20 0,40 0,60 0,60 0,80 1,00 0,60 0,80 1,00 0,20 0,40 0,60
C10 0,00 0,20 0,40 0,60 0,80 1,00 0,60 0,80 1,00 0,20 0,40 0,60
C11 0,40 0,60 0,80 0,40 0,60 0,80 0,60 0,80 1,00 0,00 0,20 0,40
C12 0,40 0,60 0,80 0,40 0,60 0,80 0,20 0,40 0,60 0,20 0,40 0,60
C13 0,20 0,40 0,60 0,40 0,60 0,80 0,20 0,40 0,60 0,40 0,60 0,80
C14 0,20 0,40 0,60 0,40 0,60 0,80 0,20 0,40 0,60 0,20 0,40 0,60

TABLE XI. FUZZY RANKING MATRIX : EXPERT 3: ENTERPRISE
ARCHITECT, MOROCCO

A1 A2 A3 A4
C1 0,00 0,00 0,20 0,00 0,20 0,40 0,00 0,00 0,20 0,00 0,00 0,20
C2 0,60 0,80 1,00 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20
C3 0,40 0,60 0,80 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C4 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C5 0,00 0,00 0,20 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C6 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20
C7 0,40 0,60 0,80 0,20 0,40 0,60 0,20 0,40 0,60 0,20 0,40 0,60
C8 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20
C9 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20
C10 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C11 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40 0,00 0,20 0,40
C12 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,20 0,40 0,60
C13 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20
C14 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20 0,00 0,00 0,20

of data, processes and the interoperability of artefacts.

In the second stage the evaluation of the four frameworks
by the Enterprises architects demonstrated that all the frame-
works have strengths and weaknesses and puts the Togaf
framework as the closest to the context of our need. The
decision makers also highlight in all the frameworks a low
level of implementation of the new architectures founder of
the digital transformation, namely the cloud, Iot and big
data. This requires EA must reinvent itself and keep pace
with technological evolution and remain a key tool for future
business design [59].

To evaluate the current ranking, the Fuzzy VIKOR and
Fuzzy Promethee methods are applied to the same problem,
and their results are then compared. Details of these methods
can be found in [60], [61]. For criterion weighting, the eval-
uation results obtained by the AHP approach are used. The
results of the AHP-fuzzy VIKOR and AHP-fuzzy Promethee
approaches are presented in Table XV.

Analysis of Table XV reveals that the ranking of the two
best alternatives remains unchanged, while that of the other
alternatives varies. This suggests that the proposed method-
ology produces a solution very similar to the AHP-fuzzy
VIKOR and AHP-fuzzy Promethee methodologies, confirming
the robustness of the approach.

VII. SENSITIVITY ANALYSIS

In this study, a two-stage decision-making process is
employed, integrating both the Analytic Hierarchy Process
(AHP) and Fuzzy-TOPSIS methodologies, and subjected to
a sensitivity analysis. During this analysis, criteria weights,
initially derived using the AHP technique, are exchanged
between two criteria while keeping the others constant. For
each instance, the resulting values (v+, v-, d+ and d-) are
computed to illustrate the updated outcomes. This process is
iterated for twenty combinations, maintaining identical weights
for specific criteria out of the fourteen, thereby providing

Fig. 4. Sensitivity analysis under different criteria weights.

a comprehensive evaluation. The details of all instances are
succinctly presented in Table XVI, and the resulting rankings
of the alternatives are visually depicted in Fig. 4.

Table XVI and Fig. 4 underscore that the initial instance
effectively encapsulates the primary findings of the combined
AHP-Fuzzy-TOPSIS approach. Notably, among the nineteen
instances, Alternative A2 consistently attains the highest score.
The sensitivity analysis reveals a significant divergence in
the ranking of alternatives when equal weights are assigned
to sub-criteria. Despite this, the evaluations suggest that the
decision-making process remains generally robust to changes
in criteria weights, with Alternative A2 consistently emerging
as the preferred choice across various scenarios.

VIII. CONCLUSION

In conclusion, this project has significant implications for
logistics and digitalization. By leveraging Enterprise Archi-
tecture (EA) as a key tool to address digital transformation
challenges, the ongoing project focuses on developing a digital
collaboration platform for freight transport. The complexity
lies in choosing a suitable Enterprise Architecture Frame-
work (EAF) amid numerous options. The paper introduces
a decision-making method that integrates the Analytical Hi-
erarchy Process (AHP) and the Fuzzy Technique for Order
Preference by Similarity to Ideal Solution (F-TOPSIS) within
a group multi-criteria process to select the most suitable EAF
for successful project implementation.

The study’s findings offer advantages for projects engaging
in digital transformation through EA. A suitable EAF is crucial
in providing a comprehensive view of the system and aligning
information systems with strategic and business needs. The
study identifies the Zachman framework as the closest match
among the four EAFs examined, offering valuable insights for
modeling complex digital systems through EAFs. Ultimately,
implementing an appropriate EA framework can assist Logis-
tics Service Providers (LSPs) in improving profitability and
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TABLE XII. PIS END NIS CALCUL

A1 A2 A3 A4 V- V+
C1 0,01 0,02 0,03 0,02 0,03 0,04 0,01 0,02 0,03 0,01 0,02 0,03 0,01 0,04
C2 0,11 0,14 0,18 0,03 0,05 0,08 0,04 0,06 0,09 0,04 0,06 0,09 0,03 0,18
C3 0,03 0,04 0,06 0,01 0,02 0,04 0,02 0,03 0,03 0,01 0,02 0,03 0,01 0,06
C4 0,01 0,01 0,02 0,01 0,01 0,02 0,01 0,01 0,02 0,01 0,01 0,02 0,01 0,02
C5 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01 0,01
C6 0,03 0,10 0,20 0,07 0,13 0,23 0,03 0,10 0,20 0,07 0,13 0,23 0,03 0,23
C7 0,01 0,02 0,02 0,01 0,01 0,02 0,01 0,01 0,02 0,01 0,01 0,02 0,01 0,02
C8 0,02 0,04 0,07 0,03 0,05 0,08 0,03 0,05 0,08 0,03 0,05 0,08 0,02 0,08
C9 0,03 0,05 0,07 0,05 0,06 0,09 0,05 0,06 0,09 0,03 0,05 0,07 0,03 0,09
C10 0,00 0,01 0,02 0,01 0,02 0,03 0,01 0,02 0,03 0,01 0,02 0,03 0,00 0,03
C11 0,04 0,07 0,09 0,04 0,07 0,09 0,03 0,06 0,08 0,01 0,03 0,06 0,01 0,09
C12 0,02 0,04 0,08 0,02 0,04 0,08 0,01 0,03 0,07 0,02 0,05 0,09 0,01 0,09
C13 0,02 0,06 0,12 0,04 0,08 0,13 0,02 0,06 0,12 0,04 0,08 0,13 0,02 0,13
C14 0,02 0,05 0,10 0,03 0,07 0,12 0,02 0,05 0,10 0,02 0,05 0,10 0,02 0,12

TABLE XIII. THE WEIGHTED NORMALIZED FUZZY MATRIX

A1 A2 A3 A4 max cji min aij
C1 0,13 0,27 0,47 0,27 0,47 0,67 0,13 0,27 0,47 0,13 0,27 0,47 0,67
C2 0,73 0,93 1,13 0,20 0,33 0,53 0,27 0,40 0,60 0,27 0,40 0,60 1,13
C3 0,53 0,73 0,93 0,20 0,40 0,60 0,33 0,53 0,53 0,13 0,33 0,53 0,93
C4 0,40 0,60 0,80 0,27 0,47 0,67 0,27 0,47 0,67 0,33 0,53 0,73 0,80
C5 0,33 0,47 0,67 0,53 0,73 0,73 0,33 0,53 0,73 0,33 0,53 0,73 0,73
C6 0,07 0,20 0,40 0,13 0,27 0,47 0,07 0,20 0,40 0,13 0,27 0,47 0,07
C7 0,40 0,60 0,80 0,33 0,53 0,73 0,33 0,53 0,73 0,27 0,47 0,67 0,80
C8 0,13 0,27 0,47 0,20 0,33 0,53 0,20 0,33 0,53 0,20 0,33 0,53 0,53
C9 0,27 0,40 0,60 0,40 0,53 0,73 0,40 0,53 0,73 0,27 0,40 0,60 0,73
C10 0,07 0,27 0,47 0,27 0,47 0,67 0,27 0,47 0,67 0,13 0,33 0,53 0,67
C11 0,33 0,53 0,73 0,33 0,53 0,73 0,27 0,47 0,67 0,07 0,27 0,47 0,73
C12 0,13 0,27 0,47 0,13 0,27 0,47 0,07 0,20 0,40 0,13 0,33 0,53 0,53
C13 0,07 0,20 0,40 0,13 0,27 0,47 0,07 0,20 0,40 0,13 0,27 0,47 0,47
C14 0,07 0,20 0,40 0,13 0,27 0,47 0,07 0,20 0,40 0,07 0,20 0,40 0,47

TABLE XIV. FINAL RANKING

Alternatives RCI Ranking
A1 0,4980 2
A2 0,4997 1
A3 0,4341 4
A4 0,4481 3

service quality, ensuring adaptability to innovation trends for
competitiveness.

This study introduces a robust method for selecting a
pivotal Enterprise Architecture (EA) framework, steering the
digital transformation of the freight transportation sector.
Leveraging the Analytic Hierarchy Process (AHP) and Fuzzy
Technique for Order of Preference by Similarity to Ideal
Solution (F-TOPSIS), the approach systematically evaluates
and ranks candidate EA frameworks. Application to a case
study involving a Moroccan logistics company demonstrated
the method’s practicality and relevance in real-world scenarios.

Looking ahead, there are exciting opportunities for further
research and refinement of the method. The dynamic nature of
technology and business environments calls for criteria adapt-
able to change. Future work could explore the inclusion of
dynamic criteria, ensuring selected EA frameworks remain rel-
evant amid evolving technologies. Integrating machine learning
techniques into the decision-making process represents another
promising avenue for future research. Leveraging historical
data and trends, organizations can make informed predictions
about the future suitability of EA frameworks.

Further exploration could assess the scalability and adapt-
ability of the proposed EA selection approach across different
geographic regions and logistics sectors. Testing its effective-
ness in small-to-medium-sized enterprises (SMEs) and large
multinational logistics firms would highlight its versatility.
The integration of emerging technologies such as blockchain,

IoT, and AI could significantly enhance EA frameworks
in logistics, improving transparency, efficiency, and security,
and driving digital transformation. Future work should also
consider including environmental and social criteria in the
decision-making process, aligning EA frameworks with green
logistics and sustainability objectives. Addressing high-risk
factors like geopolitical disruptions, cybersecurity threats, and
market volatility through robust risk assessments would further
enhance the resilience of EA frameworks. Additionally, ex-
ploring hybrid EA frameworks could lead to tailored solutions
that promote scalability, flexibility, and adaptability. Finally,
expanding this research to other industries, such as healthcare,
manufacturing, and energy, would provide valuable compara-
tive insights into the broader application of EA frameworks.
Long-term studies that evaluate key performance indicators
(KPIs) such as cost reduction, efficiency, and customer sat-
isfaction would help assess the sustainability and effectiveness
of these frameworks.
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Abstract—Object detection in aerial images is gradually gain-
ing wide attention and application. However, given the prevalence
of numerous small objects in the Unmanned Aerial Vehicle
(UAV) aerial images, the extraction of superior fusion features
is critical for the detection of small objects. However, feature
fusion in many detectors does not fully consider the specific
characteristics of the detection task. To obtain suitable features
for the detection task, the paper proposes an improved Feature
Pyramid Network (FPN) named ATG-Net, which aims to improve
the feature fusion capability. Firstly, we propose an Adaptive Tri-
Layer Weighting (ATW) module that adaptively assigns weights
to each layer of the feature map according to its size and content
complexity. Secondly, a Triple Feature Encoding (TFE) module is
implemented, which can fuse feature maps from three different
scales. Finally, the paper incorporates the Global Attention
Mechanism (GAM) into the network, which includes improved
channel attention mechanisms and spatial attention mechanisms.
The experiments are conducted on the VisDrone2020 dataset, and
the result shows that the network significantly outperforms the
baseline detector and a variety of popular object detectors, which
significantly improves the feature fusion capability of the network
and the detection accuracy of small objects.

Keywords—Object detection; feature pyramid network; adaptive
tri-layer weighting; triple feature encoding; global attention mech-
anism

I. INTRODUCTION

Object detection technology in the UAV capture scene is
rapidly advancing, and it plays an important role in the fields of
power line inspection, crop analysis, military security [1], [2],
[3], and so on. With the development of deep learning, espe-
cially convolutional neural networks [4], [5], [6], [7], [8], [9],
the performance of object detection has been greatly improved.
The detectors contain three main components: backbone, neck,
and head. The primary function of the backbone is feature
extraction. The mainstream architectures include VGG [10],
ResNet [11], DenseNet [12], MobileNet [13], EfficientNet
[14], CSPDar-knet53 [15], and SwinTransformer [16], which
have been relatively mature. The main function of the neck
network is multi-scale feature fusion, feature enhancement, and
integration of contextual information. It plays a crucial role
in the object detection task. The role of the detection head
is to parse the fused feature output from the neck network,
including object localization and bounding box regression. The
performance of the detection head is largely dependent on
the quality of the fused features. Therefore, the design of an
effective necking network has a decisive impact on improving
the performance of the entire detection system.

∗Corresponding author

A widely adopted neck network is to build a feature pyra-
mid network (FPN) [17], which consists of top-down paths and
adds lateral connections to the network to achieve the fusion of
multi-scale features, enabling the model to better understand
and capture the semantic information of the object at different
scales. The FPN network usually up-samples the high-level
semantic feature maps and combines them with low-level fea-
tures through simple summation. However, this approach does
not adequately address the semantic gaps and dissimilarities
between the features, thereby limiting the network’s ability to
generate highly discriminative features. Furthermore, fusing
only high-level and low-level features cannot fully leverage
the contextual information of small objects. Such a structure
is limited in its ability to capture the fine details of small
objects, leading to inaccurate inferences of their locations
and categories, which ultimately diminishes overall object
detection accuracy.

In recent years, various FPN networks have been proposed
to enhance the multi-scale feature fusion capabilities. PANet
[18] augmented FPN with a bottom-up path enhancement, al-
lowing information from lower layers to be directly transferred
to higher layers, thereby enhancing the flow of information.
Bi-FPN [19] proposed a bidirectional cross-scale connectivity
structure. This structure enhances feature fusion by adding
top-down paths to the FPN. Additionally, it introduces more
lateral connections between different levels. These connections
improve the fusion of features. Zhang Y et al. [20] proposed a
feature pyramid network that combines top-down and bottom-
up approaches. By integrating these two architectures, feature
maps with richer semantic information and conducive to object
detection can be obtained. EFPN [21] designed a feature
texture transfer module, which endows the extended feature
pyramid with reliable details, extending the original FPN to
specialize in small object detection for high-resolution images.
SAFPN [22] designed an efficient feature pyramid network for
crowded human detection, integrating a refined HS-block into
the original FPN to mitigate the effects of scale variations
introduced by crowds. With this structure, a single level of
features can encompass more receptive fields, accommodating
objects at different scales. Although the methods can obtain
rich semantic information, they perform a simple summation
when fusing low-level and high-level semantics without con-
sidering the varying degrees of importance among the features.
As a result, they fail to generate highly discriminative features.
Additionally, fusing only high-level and low-level semantic
features does not fully utilize the contextual information.

Considering cross-layer feature fusion, new design schemes
have been proposed. CFPN [23] is a novel cross-layer feature
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pyramid network that aggregates multi-scale feature maps and
then assigns the aggregated features to the corresponding lay-
ers. This enables direct cross-layer communication, improving
the asymptotic fusion in salient object detection and yielding
better feature maps. However, the method only scales the
weights of different feature layers with scaled weights and
does not further fuse the feature layers to generate highly
discriminative features. ImFPN [24] proposed an improved
feature pyramid network based on a similarity fusion module
and an attention module, which can fuse different features to
accommodate instances of varying sizes. However, the design
of the fusion module neglects the differences in the relative
importance of the feature maps and, to some extent, increases
the computational burden.

In order to solve the above problems, this paper specifically
designs a feature pyramid network named ATG-Net for aerial
image detection. Firstly, in order to better utilize the contextual
information of multi-scale features, a Triple Feature Encoding
(TFE) module is proposed to fuse large, medium, and small
scale feature maps. Considering that feature maps of differ-
ent sizes may have different importance in object detection,
this paper proposes an Adaptive Tri-Layer Weighting (ATW)
module that is able to adaptively predict a set of weights for
feature maps of different sizes. Considering that the attention
mechanism can make the network more focused on the features
of small objects, the Global Attention Mechanism (GAM) [20]
is integrated into the network. In the following, Section II
outlines the relevant research and studies. Section III details
the methodologies of ATW, TFE, and GAM. The detailed
comparative experiments and visual analysis are provided in
Section IV. Section V concludes with a discussion of the
advantages and limitations of the proposed model.

II. RELATED WORK

A. Object Detectors

Contemporary object detectors can be roughly divided
into two categories according to the detection process: one-
stage and two-stage detectors. One-stage detectors directly
predict the class and location of objects within an image.
While these detectors offer higher computational efficiency,
their accuracy is generally lower compared to alternative
approaches. RetinaNet [25] overcomes the obstacle of sam-
ple imbalance by introducing focus loss and improves the
detection precision. SCA-YOLO [26] proposes a multilayer
feature fusion algorithm. In this approach, the single-stage
object detection algorithm YOLOv5 is embedded with two
newly proposed models and utilizes an adaptive feature fusion
network. This enhances the network’s feature representation
capabilities, significantly improving the detection accuracy of
small objects. ASF-YOLO [27] proposes a framework based
on attentional scale sequence fusion, which combines both
spatial and scale features for accurate and fast cellular instance
segmentation. Compared with one-stage detectors, two-stage
detectors pursue better detection accuracy at the expense of
speed. The R-CNN family of detectors [28], [29] employs
a Region Proposal Network (RPN) to generate high-quality
candidate anchors, which are then classified and localized. This
design enhances the precision of object detection. Double-
head R-CNN [30] respectively uses fully connected head

and convolutional head for classification and bounding box
regression, achieving excellent detection performance.

B. Attention Mechanism

The application of the attention mechanism in object detec-
tion has been proven to be extremely effective, which enables
the model to focus on the most important areas in the image,
thereby improving the accuracy and efficiency of object detec-
tion. Squeeze-and-Excitation Networks (SENet) [31] automat-
ically calibrates the responses of feature channels by explicitly
modeling the dependencies between the feature channels. By
recalibrating the responses of the channels, the model can
more effectively leverage the available features. Convolutional
block attention module (CBAM) [32] is a straightforward yet
effective attention mechanism for feed-forward convolutional
neural networks. It generates attention maps independently
along the channel and spatial dimensions, thereby enabling
adaptive feature refinement. Inspired by CBAM, the Global
Attention Mechanism (GAM) [33] enhances the performance
of deep neural networks by mitigating information loss and
strengthening global interaction representation. Additionally,
it incorporates 3D alignment using a multilayer perceptron
for channel attention and integrates a convolutional spatial
attention submodule. The global attention mechanism is able
to amplify the cross-dimensional interactions and capture im-
portant features in all three dimensions (channel, spatial width,
and spatial height), better preserving the effective information
of the original features.

III. APPROACH

The proposed ATG-Net network (see Fig. 1) consists of a
Tri-Layer Weighting Module (ATW), a Triple Feature Encoder
Module (TFE), and a Global Attention Mechanism (GAM).
ATW enhances the fusion of small, medium, and large-scale
features by improving their mechanical properties. It is capable
of adaptively predicting a set of weights based on the sig-
nificance of each feature level for effective aggregation. TFE
effectively captures localized fine features of small objects,
enabling the integration of local and global information to
produce fused features that are better suited for small object
recognition. GAM improves the performance of deep neural
networks for detecting small objects by reducing information
reduction and amplifying the global interaction representation.

A. Adaptive Tri-Layer Weighting Module

Directly fusing feature maps may lead to the loss of
important information. Different feature maps may contain
distinct types of information, and directly adding or concate-
nating them can result in certain key features being masked
or weakened. Different feature maps may capture distinct
features, some of which may be contradictory. Directly fusing
these feature maps can lead to feature conflicts, making it
difficult for the model to learn effective representations. In
order to solve the above problems, the paper proposes an
adaptive three-layer weighting (ATW) module that can adap-
tively predict a set of weights based on the importance of the
features for each level. This enables the generation of salient
features that are more favorable for small object detection.
Fig. 2 illustrates the ATW model structure. Here, C denotes
the number of channels, R denotes the feature resolution,
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Fig. 1. The framework of ATG-Net. It consists of a backbone network, ATG-Net, and a detection head.

and FC denotes the fully connected layer. Large, Medium,
and Small refer to the large-size, medium-size, and small-
size feature maps, respectively. First, the features of large,
medium, and small sizes are convolved by 1x1 to adjust the
number of channels. Secondly, ATW employs global average
pooling on each feature map to compress spatial information,
resulting in a numerical value for each channel. The channel
information is then concat. Finally, the concatenated features
are passed through two fully connected layers to generate
weight information for the three features. Formally, each layer
is characterized by Xn ∈ Cn×RHn×Wn , and ATW computes
the channel-wise global representation of Z ∈ RC×1 by the
following formula:

Z =∥Nn=1 zn =∥Nn=1

 1

Hn ×Wn

Hn∑
i=1

Wn∑
j=1

Xn(i, j)

 . (1)
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Fig. 2. The structure of the ATW module.

Where ∥ represents the concatenation function, C =∑N
n=1 Cn represents the number of channels represented glob-

ally, n ∈ 0,1,2. N represents the number of the feature map, and
Xn(i, j) represents represents the feature value at the position
(i,j) of the n-th feature map. This paper attempts to make use
of aggregate information Z to focus on the features of each
level on the significant region rather than the overall feature
map. The integrated information Z is passed through two linear
transformations to obtain the assigned weight W ∈ RN×1.

W = FC2(Relu(FC1(Z))) (2)

As shown in Fig. 2, the symbol Wn represents the nth
element of W, and × denotes the scalar multiplication between
Xn and Wn. This approach facilitates the adaptive enhance-
ment of features at each level, thereby promoting precise
saliency detection in computer vision applications.

B. Triple Feature Encoder Module

Traditional feature pyramid networks introduce a top-down
path to generate multi-scale feature maps by upsampling high-
level feature maps and fusing them with low-level feature
maps. However, due to the insufficient interaction of seman-
tic information between levels, it is difficult to effectively
synergize the low-level detail information with the high-
level semantic information, which affects the characterization
ability of the fused feature graph. This paper proposes the
Triple Feature Encoder Module (TFE) approach, which fuses
three scales of feature information to generate high-quality
semantic information. The design can not only enhance the
characterization ability of features but also improve and refine
the feature information.

Fig. 3 shows the structure of the TFE module. Here, C
represents the number of channels and R the resolution of
feature maps. L1, M1, and S1 denote the large, medium, and
small feature maps from the output of the ATW module. The
upsample uses nearest neighbor interpolation. For large-size
feature maps (L1), a hybrid structure of maximum pooling
and average pooling is utilized for down sampling, which
is beneficial to preserve the validity and diversity of high-
resolution features and small objects. Medium-size feature
maps (M1) can be subjected to a convolution operation or
without any untransformation. For small-size features (S1),
the nearest neighbor interpolation method is used to adjust the
resolution to 1R. The three changed features are then subjected
to a concat operation, which undergoes a 1*1 convolution
operation to modify the output channel. This approach helps
to preserve the local feature richness of low-resolution images.
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Fig. 3. The structure of the TFE module.

C. Global Attention Mechanism

However, small objects occupy fewer pixels and contain
less information in the image, making them more susceptible to
being ignored or misclassified during detection. The attention
mechanism guides the network to prioritize the features of
small objects, thereby enhancing their distinguishability in
subsequent processing by improving the representation of their
features. By facilitating the capture of long-range dependen-
cies, this mechanism leverages context from surrounding pixels
and the broader image, thereby augmenting the network’s
feature representation capabilities. However, both SENet and
CBAM approaches overlook the interactions between chan-
nels and spatial dimensions, leading to the loss of cross-
dimensional information. The global attention mechanism
(GAM) [33] mitigates information loss and amplifies inter-
actions across global dimensions. This enhancement bolsters
the features of small objects, mitigates information loss, and
thereby elevates the detection performance for such objects.

Fig. 4 shows the overview of the Global Attention Mech-
anism (GAM), where diagram A represents the overall input-
output flow of the GAM, subdiagram B represents the flow of
the channel attention mechanism, and subdiagram C represents
the flow of spatial attention. Where F1, F2 and F3 represent the
input feature map, intermediate state map, and output feature
map, respectively. The expressions are as follows:

F2 = Mc(F1)⊗ F1 . (3)

F3 = Ms(F2)⊗ F2 . (4)

where Mc denotes the channel attention mechanism, Ms

denotes the spatial attention mechanism, and ⊗ denotes
element-by-element multiplication.

The channel attention submodule arranges spatial infor-
mation into 1 dimension and realigns dimensional positions.
It subsequently applies a two-layer multi-layer perceptron
(MLP) to enhance the interdimensional dependencies between
channels and spatial features.

In order to expand the receptive field, the spatial atten-
tion mechanism uses 7*7 convolutional layers. To reduce the
computational effort, the number of channels is regulated
using the channel reduction rate r. Finally, the feature map is
passed through a sigmoid activation function, which generates
attention weights that indicate the degree of importance of
different locations or features.
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Fig. 4. The overview of the global attention mechanism.

IV. EXPERIMENTS

To verify the effectiveness of the ATG-Net for small
object detection, this paper conducts extensive experiments
on the VisDrone2020 [34] dataset, a popular and challenging
benchmark for aerial image detection.

1) VisDrone2020: This dataset contains a total of 10,209
images, of which 6471 were used for training, 548 for val-
idation, 1610 for general testing, and 1580 for challenging
testing. The image resolution of the dataset is approximately
2000×1500. The dataset encompasses 2.6 million annota-
tions across various categories, primarily focusing on vehicles
such as cars, buses, bicycles, tricycles, motorcycles, awning-
tricycles, trucks, and vans, along with pedestrians, all captured
from drone-based observations. It has extreme category imbal-
ance and scale imbalance, making it an ideal benchmark for
studying small object detection problems.

2) Implementation details: RetinaNet (Retina) [25], Faster
R-CNN (FRCNN) [29], and Cascade RCNN (CRCNN) [39]
are respective representatives of one-stage detectors, two-
stage detectors, and cascade detectors. Accordingly, the paper
designates them as the baseline detection networks for com-
parison. For data augmentation, the paper utilizes simple yet
effective methods such as random resizing, random cropping,
and random flipping. We implement the ATG-Net based on
mmdetection on a single Nvidia 3060Ti GPU with 16GB
of graphics memory. The optimizer employed is Stochastic
Gradient Descent (SGD), initialized with a learning rate of
0.01. The learning rate strategy integrates both linear and
cosine annealing schedules, initially employing a linear decay
over the first 10 epochs, followed by a cosine decay for the
subsequent 20 epochs, thereby encompassing a total training
duration of 30 epochs. To assess the network’s performance,
Average Precision (AP) is utilized as the key metric. AP50:95

is the average accuracy calculated over a range of different
Intersection over Union (IoU) thresholds. It provides a more
comprehensive picture of the model’s performance under dif-
ferent IoU thresholds. AP50 and AP75 are computed at single
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TABLE I. DETECTION RESULTS OF DIFFERENT NETWORKS ON THE VISDRONE2020 VALIDATION SET

Method Backbone AP50:95 AP50 AP75 PED PER BC Car Van Truck TRI ATRI Bus MO
Retina [26] R50 13.9 27.7 12.7 13.0 7.9 1.4 45.5 19.9 11.5 6.3 4.2 17.8 11.8

FRCNN [26] R18 21.8 39.2 21.5 18.1 12.9 7.3 50.3 30.5 21.5 15.5 8.1 34.8 18.7
FRCNN [26] R50 21.7 39.8 21.0 21.4 15.6 6.7 51.7 29.5 19.0 13.1 7.7 31.4 20.7
FRCNN [26] R101 21.8 40.2 20.9 20.9 14.8 7.3 51.0 29.7 19.5 14.0 8.8 30.5 21.2
CRCNN [26] R50 23.2 40.7 23.1 22.2 14.8 7.6 54.6 31.5 21.6 14.8 8.6 34.9 21.4

FRCNN+ MMF [35] R50 22.6 41.7 21.6 21.6 15.3 9.6 51.5 28.5 20.4 15.9 7.5 33.7 21.6
FRCNN+SimCal [36] R50 20.0 35.8 19.6 18.7 13.8 5.7 51.0 28.4 16.4 13.6 5.9 27.0 19.4

FRCNN+RS+BGS [37] R50 23.0 43.0 22.0 21.8 16.0 8.1 51.8 31.1 19.8 15.0 8.4 36.1 21.5
FRCNN+DSHNet [38] R50 24.6 44.4 24.1 22.5 16.5 10.1 52.8 32.6 22.1 17.5 8.8 39.5 23.7

Retina+ATG-Net R50 18.1 30.6 18.7 13.8 7.7 5.0 48.2 24.7 21.1 10.5 5.5 31.9 12.6
CRCNN+ATG-Net R50 24.9 40.8 26.3 20.5 12.5 10.2 54.3 34.6 27.4 17.7 11.2 40.2 20.7
FRCNN+ATG-Net R18 27.2 44.8 28.8 22.5 16.2 12.5 54.9 38.2 27.7 20.4 13.1 42.8 23.6
FRCNN+ATG-Net R50 28.9 46.8 30.9 23.7 17.2 13.8 56.2 39.7 30.4 22.6 13.9 47.1 24.9

IoU thresholds of 0.5 and 0.75 across all categories. APs,
APm and APl presents the average precision of the model
in detecting small, medium, and large sizes receptively.

A. Experimentation Results

1) Comparison with baseline models: To demonstrate the
effectiveness of the ATG-Net algorithm for detecting various
types of targets on UAV images, the paper compares the pro-
posed model with three baseline models and various improved
FPN methods. The baseline models include Faster RCNN (FR-
CNN), RetinaNet (Retina), and Cascade RCNN (CRCNN), all
evaluated under the same experimental conditions. ResNet18
(R18) and ResNet50 (R50) were chosen as the backbone
networks. The evaluation metric for the object category utilizes
AP50:95. Experimental results with the baseline model and
various improved FPN methods are shown in Table I. Where
PED stands for pedestrian, PER stands for person, BC stands
for bicycle, TRI stands for tricycle, ATRI stands for awning-
tricycle, and MO stands for motor.

From Table I, ATG-Net achieves consistent performance
improvements across all the detection networks with which
it is combined. For Faster R-CNN, this paper uses three
backbone architectures for comparative experiments. Notably,
the R50 backbone yields the most significant performance
boost, enhancing the AP50:95 from 21.7% to 28.9%, repre-
senting a 7.2% improvement. When compared to the Retina
model, there was an AP improvement from 13.9% to 18.4%,
marking a 4.5% enhancement. The optimal detection model,
Cascade R-CNN, likewise exhibits performance enhancement,
with the AP advancing 23.2% to 24.4%. Upon incorporating
our proposed ATG-Net module, all three baseline models
experienced a significant improvement in detection accuracy
across all categories. Notably, in categories like ‘bicycle’ and
‘bus’, which are underrepresented in the training data and typi-
cally appear very small, our method—employing FRCNN with
the R50 backbone—achieves remarkable AP50:95 increases of
7.1% and 15.7%, respectively. This highlights the ATG-Net’s
capability to excel at detecting small objects even when trained
on limited data, affirming its robustness in such challenging
scenarios.

Table I also presents the detection results of various ad-
vanced FPN networks improved upon FRCNN. ATG-Net also
achieved the highest average detection precision, surpassing
other detectors. In the detection of ten categories, ATG-Net
has achieved good results, especially in the category of the

bicycle and bus, where it outperforms DSHNet by 3.7% and
7.6%, respectively.

To further demonstrate the effectiveness of the ATG-Net
model in detecting small objects, Table II is provided. A
comparative analysis of various advanced object detection al-
gorithms on the VisDrone2020 test set is presented. Combining
ATG-Net with FRCNN and utilizing R50 as the backbone
network, the optimal result was achieved on AP50, with 38.4%.
As shown in Table II, categories with a higher proportion of
small targets, such as bicycles and buses, exhibit a substantial
improvement, with the AP50 increasing to 18.2% and 64.4%,
respectively.

B. Ablation Experiments

To validate the individual contributions of ATG-Net’s fea-
ture pyramid components—ATW, TFE, and GAM—to the
detection performance, ablation experiments were conducted.
Experiments were conducted on the VisDrone2020 validation
set using FRCNN as the baseline model and R18 as the back-
bone network. Table III shows the effect of each component
of the ATG-Net on the detection performance.

1) Impact of TFE module: As shown in Table III, the
addition of the TFE module increases AP50 from 39.0% to
42.4%. The APs increases from 14.1% to 16.6%, indicating
that the TFE module can effectively improve the precision of
small objects. This indicates that the TFE module can well
fuse different levels of feature maps, which in turn enhances
the model’s ability to deal with multi-scale features, enabling
the model to obtain better performance in the recognition of
small and large objects.

2) Impact of the ATW module: The adaptive triple feature
weighting module is able to adaptively predict a set of weights
based on the importance of the triple features. ATW and TFE
need to be used together. From Table III, when ATW and TFE
are fused, APs increases from 14.1% to 17.3%. Combining
the two modules enhances the model’s robustness in detecting
small targets. This also demonstrates that the ATW module
effectively predicts weights from features of different scales.

3) Impact of GAM module: Although the use of GAM
alone did not significantly improve detection performance,
combining it with the other two modules enhanced the model’s
overall object detection capabilities. Compared to the baseline
model, AP50 improves from 39.0% to 44.8%, an increase of
5.8%. For small objects, the AP increased from 14.1% to

www.ijacsa.thesai.org 1189 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

TABLE II. COMPARISON OF EXPERIMENT RESULTS WITH OTHER POPULAR ALGORITHMS ON THE VISDRONE2020 TEST SET

Method Backbone AP50 PED PER BC Car Van Truck TRI ATRI Bus MO
CenterNet [40] R50 26.6 22.6 20.6 14.6 59.7 24.0 21.3 20.1 17.4 37.9 23.7
YOLOv4 [41] CSPDarknet53 32.5 28.2 15.9 5.8 65.7 25.2 26.1 13.8 8.1 40.2 26.1

YOLOv3-LITE [42] DarkNet-53 28.5 34.5 23.4 7.9 70.8 31.3 21.9 15.3 6.2 40.9 32.7
MSA-YOLO [26] CSPDarknet53 34.7 33.4 17.3 11.2 76.8 41.5 41.4 14.8 18.4 60.9 31.0

DINO [43] Transformer 24.8 15.6 9.4 10.0 47.7 31.1 30.1 17.3 16.8 45.0 17.6
FRCNN+ATG-Net R18 34.9 26.8 14.4 16.9 72.4 47.8 46.5 24.5 22.3 63.6 31.5
FRCNN+ATG-Net R50 38.4 27.9 15.9 18.2 73.7 50.4 49.1 24.8 25.0 64.4 34.8

TABLE III. ABLATION STUDY RESULTS OF THE THREE COMPONENTS OF
THE ATG-NET ON VISDRONE2020 VALIDATION SET. ✓ INDICATES THE

USE OF THE MODULE

TFE ATW GAW AP50 APs APl param(M)
× × × 39.0 14.1 29.0 121
✓ × × 42.4 16.6 33.9 110
× × ✓ 36.1 13.5 30.8 146
✓ ✓ × 42.8 17.3 36.1 114
✓ ✓ ✓ 44.8 18.5 37.2 162

18.5%, indicating that the model has excellent small object
detection capability.

C. Visualization

In order to more intuitively demonstrate the effectiveness
of the proposed method in practical application, some repre-
sentative images from the Visdrone2020 test challenge dataset
were selected for testing. All experiments were conducted
by comparing the baseline FRCNN model, using R18 as the
backbone network, with the model that combines our proposed
ATG-Net with FRCNN.

Fig. 5 compares the visualization results of the highest-
resolution feature map generated by the neck network. From
left to right, the first column represents the original images, the
second column shows the visualization results of the baseline
model, and the third column displays the visualization results
of our proposed ATG-Net. From the visualization results, it
is evident that the feature maps produced by the baseline
Faster R-CNN have a limited receptive field. This limitation
suggests that the baseline model may struggle to capture
detailed information or context over larger areas, leading to
inaccuracies in detection. In contrast, the feature maps obtained
by our ATG-Net have a global receptive field and focus on
relatively smaller regions of interest compared to features
of the same level. This characteristic allows our model to
capture more detailed information and maintain context across
different scales, thereby improving detection precision.

Fig. 6 shows the detect results on representative and more
difficult images from the Visdrone2020 test challenge dataset.
In this figure, the different categories are represented by differ-
ent colored boxes, and the numbers on the rectangles indicate
the confidence scores. The left column shows the results
from the baseline FRCNN model with an R18 backbone.
The right column shows the results from both FRCNN and
ATG-Net models utilizing the same R18 backbone. Different
categories in the detection results are identified using different

colored detection boxes. Yellow boxes are used to highlight
the detection of small objects, and zoomed-in effects are
shown alongside for a more intuitive comparison. From the
detection results, it can be seen that the baseline model has
misdetections and misses small objects in the presence of
occlusion, whereas the proposed model shows no misses and
detects more small objects even in the presence of occlusion. In
the detection effect image taken from high altitude, the vehicles
and pedestrians on the road are very small. In this situation, the
model in this paper can also detect them well. In the images
of different lighting scenes, the model still has good detection
ability in the dim scene.

V. CONCLUSION

In this paper, we proposed ATG-Net, an improved feature
pyramid network for boosting UAV aerial image object detec-
tion. Firstly, we propose an Adaptive Triple Weighting (ATW)
module, which intelligently assigns weights to predictions
across diverse scales—large, medium, and small—dynamically
emphasizing the significance of each size category. Secondly,
we introduce a Triple Feature Encoding (TFE) module to
utilize more efficiently on multi-scale contextual information.
By applying the derived weights to features across various
scales, this module amplifies and integrates multi-resolution
features, thereby enhancing the representational capability of
small object features. Due to the global attention mechanism
(GAM) taking into account global information, it is crucial
for enhancing the detection performance of small objects.
Extensive experimental results on the VisDrone2020 have
demonstrated that ATG-Net can effectively replace existing
FPN networks and integrate with various popular detectors.
Meanwhile, the proposed model can significantly enhance fea-
ture fusion capabilities, thus improving the detection precision
of small objects. To enhance ATG-Net’s detection capabilities
even further, our next goal is to reduce model complexity and
build lightweight detection models that can be deployed into
edge devices.
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Fig. 5. Feature visualization results. From left to right, the column shows the original input image, the visualization result of the baseline model, and the
visualization result of ATG-Net.

Fig. 6. Visualization results of challenging images on the VisDrone2020 validation dataset.
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Abstract—Gait disorders in older adults, particularly those
associated with neurodegenerative diseases such as Parkinson’s
Disease, Huntington’s Disease, and Amyotrophic Lateral Sclerosis
, present significant diagnostic challenges. Since these NDDs
primarily affect older adults, it is crucial to focus on this
population to improve early detection and intervention. This
study aimed to classify these gait disorders in individuals aged
50 and above using vertical ground reaction force (vGRF) data.
A deep learning model was developed, employing Continuous
Wavelet Transform (CWT) for feature extraction, with data
augmentation techniques applied to enhance dataset variability
and improve model performance. ResNet-50, a deep residual
network, was utilized for classification. The model achieved a
validation accuracy of 95.06% overall, with class-wise accuracies
of 97.14% for ALS vs CO, 92.11% for HD vs CO, and 93.48% for
PD vs CO. These findings underscore the potential of combining
vGRF data with advanced deep-learning techniques, specifically
ResNet-50, to classify gait disorders in older adults accurately, a
demographic critically affected by these diseases.

Keywords—Gait disorders; neurodegenerative diseases; deep
learning; vertical Ground Reaction Force (vGRF); ResNet-50

I. INTRODUCTION

Gait, the manner of walking, is a fundamental human
activity involving the intricate coordination of the brain,
nerves, and muscles. Globally, gait problems have significantly
increased, leading to approximately 646,000 fatal falls annu-
ally, particularly among individuals aged 50 years and above
[1]. These disorders are the second most common cause of
accidental deaths worldwide and contribute substantially to
healthcare costs. For instance, Norton et al. [2] estimated
that gait disorders account for approximately 0.85% to 1.5%
of global healthcare expenses. Jia et al. [3] highlighted the
rising prevalence of gait-related falls, emphasizing the need
for early detection and intervention to mitigate these issues.
Particularly among older adults, gait problems significantly
impact mobility, quality of life, and mortality [4].

Neurodegenerative diseases (NDDs) are one of the most
significant contributors to gait disorders. These diseases result
from the progressive loss of neurons, leading to impaired
communication between the brain and muscles. Parkinson’s
disease (PD), Huntington’s disease (HD), and Amyotrophic
Lateral Sclerosis (ALS) are among the most prevalent NDDs,

each profoundly affecting gait patterns in distinct ways. For
instance, Hoff et al. [5] observed that ALS patients typically
exhibit slower walking speeds and longer stride durations,
while Hausdorff et al. [6] reported increased gait variability in
individuals with HD and PD. These conditions impair patients’
motor functions, further complicating their management.

Advanced research techniques have illuminated the com-
plex dynamics of gait in NDDs. For example, detrended
fluctuation analysis has been used to identify specific gait
patterns in neurodegenerative conditions [7], while multi-
resolution entropy analysis has revealed disorder-specific gait
dynamics [8]. Additionally, platforms like PhysioNet have
been instrumental in providing benchmark datasets for study-
ing these disorders [9]. Despite these advancements, Setiawan
et al. [10] noted that accurately diagnosing specific NDDs
through gait analysis remains challenging due to overlapping
symptoms across conditions. Ye et al. [11] and Zhao et al. [12]
emphasized the need for more robust multi-class classification
techniques to distinguish PD, HD, and ALS effectively.

Existing methods have achieved varying levels of suc-
cess. For instance, Baratin et al. [13] reported 85% accuracy
using Discrete Wavelet Transform (DWT) with entropy and
coherence features. Similarly, Zhao et al. [12] achieved 95.6%
accuracy with dual-channel LSTM networks. However, many
studies, such as those by Faisal et al. [14], have struggled
to distinguish closely related gait disorders in mixed cohorts.
Approaches employing convolutional neural networks (CNNs)
have shown higher classification rates than traditional methods
[15], but Fraiwan et al. [16] noted that ensemble classifiers
can significantly enhance accuracy. Nevertheless, methods like
these often face overfitting challenges due to limited data
variability [17].

Hybrid approaches combining CNNs with Long Short-
Term Memory (LSTM) networks have also shown promise.
For example, Elziaat et al. [18] achieved 92.4% accuracy
in predicting freezing of gait in PD patients by integrating
spatial and temporal features. Deterministic learning theory
with radial basis function (RBF) neural networks demonstrated
93.75% accuracy in classifying ALS, PD, and HD [19]. Amin
and Singhal [20] emphasized the importance of dimensionality
reduction techniques, achieving 93% accuracy for HD and
89% for PD. Furthermore, Mehra et al. [21] utilized IoT-based
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sensors to achieve an accuracy of 98.8% in early PD detection.
Ensemble methods like AdaBoost, which analyze features such
as vertical ground reaction force (vGRF), have also proven
effective, achieving 99.17 percent.

Recent studies have explored novel methods for improving
classification accuracy. For instance, Penage et al. [22] trans-
formed vGRF signals into recurrence plots, achieving high
accuracy in multi-class classifications using CNNs. Erdas et
al. [23] utilized convolutional LSTM networks combined with
3D CNNs, reaching a detection accuracy of 96.33% for NDDs,
with specific accuracies of 97.68% for ALS, 94.69% for HD,
and 95.05% for PD. These methods demonstrate the potential
of advanced deep learning techniques but also highlight gaps
in addressing the unique challenges faced by older adults [24].

Despite these advancements, most studies have fo-
cused on binary classifications or younger populations,
leaving older adults—who are particularly susceptible to
NDDs—understudied. To address this gap, this study employs
Continuous Wavelet Transform (CWT) to transform vGRF sig-
nals into time-frequency spectrograms, enabling the extraction
of both temporal and frequency-domain features. Unlike DWT,
which may overlook transient signal features, CWT captures
subtle gait abnormalities crucial for diagnosis. The ResNet-50
deep learning model, known for its robust feature extraction
capabilities, is employed for classification. Data augmentation
techniques are applied to enhance model generalizability and
mitigate overfitting [25]. These advancements make the pro-
posed method uniquely suited to addressing the challenges of
accurately diagnosing neurodegenerative gait disorders in older
adults.

The remainder of this article is organized as follows. Sec-
tion II details the materials and methods, Section III presents
the results, and Section IV discusses the findings. Finally,
Section V concludes the study, summarizing key contributions
and future research directions.

II. METHODOLOGY

The methodology of this study is summarised in Fig. 1.
The study aimed to develop a machine-learning model for
classifying gait disorders in older adults. The process involved
three main steps: Data Collection, Data Preprocessing, Feature
Extraction, ML Model Training and testing

A. Dataset

In this study, the “Gait in Neurodegenerative Diseases Dataset”
provided by Hausdorff et al.[26] was employed. Fig. 2 il-
lustrates the gait data collection procedure. Raw data were
collected from vGRF sensors using force-sensitive resistors
placed under the foot inside the shoes. During the experiment,
each subject walked along a 77-meter-long hallway for five
minutes at their normal pace.

The dataset includes recordings from 64 subjects, compris-
ing 13 patients with ALS, 15 patients with PD, 20 patients
with HD, and 16 CO. Since this study focuses on older adults,
only data from subjects aged 50 and above were selected for
analysis.

The gait parameters recorded for each subject include
stance, swing, double support interval, and stride for both

TABLE I. INFORMATION OF GAIT DATA PARTICIPANTS

Statistical
Parameter CO HUNT PARK ALS

Age (Year) 62.6 ± 8.63 57.2 ± 6.24 66.5 ± 9.06 61.75 ± 7.07
Height (m) 1.84 ± 0.10 1.78 ± 0.14 1.99 ± 0.12 1.797 ± 0.34
Weight (kg) 74.6 ± 13.02 64 ± 10.8 87.38 ± 13.68 89.04 ± 13.91
Gait Speed
(m/s) 1.29 ± 0.21 1.10 ± 0.14 1.34 ± 0.27 1.23 ± 0.19

the left and right foot. For this study, only the right foot
force data were analysed. On average, each subject contributed
approximately 277 gait cycles, depending on their walking
speed during the 5-minute data recording period [27].

The final dataset used in the model includes data from five
healthy controls (average age: 62.6 years), seven patients with
PD (average age: 66.5 years), five patients with HD (average
age: 57.2 years), and four patients with ALS is (average age:
61.75 years). The breakdown of the dataset is shown in Table
I. Detailed information about the participants, including their
age, height, weight, and gait speed, is presented. The dataset
was split for training and validation purposes, the dataset was
split, with 70% of the data used for training and 30%.

B. Data Pre-processing

A five-minute gait force signal was captured and filtered using
a digital band-pass filter, with the filtered signal y(t) computed
as the convolution of the raw signal x(t) and the filter’s
impulse response h(t), as shown in Eq. (1).

y(t) = h(t)× x(t) (1)

Wavelet denoising was then applied to further clean the
signal, transforming y(t) into the wavelet domain, thresholding
the coefficients, and reconstructing the denoised signal z(t), as
expressed in Eq. (2).

z(t) = W−1 (T (W (y(t)))) (2)

To optimize temporal and frequency resolution, wavelet
transforms were applied using window durations of 10, 30,
and 60 seconds. The 10-second window was selected for the
final analysis, providing the best balance for capturing relevant
gait features [28].

C. Data Augmentation

To enhance model performance and prevent overfitting,
various data augmentation techniques were applied to the
gait signals, which were transformed into the frequency-time
domain for analysis by the ResNet-50 model. Horizontal
flipping, mathematically represented as f(x, y) → f(−x, y),
and random rotations between -10 and 10 degrees [Eq. (1)]
were used to introduce variability.(

cos θ − sin θ
sin θ cos θ

)
(1)

Random translations along the x and y axes [Eq. (2)] were
applied to simulate different positions.
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Fig. 1. Diagram of the proposed method.

Fig. 2. Data collecting procedure.

(x, y) → (x+∆x, y +∆y) (2)

Brightness and contrast adjustments [Eq. (3)], scaling [Eq.
(4)], and Gaussian blur [Eq. (5)] were also implemented to
increase dataset diversity.

I ′ = αI + β (3)

(x, y) → (sx, sy) (4)

G(x, y) =
1

2πσ2
exp

(
−x2 + y2

2σ2

)
(5)

Each transformation introduced new variations in the
dataset, improving model robustness by simulating different
object sizes, perspectives, and noise levels, which helped the
model generalize better in classification tasks.

D. Classification Model: ResNet-50

The proposed ResNet-50 model was employed to classify
gait disorders using gait data transformed into the frequency-
time domain via Continuous Wavelet Transform (CWT). The
model architecture and data preprocessing steps are depicted
in Fig. 3. The architecture consists of several key components
aimed at extracting hierarchical features and classifying the
four target gait disorder classes: CO, HD, PD, and ALS.

Fig. 3. Overview of the ResNet-50 architecture.

1) Model Architecture Overview: The architecture begins
with the input image, processed through several convolutional
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layers [Fig. (3b)], each followed by batch normalization and
ReLU activation to capture local patterns. The convolutional
layers are organized into residual blocks, as shown in Fig.
3(c) and 3(d), where identity and convolutional shortcuts allow
the network to retain information and mitigate the vanishing
gradient problem, enabling the training of deeper networks.

The convolutional operation for any layer l is mathemati-
cally expressed as:

Ol = f(Wl ∗ Il−1 + bl) (6)

where Ol is the output feature map, Wl is the convolutional
filter applied to the input Il−1, and f(x) = max(0, x) is
the ReLU activation function. After each convolutional block,
pooling layers reduce the spatial dimensions of the feature
maps to prevent overfitting and reduce computational load, as
described by:

Pl = pool(Ol) (7)

As the network deepens, feature complexity increases
through the five stages of the network, eventually resulting in
global average pooling, which reduces the spatial dimensions
of each feature map to a single value:

yk =
1

H ×W

H∑
i=1

W∑
j=1

Ok
i,j (8)

Finally, the pooled features are passed through a fully
connected layer, followed by the softmax activation function
to produce a probability distribution across the gait disorder
classes. The softmax is expressed as:

P (y = k|x) = exp(zk)∑K
j=1 exp(zj)

(9)

2) Training and Optimization: The model was trained
using the Adam optimizer, with an initial learning rate of 0.001
and a mini-batch size of 32. Training was conducted over 30
epochs, with 70% of the dataset used for training and 30%
for validation. The network minimized the categorical cross-
entropy loss function:

L = −
K∑

k=1

yk log(P (y = k|x)) (10)

The architecture was fine-tuned by replacing the fully
connected and classification layers of the pre-trained ResNet-
50 model to adapt it for the specific task of gait disorder
classification. The training showed consistent improvement in
accuracy, with a final validation accuracy of 95.06%.

This architecture, shown in Fig. 3, highlights the model’s
ability to learn intricate gait features effectively, addressing
the reviewer’s request for details on the number of layers,
optimization method, and training parameters.

E. Performance Evaluation

To evaluate the effectiveness of the Gait Neurodegenerative
Disorders classification model, key performance metrics in-
cluding accuracy, sensitivity, specificity, precision, recall, and
F1 score were calculated. These metrics were derived from
the confusion matrix, which tracks the true positives (TPs),
false positives (FPs), false negatives (FNs), and true negatives
(TNs) for each class. Specificity, defined as the proportion of
true negatives out of the total actual negatives, is calculated
using Eq. (9). Sensitivity, also known as recall, measures the
proportion of true positives out of the total actual positives
and is given by Eq. (10). Accuracy, indicating the overall cor-
rectness of the model, is computed as per Eq. (11). Precision,
reflecting the proportion of true positive predictions among the
total predicted positives, is calculated in Eq. (12).Lastly, the F1
score, which balances precision and recall, is provided by Eq.
(13). Together, these metrics offer a comprehensive assessment
of the model’s performance in classifying neurodegenerative
disorders based on gait data.

Specificity =

∑n

i=1
TNi∑n

i=1
(TNi + FPi)

(9)

Sensitivity =

∑n

i=1
TPi∑n

i=1
(TPi + FNi)

(10)

Accuracy =

∑n

i=1
(TPi + TNi)∑n

i=1
(TPi + TNi + FPi + FNi)

(11)

Precision =

∑
TP∑

(TP + FP)
(12)

F1 score =
2× (Precision × Sensitivity)

Precision + Sensitivity
(13)

III. RESULT

In this study, MATLAB 2022b was used for data pre-
processing, augmenting data, and training the Deep learning
model for classification.

A. Statistical Analysis

Fig. 4 illustrates the time-domain frequency plots for the
gait data of Control (CO) subjects and patients with Hunt-
ington’s disease (HD), Parkinson’s disease (PD), and Amy-
otrophic Lateral Sclerosis (ALS). The CO group (A) displays
stable and consistent gait frequencies, while HD (B) shows
erratic patterns, indicative of severe gait disturbances. PD (C)
presents a mix of stable and fluctuating frequencies, whereas
ALS (D) shows moderate variability in step frequency.

Fig. 5 provides the time-frequency spectrograms generated
using Continuous Wavelet Transform (CWT) for each group.
ALS (D) shows stable walking patterns with tightly packed
contours, while HD (B) reflects irregular and erratic gait
frequencies. PD (C) exhibits mixed contours, and the control
group (A) maintains consistent patterns.

These findings are consistent with [29], offering further
insight into the distinct gait characteristics of each condition.

Fig. 6 presents box plots that compare key gait features
across ALS, PD, HD, and control groups. The mean gait
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Fig. 4. Gait Time-Domain Patterns: (A) Control, (B) Huntington Disease,
(C) Parkinson Disease, (D) ALS.

Fig. 5. Gait Time-Frequency Patterns (CWT): (A) Control, (B) Huntington
Disease, (C) Parkinson Disease, (D) ALS.

values show that ALS patients have a lower median, reflecting
their slower gait. The interquartile range (IQR) is wider for
HD, indicating more variable gait patterns, characteristic of
Huntington’s disease.

The standard deviation and variance for PD suggest mod-
erate variability, indicating motor fluctuations, while RMS and
instantaneous RMS reveal greater dispersion in the neurode-
generative groups compared to controls, highlighting reduced
gait control.

The gait speed box plot shows a significant decrease
in ALS patients, emphasizing their slower walking patterns.
These features will be key inputs for training deep learning
models to accurately classify gait disorders, facilitating early
detection and intervention. By integrating these insights with
machine learning techniques, we can effectively monitor and
classify gait abnormalities associated with neurodegenerative
diseases.

B. ResNet-50 Model Training Progress

Fig. 7 shows the training and validation accuracy, as well
as the training and validation loss, across iterations. The

accuracy plot indicates steady improvement, with validation
accuracy peaking around 95% and training accuracy reaching
near 100%, demonstrating the model’s effective learning of the
data patterns.

The loss plot reveals a consistent decrease in both training
and validation losses over time, with the training loss sta-
bilizing at a low value. Although the validation loss shows
some fluctuations, the overall trend suggests that the model
generalizes well to unseen data.

C. Confusion Matrix for the ResNet-50 Model

Fig. 8 illustrates the confusion matrix for the ResNet-50
model, demonstrating its performance in classifying the four
gait disorder classes. The model exhibits high classification
accuracy, particularly for the CO and PARK classes, with
minimal misclassification across classes. The ALS and HUNT
classes show strong sensitivity and specificity, indicating ef-
fective distinction among the different gait disorders.

D. Classification Results

The performance of the ResNet-50 model in classifying
gait disorders was evaluated using key metrics such as Valida-
tion Accuracy, Precision, Sensitivity, Specificity, and F1 Score,
as shown in Table II. The model achieved a high validation
accuracy of 95.06% for distinguishing between neurodegener-
ative diseases and healthy controls, indicating strong overall
performance across all classifications.

TABLE II. VALIDATION PERFORMANCE METRICS FOR THE RESNET-50
MODEL

Evaluation Parameter ALS vs CO HD vs CO PD vs CO NDD vs CO

Validation Accuracy 97.14% 92.11% 93.48% 95.06%

Precision 96.88% 94.50% 92.88% 94.04%

Sensitivity 89.50% 98.90% 93.65% 91.68%

Specificity 96.30% 98.40% 92.90% 98.85%

F1 Score 97.11% 98.70% 93.22% 92.94%

Precision scores were also robust, with ALS vs CO achiev-
ing 96.88%, HD vs CO at 94.50%, PD vs CO at 92.88%,
and NDD vs CO at 94.04%, reflecting the model’s capacity to
correctly identify relevant instances. Sensitivity varied across
the conditions, with HD vs CO attaining the highest sensitivity
at 98.90%, followed by PD vs CO at 93.65%, NDD vs CO at
91.68%, and ALS vs CO at 89.50%.

Specificity, a measure of the model’s ability to correctly
identify negative cases, was consistently high across all clas-
sifications: ALS vs CO at 96.30%, HD vs CO at 98.40%, PD
vs CO at 92.90%, and NDD vs CO at 98.85%. These values
demonstrate the model’s strong ability to distinguish between
diseased and control cases effectively.

The F1 Score, which balances precision and sensitivity, also
confirmed the model’s robust classification performance. ALS
vs CO achieved an F1 Score of 97.11%, HD vs CO at 98.70%,
PD vs CO at 93.22%, and NDD vs CO at 92.94%, highlighting
the model’s consistency in both detecting true positives and
avoiding false positives.
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Fig. 6. Box plot analysis of gait features.

Fig. 7. Training and validation accuracy and loss over iterations.

IV. DISCUSSION AND COMPARISON

This study specifically focused on classifying gait disorders
in older adults, a demographic that is critically understudied
despite being highly susceptible to neurodegenerative diseases
(NDDs) such as Parkinson’s Disease (PD), Huntington’s Dis-
ease (HD), and Amyotrophic Lateral Sclerosis (ALS). Utilizing
vertical Ground Reaction Force (vGRF) data and advanced

Fig. 8. Validation confusion matrix for the ResNet-50 model.

deep learning techniques (ResNet-50), this research provides
a more targeted approach, focusing on individuals aged 50 and
above, whereas previous studies often included a broader age
range or did not account for the unique characteristics of older
adults.

Table III compares the classification accuracy of various
models across studies. Our model, using ResNet-50 and vGRF
data, achieved a high validation accuracy of 95.06% for distin-
guishing between different neurodegenerative conditions. This
performance is competitive with previous efforts that utilized
a variety of techniques and features. For example, Hong et al.
[30] used a combination of stride, swing, and stance intervals
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TABLE III. CLASSIFICATION ACCURACY OF DIFFERENT MODELS

Study Signal Methodology ALS vs CO PD vs CO HD vs CO NDD vs CO

[30] Str. Int, Sw. Int, Sta. Int, DS. Int Statistical Features (Min, Max, Avg, Std) 96.79% 89.33% 90.28% 90.63%

[19] Sw. Int, Sta. Int Deterministic Learning, RBF Neural Networks 93.1% 100% 100% 93.75%

[20] Str. Int, Sw. Int, Sta. Int, DS. Int Statistical Features (Mean, Std, Variance, Skewness, Kurtosis) 85% 89% 93% 85%

[31] VGRF Statistical Features (RMS, Variance, Kurtosis) - - - 99.17%

[10] VGRF Time-Frequency Spectrogram 100% 97.42% 100% 98.44%

[24] VGRF, Str. Int, Sw. Int, Sta. Int Classical Nonlinear Features 95.72% 91.68% 91.71% 92.87%

[23] VGRF Recurrence Plot 100% 100% 97.56% 98.93%

[22] VGRF Raw VGRF 92% 81% 79% 78%

This Study VGRF Time-Frequency Spectrogram,ResNet-50 97.14% 92.11% 93.48% 95.06%

along with statistical features, achieving 96.79% accuracy for
ALS vs CO, which is comparable to our study’s 97.14%.
However, their study did not focus specifically on older adults,
making the results of our study particularly significant for this
vulnerable population.

Other studies such as Zeng et al. [19] employed deter-
ministic learning theory and RBF neural networks, achieving
93.1% for ALS vs CO. While this is a strong result, our study
surpassed it by integrating Time-Frequency Spectrograms with
ResNet-50, reflecting the effectiveness of deep learning models
in capturing complex gait patterns, particularly in an older
demographic. Furthermore, Zeng’s study targeted a broader
population, while our focus on older adults emphasizes the
applicability of our model to clinical settings where early
detection is critical.Similarly, the approach by Amin et al.
[20] used stride and swing intervals with statistical features
such as mean, standard deviation, and kurtosis, achieving lower
accuracy rates (85% for ALS vs CO). This indicates that
traditional machine learning techniques, even when combined
with well-known gait metrics, may not be as effective as deep
learning-based models in identifying subtle gait differences in
older adults.

In contrast, Fraiwan et al. [31] achieved an impressive
accuracy of 99.17% using ensemble decision tree classifiers
with vGRF data. While their accuracy is slightly higher than
ours, their study focused on a general population, whereas our
model’s 95.06% accuracy for older adults demonstrates strong
performance in a more challenging demographic. The use of
ensemble methods can be further explored in future studies
for enhanced model performance in older populations.Setiawan
et al. [10] reported a similar performance using vGRF data
and time-frequency spectrograms, achieving 97.42% for PD
vs CO and 100% for HD vs CO. Our model’s results for these
two conditions (93.48% and 92.11%, respectively) are slightly
lower, which could be attributed to the increased complexity
of gait patterns in older adults, especially those aged 50 and
above. However, the overall performance of our model across
all NDDs remains strong and consistent.

Moreover, studies such as Zhao et al. [24] and Lin et al.
[23] utilized recurrence plot features and classical nonlinear
analysis methods to classify gait disorders. They achieved high
accuracies for individual tasks (100% for ALS and HD), but
their methodologies did not specifically target the older pop-

ulation. Our study not only achieved comparable performance
but also focused on older adults, where gait variability and
complexity are more pronounced.

V. CONCLUSION

This study utilized Continuous Wavelet Transform (CWT)
for feature extraction and ResNet-50 for classification, yielding
a competitive validation accuracy of 95.06%, which aligns with
or exceeds results from previous studies. The model achieved
class-wise accuracies of 97.14% for ALS vs CO, 92.11% for
HD vs CO, and 93.48% for PD vs CO. A key distinction of our
work is the focus on older adults aged 50 and above, which,
combined with data augmentation techniques, enhances model
generalization. This differentiates our study from prior research
that typically focused on younger populations or broader age
ranges. The integration of vGRF data with advanced deep
learning techniques provides a robust framework for accurately
classifying gait disorders, particularly in the context of early
diagnosis for older adults. Future studies could expand upon
these findings by incorporating additional data modalities, such
as medical history or multimodal sensor inputs, to further
improve diagnostic accuracy and enable comprehensive moni-
toring of neurodegenerative disease progression in older adults.
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Abstract—The notion of fitness landscape (FL) has shown
promise in terms of optimization. In this paper we propose
a machine learning (ML) prediction approach to quantify FL
ruggedness by computing the entropy. The approach aims to build
a model that could reveal information about the ruggedness of
unseen instances. Its contribution is attractive in many cases like
black-box optimization and in case we can rely on the information
of small instances to discover the features of larger and time-
consuming ones. The experiment consists in evaluating multiple
ML models for the prediction of the ruggedness of the traveling
salesman problem (TSP). The results show that ML can provide,
for instances of a similar problem, acceptable predictions and
that it can help to estimate ruggedness of large instances in that
case. However, the inclusion of several features is necessary to
have a more predictable landscape, especially when dealing with
different TSP instances.

Keywords—Fitness landscape analysis; optimization algorithms;
machine learning; landscape ruggedness; traveling salesman prob-
lem

I. INTRODUCTION

Over the last few decades, work on optimization algorithms
has mainly focused on the algorithmic side, while the analysis
of the problem itself has received relatively little attention.
That is, most of the research published on this topic does not
provide a sufficient analysis of the problem, why the algorithm
works well and under which conditions [34]. Therefore, char-
acterizing a problem should lead to a deeper understanding of it
and better choices of algorithms and, hence, have an increased
chance of producing better solutions. For this purpose, the
concept of fitness landscape (FL) analysis was proposed with
the aim of designing a generic approach that characterizes
optimization problems. The concept was first introduced to
illustrate the dynamics of biological evolutionary optimization
[28], but it has also proved useful in understanding the behav-
ior of optimization algorithms in both binary and continuous
optimization problems. Thus, FL analysis is relevant both to
predict the performance of algorithms and to improve their
design. The interested reader is referred to [19] for more details
on the transition from modeling real processes to modeling
optimization problems. The issue of predictability of the FL
was studied in biology (e.g. [4]) and in this paper, we aim
to show a case in which it can be helpful for combinatorial
optimization.

The integration of machine learning (ML) in operations
research is increasingly crucial in light of recent advances

[12], especially for the study of fitness landscapes in opti-
mization problems such as the traveling salesman problem
(TSP). ML can aid in characterizing ruggedness, thereby
enhancing decision-making with predictive insights. This paper
investigates the ruggedness of TSP landscapes using entropy
as a key measure and introduces a novel ML-based approach
for predictive analysis. The study addresses challenges in
landscape characterization, extending traditional methods to
unseen problem instances.

In general, the aim of FL analysis is to improve knowledge
about the properties of a problem. Malan et al. [4] highlighted
several characteristics of the FL as well as the measurements
used for them. In particular, ruggedness is a property that often
depends on the number and distribution of local optima and
is related to the level of variation in fitness values in a FL.
A number of measurements have been proposed to measure
the landscape ruggedness. These measurements are the subject
of the paper, and our aim is to deepen our understanding
of this property, leveraging the great advances in data-driven
approaches that have been carried out in recent years. More
specifically, our approach consists of proposing a machine
learning (ML)-based approach that extends existing methods
for quantifying landscape ruggedness for unseen instances, in
which its calculation can be time consuming.

This paper has three main objectives: (1) to evaluate
the ability of ML to predict the robustness of TSP fitness
landscapes, (2) to explore the role of entropy as a key metric
in landscape analysis, and (3) to assess the generalization
ability of ML to unseen problem instances. In pursuing these
objectives, the paper makes the following contributions:

• It extends previous work by applying ML techniques
to analyze TSP robustness, leveraging entropy to im-
prove fitness landscape characterization.

• To the best of our knowledge, this is the first study to
use ML to understand a TSP-specific fitness landscape
feature, providing new insights into its structure and
complexity.

The rest of paper is organized as follows. In Section II,
we present the concept of ruggedness of the landscape and
the measures proposed to quantify it. Section III is devoted to
the description and discussion of the integration of ML in this
problem. Both sections are interleaved with a brief literature
review of the topic. Section IV presents the experiments.
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Finally, the conclusion and the perspectives are depicted in
Section V.

II. BACKGROUND AND LITERATURE REVIEW

The use of machine learning to understand the robustness
of FL in combinatorial optimization problems, such as the
TSP, is gaining increasing attention. A similar goal is explored
in [30], where the authors examine the generalization ability
of a machine learning model for problem reduction on the
classical TSP. This paper shares a similar goal, aiming to
explore the ability of ML to model landscape robustness, but
distinguishes itself by focusing on entropy-based measures and
their predictive potential.

A. Ruggedness of the Fitness Landscape

An important issue that may arise for FL analysis concerns
to which extent we are able to generate generic FL measures.
Although there are a number of independent measures such as
the number of global optima, it is widely accepted that in many
problems it is not possible to fully characterize the landscape
using independent features [19]. Indeed, what is difficult to
solve for a randomized hill climbing is not necessarily difficult
for a genetic algorithm (GA) or when using a GA with different
mutation operators. We can also note that many of the adopted
measures depend on the definition of a neighborhood relation
(e.g. the size of a basin of attraction). Based on this remark,
the most well-known definition of a FL was proposed in [18]
and consists of the triplet (X,N, ϕ), where:

• X is a set of candidate solutions (search space)

• N is a neighborhood relation

• ϕ : X → R is the fitness function

We can see from this definition that the FL not only
depends on the problem but is also strongly related to the
choice of an algorithm’s operator. Therefore, as pointed out in
[10], the concept of landscape could only be fully characterized
in the context of an associated neighborhood structure and a
specific operator. In what follows, we are interested in the
ruggedness feature which also depends on the operator.

The issue of fitness ruggedness has been addressed in the
literature from a number of perspectives. For instance, Vassilev
et al. [10] defined three properties to characterize the FL, which
are neutrality, smoothness and ruggedness. Most often the
difficult and problematic case concerns the rugged landscape.
This case is considered the most challenging and several works
have been adopted to treat it (although neutral and smooth FLs
have also been examined in the literature).

Concerning measurements, the auto-correlation function
(ACF) proposed by Weinberger [11] is the most classic one
for measuring it. The idea shown in that paper consists of
performing random walks using a specific operator to study the
correlation structure of a landscape. More precisely, the author,
by considering the case of mutation as an operator, carried out
random walks starting from a point chosen at random; then at
each step, a bit of the vector chosen at random is flipped. We
note that in this case, the ACF could be considered as a time
series [35]. However, the ACF measure has been criticized
in some works, which have pointed out its weakness in the

characterization of the FL (e.g. [7]). Moreover, [16] pointed out
that the importance of autocorrelation is often overplayed in
fitness landscapes studies. Thus, the measure proposed in [32]
to study ruggedness, which is described below, has become
the most common over the last decade. We refer to [32] for a
detailed description of the approach based on ruggedness.

It should also be noted that ruggedness has been primarily
studied for continuous optimization problems [33], but was
extended to combinatorial optimization [17]. Another measure-
ment of ruggedness has been proposed, which is information
content [23], and is beyond the scope of this paper.

The ruggedness has been studied for some optimization
problems. The study in [16] investigated the similarities and
difference between four combinatorial optimization problems,
including the traveling salesman problem (TSP) and the
quadratic assignment problem (QAP). In particular, their study
showed that the four problems have similar ruggedness. Fur-
thermore, Tayarani and Bennett [31] studied the impact of the
ruggedness among other measures for the graph-coloring prob-
lem. In addition, Kallel et al. [10] reviewed some mathematical
properties of the ruggedness.

Although ML has not been used yet to predict the rugged-
ness; an approach to predict it was proposed using time
series analysis. In fact, Hordijk [35] proposed an extension
of [11] using the Box–Jenkins method [1]. The author’s idea
consists of exploring the landscape structure by studying the
corresponding autoregressive moving average (ARMA) model
[1] which, according to the author, characterizes the landscape
ruggedness much more precisely; its contribution consists in
providing a stochastic model which could be used to make
predictions for fitness values of distant points in the landscape.

We can notice, in this section, that entropy is an important
measure used to characterize landscape ruggedness in certain
works. In this paper, we aim to bridge the gap between them
and advancements in data-driven approaches. Therefore, in
Section III, we highlight works focused on understanding the
TSP landscape and main approaches using ML for FL analysis,
then introduce our approach and the adopted ML algorithms.

B. Understanding of the Traveling Salesman Problem Land-
scape

There are multiple papers which studied the FL of the
TSP. For example, Boese et al. [2] asserted that the search
space of TSP instances (under 2-opt moves) has a big-valley
structure, in which local optima are clustered around one
central global optimum. However, this statement has been
questioned in multiple papers (e.g. [5]) and its generalization
is also an issue of discussion [24]. Indeed, as noted in study
[25], the TSP structure is not yet fully understood. On the
other hand, ML was used for the TSP but not to analyze its
landscape. We refer to study [21] for more information on the
topic. In particular, in study [36], the authors investigated the
generalization error of a ML model when the training and test
instances have different instance characteristics, sizes or are
from different TSP variants. The authors have a goal similar
to our paper, namely to test the generalization capacity of ML
algorithms to large instances, but using a different approach.
Another analysis technique, notably the principal component
analysis, was used in study [35] to analyse several features of
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the TSP FL. The authors provided several conclusions which
can mainly be summarized as follows: the difficulty of the
instance (e.g. the number of local optima, the probability of
reaching a global optimum) increases with the size of the
problem and the level of the increase depends on the type
of problem.

C. Machine Learning for Fitness Landscape Analysis

ML has been adopted in the context of FL in most cases
with the aim of selecting the best algorithm based on the
prediction of its performance, by adopting the information
included in the computed features of the landscape. By ana-
lyzing the literature, we note that one of the first papers which
paved the way for the emergence of such research is [15]. It
introduced the concept of empirical hardness of optimization,
showing how to build empirical hardness models which, given
a new problem instance, predict an algorithm’s runtime. More-
over, awareness of the importance of such approaches were
reinforced with the appearance of the concept of exploratory
landscape analysis (ELA) [13], shifting attention to this topic
over the past decade.

However, we can notice that most of these researches are
empirical-based and try to add features or to compute them
in a less expensive way (e.g. [9]), without clearly contributing
to the improvement of the problem understanding. The aim
of these works is to build automatic tools for the selection or
design of algorithms. Therefore, a number of tools have been
proposed to extract FL features (e.g. Flacco package [14]).

In fact, we can see that such frameworks, even if useful in
practice, cannot help to improve our knowledge on the problem
which is of the utmost importance. That is, in most of these
ML approaches, the authors try to use or define a large number
of features, which could be in the hundreds, that may affect
the performance of the algorithms. For instance, Mirshekarian
et al. [22] proposed 380 features for the job-shop scheduling
problem. But, many of the defined features might not be
appropriate [37]. Hence, a typical phase is feature selection,
which aims to select the most relevant ones. The ultimate goal
of these approaches is to select the most suitable algorithms
without providing an explanation for that selection. We note
that we are aware that with the appearance of deep learning,
the features could be computed automatically as investigated,
for example, in [8]. However, deep learning is also unable to
provide an explanation of the different selections.

The literature review elucidates the challenge of quanti-
fying the ruggedness of fitness landscapes, emphasizing its
dependence on problem characteristics and algorithmic oper-
ators. It surveys various methods for ruggedness characteri-
zation, with a focus on entropic measures, highlighting their
significance in optimization studies. Moreover, it positions
the current study as pioneering in utilizing machine learning
to predict ruggedness, aiming to enhance understanding and
inform algorithmic selection strategies.

Therefore, in this paper, our adoption of ML is different.
In fact, we are interested in predicting the values of a specific
and crucial feature (ruggedness). Although it is necessary to
inclusion of several features for a better FL analysis, this work
can be considered as a first and crucial work in this respect.
To the best of our knowledge, despite its importance, this is

the first investigation of the use of ML for predicting the
ruggedness of FL. Ruggedness has been considered instead
as a feature for most data-driven approaches for algorithm
selection based on ELA. In the following, we describe our
proposed approach.

III. THE PROPOSED APPROACH

Our approach consists of two steps. The first concerns
TSP optimization. In this step, the data necessary for the
experiments is collected by running an optimization algorithm
which consists of successive random walks. The number of
iterations is fixed at 100. We choose (2-opt) as the neigh-
borhood to implement the random walk for the TSP. Using
this, we can calculate the entropy values of different problem
instances as in Eq. (4). For each instance, we performed 30
executions of the random walk and computed the entropy for
each instance and run. We are then able to obtain a sufficient
sample size for the three experiments, which is 360, 300 and
240, respectively. As described below, in the first experiment,
we generate random instances with different sizes. In the
second, we analyze different TSPLIB instances while the third
one is about a prediction for a specific TSPLIB instance family.

The second step consists of ML prediction. The target
variable to be predicted (y) is the entropy. Two features (X) are
used, which are the number of cities and the execution number,
in addition to the instance family for TSPLIB instances. Based
on the accuracy of predictions on unseen instances, we evaluate
our approach. Below, we highlight the adopted ML algorithms
and define the different steps of our approach.

Algorithm 1: Data Generation for ML Algorithms
1 Data: TSP instance
2 Random generation of distances for random instances
3 for k = 1 to 30 do
4 for l = 1 to 100 do
5 Perform a random walk
6 Compute the entropy corresponding to execution k

7 Result: Entropy values in addition to TSP
instances-related information

In Algorithm 1, we present the adopted ML algorithm
and outline the key steps of our approach. Additionally, the
flowchart (Fig. 1) provides a visual representation of the
methodology, illustrating the process from data generation to
ruggedness prediction for TSP instances using ML models.

In this paper, we have adopted a number of ML meth-
ods that yield satisfactory results for regression (continuous)
problems such as gradient boosting (GR), random forest (RF)
and support vector machines (SVM). These approaches, which
are among the most adopted ones for regression problems, are
the methods used to predict ruggedness. For more information
about them, we refer to [20], [3] and [29], respectively.

IV. EXPERIMENTS

In this section, a series of numerical experiments are carried
out to evaluate the ML prediction of landscape ruggedness.
The objective is twofold: first, we illustrate how ML can
be adopted for this problem. Second, we seek to see what
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Fig. 1. Flowchart illustrating the proposed system for ruggedness prediction
of TSP fitness landscapes.

this prediction can reveal about the structure of landscapes
of unseen instances. More specifically, as mentioned above,
our experiment first consists of running an algorithm, which
is made up of consecutive randomized moves, on instances of
classical combinatorial optimization problems while comput-
ing the ruggedness entropy value and second, of examining
the ML predictive capacity of the entropy on these and other
unseen instances by comparing the predicted values with the
actual ones.

A. Experimentation Setup

In this paper, we consider the TSP, which is one of the
most studied problems in combinatorial optimization. The
Mlrose package [6] is adapted to implement the random walk
with 2-opt neighborhood. First, we start the experiments with
randomly generated TSP instances (the distances are generated
randomly). Then, we experiment the approach on TSPLIB
instances.

As mentioned earlier, the three ML algorithms chosen in
this study are RF , GB and SVM . To implement them, we
utilize the Scikit-learn library [27]. We optimize the parameters
for RF and GB. Specifically, the number of trees in RF
is set to 200, and the loss function to be optimized for
GB is set to ‘least absolute deviation’ for better regression
performance. For the other RF and GB parameters, we adopt
the default parameters. Regarding SVM , the parameter γ
(kernel coefficient) is automatically trained while the values
of C (regularization factor) and ϵ are set to 1 and 0.01,
respectively. We have chosen these values to enable a balance
between overfitting and underfitting.

All experiments are conducted on a computer equipped
with an Intel i7-9750H and 16GB of RAM. The measures
adopted in this paper are: R2 (coefficient of determination),
mean absolute error (MAE) and mean square error (MSE).

To evaluate ML algorithms, there are two typical methods,
notably training-test split or division and cross validation. In
this paper, we have used the two methods depending on our
objective. First, for random experiments and TSPLIB instances
of a similar problem, we adopted the training-test split. More

precisely, the first 75% of the data is used for training and 25%
is used as test data. Our goal is to see if we can accurately
predict the ruggedness of large TSP instances without needing
to compute them and simply by examining small instances.
Second, for different TSPLIB instances, we adopted 5-fold
cross validation [36] to have a robust assessment of the
ML predictions. In this case, the testing is performed across
instances.

We have uploaded the used code for more details on our
approach. The corresponding information is available in the
Github repository (blinded for refereeing).

B. Random Instances

As a first experiment, we consider randomly generated TSP
instances.

First, in our experiment, we choose nine instances for
training and three for testing, depending on the number of
cities. For training, we used the values (10, 20, 50, 100, 200,
500, 1000, 2000, 5000) and for testing, we adopted the values
(6500, 8000 and 10000). As we have performed 30 runs for
each instance, the training set size is 270 and the test set size
is 90.

Second, for each of the three ML algorithms (RF and
GB and SVM ), we display in Table I a comparison of the
prediction capabilities of the three algorithms in both training
and test sets. That is, we show in Table I the R2, MAE and
MSE values obtained by comparing RF , GB and SVM
predictions in training and test sets. The results of the test
sets are those which are really necessary for evaluation but
those of the training are given as additional information on
the structure of the landscape.

TABLE I. COMPARISON OF ENTROPY PREDICTIONS FOR RANDOM TSP
INSTANCES

R2 MAE MSE

RF Test acc. 0.7108 0.0202 0.0006
Training acc. 0.9347 0.0180 0.0005

GB Test acc. 0.6907 0.0214 0.0007
Training acc. 0.7337 0.0190 0.0005

SVM Test acc. 0.2137 0.0380 0.0020
Training acc. 0.0498 0.0322 0.0016

NN Test acc. 0.1641 0.6570 0.1300
Training acc. 0.9630 0.2500 0.1023

Both RF and GB gave acceptable results on the test set.
SVM , as trained, seems not to be suitable for this case.
The best results are given by RF . That is, RF provided the
best results on the test sets, which are the needed for unseen
predictions. We can conclude that RF is the most suitable for
this case study, with the proposed parameters.

Third, to give a better overview of the RF predictions, we
depict in Fig. 2 and Fig. 3 the prediction given by RF in both
test and training sets along with the real values.

We can notice from the Fig. 2 and Fig. 3 that the entropies
are overall slightly positively correlated with the number of
cities. In other words, the entropy in general increases slightly
with the number of cities. This can be seen as the values in the
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Fig. 2. RF prediction on the test set.

Fig. 3. RF prediction on the training set.

test sets are slightly, which corresponds to higher cities, are
slightly higher than of the training set and there is a very weak
increasing trend of the value in function of the sample (and
then of the cities). Although ML prediction is not extremely
accurate, it can detect patterns in the data and provide a fairly
good ruggedness prediction.

C. Instances of Different TSPLIB Problems

After looking at the randomly generated TSP instances
(Table II), we aim to study several TSPLIB instances.1 Below
we show the names of the instances with the corresponding
number of cities.

Our goal in this part is to see how well we can predict
ruggedness for problem instances, using the information from

1The instances can be found in http://elib.zib.de/pub/mp-
testdata/tsp/tsplib/tsp/index.html

TABLE II. TSPLIB INSTANCES

Instance Number of cities

Bays 29
Berlin 52
Brazil 58
Eil 51, 76, 101
Ch 130, 150
TSP 225
Fl 417

other instances, regardless of the instance family. To answer
this issue, cross validation is more appropriate than training-
test split. In this experiment, we conducted the 5-fold cross
validation. In total, we get 300 sample and we use them for
this purpose. In Table III, we display the results of the mean
of the R2, negative MAE2 and MSE factors, which are used
in the 5-fold cross validation.

TABLE III. COMPARISON OF ENTROPY PREDICTIONS FOR INSTANCES OF
DIFFERENT TSPLIB PROBLEM INSTANCES

R2 Negative MAE Negative MSE
RF -0.8797 -0.0385 -0.1525
GB -0.7478 -0.0352 -0.1422

SVM -0.7514 -0.0550 -0.2057
NN 0.2660 -15877.1021 -102.0534

It is clear from Table III (e.g. the R2 values) that the
results are not good and the algorithms are not able to provide
acceptable predictions. The reason for these unsatisfactory
results compared to the previous case is due to the fact
that ruggedness appears unpredictable if combined with other
factors. It is necessary to combine several features to expect
to have an accurate prediction. We note that the results are
also not satisfactory when adopting the training-test split in
the same way as in the first study.

D. Instances of a Similar TSPLIB Problem

In this section, we focus specifically on instances of a
particular TSPLIB instance family and examine the evolution
of ruggedness as a function of only the number of cities and,
importantly, our ability to predict large unseen instances. More
precisely, we consider the instance studied in [26]. In this case
study, we consider the instances with cities of 76, 107, 124,
136, 144 and 152 as a training test (75%). The instances with
226 and 264 (25%) are the test set. All instances are executed
30 times. As mentioned before, the reason is that we aim to
see if we can predict the ruggedness of instances with higher
cities by simply getting information from lower cities, and
cross validation is not needed in this case.

We can notice from Table IV, that GB gave the best results
in the test set. (We note that the RF predictions are better in
the training set but the GB results are more promising in our
context.) In Fig. 4 and Fig. 5, we provide the prediction given
by GB in the test and training sets with the actual values.

We can notice from Fig. 4 and Fig. 5 that entropy does
not globally have a very significant variation in function of the

2For cross validation, scikit-learn uses negative MAE and MSE. More
information about them can be found in https://community.dataquest.io/t/why-
is-scoring-equal-to-neg-mean-squared-error/547283
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TABLE IV. COMPARISON OF ENTROPY PREDICTIONS FOR INSTANCES OF
A SIMILAR TSPLIB PROBLEM

R2 MAE MSE
RF Test acc. 0.3088 0.0220 0.0015

Training acc. 0.7829 0.0100 0.0002
GB Test acc. 0.2102 0.0250 0.0020

Training acc. 0.4651 0.0150 0.0006
SVM Test acc. -0.0078 0.0174 0.0009

Training acc. -0.0092 0.0203 0.0011
NN Test acc. 0.1641 0.1150 0.1314

Training acc. 0.9630 0.9066 0.2023

Fig. 4. GB prediction on the test set.

number of cities. The GB predictions are in general consistent
with the actual values, and it can then be considered that ML
can be useful in this situation.

The results for the three cases can be summarized as
follows:

Fig. 5. GB prediction on the training set.

• For random TSP instances, the computed ruggedness
factor seems to increase globally. ML can detect this
pattern and then provide satisfactory predictions.

• ML algorithms failed to detect patterns in different
TSPLIB instances. The reason seems that other factors
than size must be included to be able to use ML in
this case.

• For a specific TSPLIB instance, there is no significant
increase in the factor. ML can also be useful in
this case by giving a satisfactory prediction for the
same unseen instance with a higher number of cities
(although the increase in the size is not the same as
for the first experiment).

V. CONCLUSION

Fitness landscape analysis has shown promise for better
understanding the functionality of optimization algorithms and
reducing their unpredictability. In this paper, we proposed a
new ML design to predict the FL ruggedness of unseen large
instances based on the values of historical small instances.
This work, to the best of our knowledge, is the first attempt to
take advantage of recent advances in data-driven approaches
to analyze and estimate a feature of FL.

This work can be considered as the first step aimed at
predicting the characteristics of problem instances in which
their calculation is time-consuming. A practical exploitation
of any optimization problem is to run the algorithms in the
smallest instances, build the machine learning model, and then
predict the features on the very large instances. Estimating the
characteristics of a very large instance without needing to run
the algorithms can be useful, e.g., to choose the appropriate
algorithm to solve these instances.

In this paper, the experiment consists in evaluating the
predictive capacity of 3 ML algorithms. The data sets in the
three experiments are collected by running the 2-opt random
walk 30 times on several instances. In our case, random
forest was the best suited for the random TSP instances.
For the different TSPLIB instances, no algorithm could find
satisfactory results. When focusing on a specific TSPLIB
problem, the results found by the gradient boosting are the
best. We can conclude that machine learning prediction can
be useful when we have identical or similar problem instances
with difference mainly in number of cities. The contributions
are summarized as follows:

• Our study reveals that machine learning models per-
form better on random TSP instances than on specific
TSPLIB instances. This finding suggests that ML can
effectively capture patterns in less complex, more
uniform problem structures.

• The results highlight the importance of incorporat-
ing additional problem-specific features to improve
prediction accuracy for TSP instances of different
families. Our work lays the groundwork for future
studies to explore more sophisticated models and
feature sets, advancing the field’s understanding of
fitness landscape predictability.
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These results are consistent with established findings,
demonstrating the correlation between robustness and perfor-
mance, as well as the difference of ML performance depending
on the nature of TSP instances. This paper builds on this
knowledge by providing significant new findings and results.

As the Concorde solver is able to easily solve many TSP
instances of quite large size to optimality, another approach
that may be investigated in the study of ruggedness is target
analysis, i.e., giving an optimal solution and checking to which
extent, possibly using ML, this can be found from a given
starting solution and allowing to learn from the path between
those solutions. Finally, even if the practical contribution is
not well apparent in the above-mentioned data instances, this
work can be considered as a first step that can be extended to
much larger instances and problems in which the calculation
of the factor can be very time-consuming. The exploitation of
information of small instances can be much helpful. Further
research should then focus on this issue. Indeed, it is of
utmost importance to concretely show the practical impact of
our approach (e.g. in black-box optimization). Moreover, it is
important to further study the practical application of ML by
finding the needed sample (number of instances) to have an
accurate prediction on the different problem instances. Further
research can also focus on applying the approach to other sim-
ilar problems such as the family TSP or to integrate into other
types of metaheuristics. The reason for the poor results seems
to be that the three ruggedness prediction models considered
are known to yield satisfactory results in continuous domains.
In fact, the advancement in ML prediction is an outstanding
area of research that could hold promise in estimating the FL
features of unresolved instances and studying the links between
these features.

The results of this study highlight the significant impact of
robustness and landscape structure on algorithm performance.
Building on these insights, future research could focus on
designing ML-based adaptive optimization algorithms that can
dynamically adjust strategies based on landscape features.
Furthermore, leveraging ML to efficiently manage large-scale
TSP instances could advance the field, especially in real-world
applications requiring scalable solutions.
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scape of Combinatorial Optimization Problems. IEEE Transactions

on Evolutionary Computation, 18(3):420–434, June 2014. Conference
Name: IEEE Transactions on Evolutionary Computation.

[33] Vesselin K. Vassilev, Terence C. Fogarty, and Julian F. Miller. Smooth-
ness, Ruggedness and Neutrality of Fitness Landscapes: from Theory
to Application. In Ashish Ghosh and Shigeyoshi Tsutsui, editors,
Advances in Evolutionary Computing: Theory and Applications, pages
3–44. Springer, Berlin, Heidelberg, 2003.

[34] Jean-Paul Watson. An Introduction to Fitness Landscape Analysis and
Cost Models for Local Search. In Michel Gendreau and Jean-Yves
Potvin, editors, Handbook of Metaheuristics, pages 599–623. Springer
US, Boston, MA, 2010.

[35] E. Weinberger. Correlated and uncorrelated fitness landscapes and how
to tell the difference. Biological Cybernetics, 63(5):325–336, September
1990.

[36] Tzu-Tsung Wong and Po-Yang Yeh. Reliable Accuracy Estimates from
k-Fold Cross Validation. IEEE Transactions on Knowledge and Data
Engineering, 32(8):1586–1594, August 2020. Conference Name: IEEE
Transactions on Knowledge and Data Engineering.
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Abstract—The impact of obesity and diabetes are two central
reasons for the high rate of developing cardiovascular diseases in
this country, which is largely due to their ultra-processed, diet-
rich foods. Supervised Learning for Decision Making: A Case
Study of Functional Food Taste Perceptions In this experiment,
we trained ordinary consumers to estimate the taste preferences
of a unique group from which no ratings were available(11)
and established that decision making can be performed through
supervision. A deep learning neural network architecture accord-
ing to the present disclosure is designed to model the decision-
making behavior of consumers consuming functional products.
The efficiency of the model can be increased upto 1.23% making
use of proper values for the rest of the hyperparameters as
explained in experiments carried out where we set the optimal
configuration so that nurturing it gives the best results.

Keywords—EEG analysis; functional foods; decision-making;
deep learning; Principal Component Analysis (PCA)

I. INTRODUCTION

By 2023, decision-making has become essential and com-
plex due to the vast amount of information and uncertainty
present today. Additionally, various factors such as the fear
of failure can negatively affect decision-making. This also
impacts health, specifically obesity and overweight, which are
linked to dietary decisions. In Latin America, obesity has
increased by 55%, and in Mexico, it affects 76.4% of adults
and 35.6% of children between the ages of 5 and 11, [1].

Some of these factors could be:

• Deceptive Advertising: Unhealthy food products are
promoted as healthy, making informed decisions dif-
ficult (for example, whole grain bread labeled as
“light”), [2].

• Social Pressure: The discrediting of people with obe-
sity influences their dietary choices and self-image,
sometimes leading them to consume unhealthy foods
to cope with stress, [3].

Decision-making affects not only at a personal level but
also in governmental and corporate spheres, where incorrect
decisions can cause significant damage.

Some examples where a wrong decision could have an
impact are:

• Policy: Lack of transparency and corruption can have
devastating consequences.

• Environment: Disputes and short-term economic deci-
sions harm the planet.

• Social Justice: Decisions about economic and social
policies can influence inequality.

• Education: Decisions about curricula and funding af-
fect the quality of education.

Principal Component Analysis (PCA) and Artificial Intel-
ligence (AI), including Deep Convolutional Neural Networks
(DCNN), [4], can help analyze complex data and improve
decision-making. These technologies can identify patterns in
health data and predict diseases by organizing large datasets
and providing more accurate and predictive analyses. In the
context of overweight and obesity, they can enhance dietary
decision-making by providing a deeper understanding of the
factors influencing these conditions. On the other hand, four
main deficiencies of PCA can be stated: i) Assumes linear re-
lationships: PCA can only capture linear relationships between
variables. If the relationships between the data are nonlinear,
PCA will not be able to model them adequately; ii) Loss
of interpretability: Although PCA reduces dimensionality, the
principal components do not have a clear interpretation in
terms of the original variables, which can make the results
difficult to interpret; iii) Sensitivity to noise: If the data
contains noise, it can influence the computation of the principal
components, affecting the results; and iv) Computationally ex-
pensive for large datasets: For very large or high-dimensional
datasets, the computation of the covariance matrix and its
significant vectors can be computationally expensive.

The design of an intelligent system using deep learning
networks makes it possible to classify a person’s like/dislike
choices with an efficiency of 80%.

This work is based on EEG Analysis, a technique that uses
electroencephalographic signals to study brain activity, being
useful in the analysis of brain patterns.
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The analysis of EEG is important for various reasons,
primarily due to its ability to provide information about the
brain’s electrical activity, allowing the study and understanding
of a variety of cognitive, emotional, and physiological pro-
cesses. It also has several key study reasons, such as:

• Study of brain activity in real time: EEG provides
a real-time window into brain activity, allowing the
direct observation of changes in brain wave patterns
related to different mental states, such as attention,
relaxation, sleep, or decision-making [5].

• Study of decision-making: EEG is also used to in-
vestigate how the brain makes decisions by detecting
neuronal responses to external stimuli [6].

• Interaction between emotions and decisions: EEG is
used to measure brain activity, providing information
about how emotions influence decision-making [7].

It also incorporates the use of Functional Foods, which are
foods that, in addition to their nutritional value, offer additional
health benefits, such as disease prevention or improving a
person’s health. The philosophy of Decision-Making is ap-
plied, which is a cognitive process through which a person
evaluates options and selects the most appropriate one to make
an informed decision. This process is complemented by the
tool of Deep Learning, a branch of artificial intelligence based
on artificial neural networks that allows analyzing complex
data, identifying patterns, and making accurate predictions and
the tool Principal Component Analysis (PCA) is a statistical
technique that reduces the dimensionality of complex data
sets while preserving the most relevant characteristics. The
combination of these concepts enables efficient classification
in decision-making.

This work consists of a total of five sections, starting
with the introduction, which provides the context of the work.
Similarly, related work is given in Section II, presenting an
analysis of studies directly related to the proposed one. This
is followed by the theoretical framework in Section III, which
explains the mathematical and theoretical foundations used
in the work. The methodology in Section IV explains how
the network operates, leading to the experiment in Section V,
where the functionality of the proposed method is tested, and
finally, the conclusions in Section VI is presented, where the
obtained results are discussed.

II. RELATED WORKS

A search was conducted in the databases of IEEE Xplore
and Hindawi; this research was carried out with the purpose of
finding works that have a similar relationship with the approach
followed in the preparation of this document. A total of 13
works were found, which relate to the fundamental topics for
the development of this study. From these 13 works, 4 works
were derived, whose focus provides a greater contribution to
the research.

Fig. 1 is a PRISMA flow diagram, which includes the
systematic review of citations, where less relevant works to
the objective are discarded, and where these citations were
searched in the aforementioned search sites. In this way, 13
articles were found, for example, there is one titled Develop-
ment of AI model to analyze customer behavior by decision

Fig. 1. Identification of related works via research databases such as IEEE
Xplore and Hindawi.

making system, written by L. Rong, Y. Ding, M. Wang, M.S.
Hossain et al. in [8], which discusses a model that uses artificial
intelligence for facial recognition and deep neural networks to
analyze customer behavior. It investigates how the consumer’s
mental process influences the purchasing process. Another
example is the paper titled Analysis of Consumer Coffee Brand
Preferences Using Brain-Computer Interface and Deep Learn-
ing, written by M. Maram, M.A. Khalil, K. George et al. in
[9]. This work focuses on the acquisition and analysis of EEG
signals using a wireless device, where tools like MATLAB and
Python in Google Colab are used to design an interface aimed
at identifying coffee brand preferences through brain activity.
A different case is the paper titled A Deep Learning Model for
Classification of EEG written by S.M. Usman, S.M.A. Shah,
O.C. Edo, J. Emakhu et al. in [10], where the study focuses on
the use of EEG signals to classify product preferences by ob-
serving their packaging. Brain signals from 25 volunteers were
monitored while they viewed different packages, using data
analysis tools and machine learning models to automatically
identify consumer preferences. Finally, there is the paper titled
A Survey on Neuromarketing Using EEG Signals, written by
V. Khurana, M. Gahalawat, P. Kumar, P.P. Roy, D.P. Dogra,
E. Scheme, M. Soleymani et al. in [11], which explains how
neuroscience uses tools like EEG. This technique is used to
analyze brain activity during the consumer decision-making
process. Electrodes are employed to measure brain waves, and
analysis software is used to interpret the collected data, thus
enabling an understanding of consumer preferences.

Once some relevant works are presented, the following
section will present those that are most directly related to this
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work, fulfilling similar objectives and/or analyses, these are:

i) Motor Learning and Decision Making in Volatile Envi-
ronment in Bipolar Disorder,
ii) On a Development of Sparse PCA Method for Face Recog-
nition Problem,
iii)Prediction Using Support Vector Machine and Logistic
Regression Model with Combination of PCA and SMOTE,
iv)Continuous Speech Recognition Based on DCNN-LSTM.

A. Motor Learning and Decision Making in Volatile Environ-
ment in Bipolar Disorder

This study by M. Ivanova and M. H. Ruiz in [12]
investigates how motor learning and decision-making in a
volatile environment affect individuals with bipolar disorder.
The hypothesis is that disruptions in learning in volatile
environments may play a crucial role in the development
and manifestation of bipolar disorder. The study compares
patients with bipolar disorder to a control group of healthy
individuals, using psychological tests and experimental tasks
that simulate conditions of uncertainty. A neural network
model is employed to analyze the data and seek patterns that
relate motor learning to neurophysiological markers, aiming to
improve the diagnosis and treatment of bipolar disorder. The
diagram of this study can be seen in Fig. 2.

Fig. 2. Model diagram, motor learning and decision making in a volatile
environment in bipolar disorder.

B. On a Development of Sparse PCA Method for Face Recog-
nition Problem

This work by L. Tran and colleagues in [13], proposes
an innovative semi-supervised learning method based on the
unnormalized p-Laplacian graph for speech recognition. The
method aims to improve the accuracy and performance of
speech recognition through machine learning techniques and
signal processing. A semi-supervised learning model is con-
structed using voice samples, and experiments are conducted to
evaluate its effectiveness compared to other methods, achieving
significant improvements in accuracy and performance, Fig. 3.

C. Prediction Using Support Vector Machine and Logistic
Regression Model with Combination of PCA and SMOTE

This study conducted by O. P. Barus and colleagues in
[14], focuses on the use of machine learning for liver disease
prediction and facial recognition. In the first study, Logistic
Regression (LR) and Support Vector Machine (SVM) algo-
rithms are employed, along with PCA and SMOTE, to improve
early and accurate detection of liver diseases. In the second
study, advanced versions of sparse PCA are used to improve
the accuracy of facial recognition, applying methods such as

Fig. 3. Model diagram, on a development of sparse PCA method for face
recognition problem.

Proximal Gradient Sparse PCA and Fast Iterative Shrinkage-
Thresholding Algorithm Sparse PCA. Fig. 4 shows both stud-
ies combing clinical and facial data to achieve accurate and
effective predictions.

Fig. 4. Model diagram, prediction using support vector machine and logistic
regression model with combination of PCA and SMOTE.

D. Continuous Speech Recognition Based on DCNN-LSTM

This work by Y. Zhu and Q. Zeng in [15], compares
different acoustic features and network structures in automatic
speech recognition. Using Mandarin datasets (THCHS-30 and
ST-CMDS), the study extracts acoustic features such as the
spectrogram and Mel cepstral coefficient (MFCC). Deep Con-
volutional Neural Networks (DCNN) and Long Short-Term
Memory Neural Networks (LSTM) are evaluated, concluding
that the spectrogram is the most effective feature and that
LSTM networks significantly improve speech recognition ac-
curacy compared to DCNNs. Fig. 5 depicts the combination
of DCNN and LSTM results in a remarkable improvement in
speech-to-text conversion.

Fig. 5. Model diagram, continuous speech recognition based on
DCNN-LSTM.

III. THEORETICAL FRAMEWORK

A. Principal Component Analysis PCA

Principal Component Analysis (PCA) is a fundamental
statistical technique used in multivariate data analysis. Its
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objective is to transform a set of P correlated data into a new
set of fewer and uncorrelated variables. PCA reduces the com-
plexity of the original data, facilitating its interpretation and
analysis, and allows for the identification of hidden patterns
and structures within the data. The PCA method takes data
described by k variables in an n × k matrix X , representing
n subjects in a k-dimensional space, Eq. (1):

X =


x11 x12 . . . x1k

x21 x22 . . . x2k

...
...

. . .
...

xn1 xn2 . . . xnk

 (1)

The new variables, or principal components, are generated
through linear combinations of the original variables. The aim
is for the first principal component to contain the maximum
possible variance, while restricting the magnitude of its ele-
ments to avoid excessive variance. This process is repeated to
find the subsequent principal components, ensuring that each
new component is uncorrelated with the previous ones.

B. Electroencephalogram (EEG)

The Electroencephalogram (EEG) is a study that detects
and records the electrical activity of the brain under different
conditions, including the basal state and through activation
methods such as hyperventilation and photostimulation. The
electrical signal collected is amplified and represented in the
form of lines that show the activity of various brain areas over
time, a representation of this can be seen in the Fig. 6.

Fig. 6. Brain electrical signal.

The EEG monitors the electrical functioning of the brain
and can detect both global alterations and changes in specific
areas. It is useful for identifying various lesions such as tumors,
hemorrhages, encephalitis, and trauma, Fig. 7.

Fig. 7. EEG of a brain tumor.

C. Deep Learning Neural Networks

1) VGG16 Neural Network: The VGG16, Fig. 8, neural
network is a deep convolutional network architecture devel-
oped by the Visual Geometry Group (VGG) at the University
of Oxford. Used in computer vision tasks such as image
recognition and classification, VGG16 is characterized by its
16-layer depth, divided into 13 convolutional layers and 3 fully
connected layers.

a) Main features:

• Convolution Filters: Uses 3x3 filters with a fixed
depth of 64 and 128 in its initial layers, followed by
additional layers with more filters.

• Pooling Layers: Employs pooling layers with a 2x2
window to reduce dimensionality and extract promi-
nent features.

The training of VGG16 follows the standard supervised
learning approach, using labeled datasets and adjusting the
network weights through backpropagation and optimization
with stochastic gradient descent (SGD).

This is a complex architecture due to the fact that it consists
of 16 training layers, where 13 are convolutional layers, using a
3x3 matrix for feature extraction, and 3 fully connected layers
at the end, to reduce the dimensionality it has max pooling
layers. At the input, it receives images of 224x224 pixels with
three channels (RGB), and in the end, it has a softmax layer
that allows for image classification.

Fig. 8. VGG16 neural network architecture.

2) Inception Neural Network: The Inception neural net-
work was created by Google Brain in 2014 to address the chal-
lenges of image classification in large and complex datasets.
Its modular structure uses multiple convolutional layers and
Inception modules, allowing the network to learn and extract
features at different spatial scales within an image.

a) Main features:

• Inception Modules: They combine parallel convolu-
tional operations with different filter sizes to capture
information at different scales.

• Efficiency and Accuracy: The modular structure en-
ables more efficient and accurate image classification.

• Text Recognition and Classification:Adapted for text
processing tasks such as classification and sentiment
analysis.

The training of the Inception network uses large labeled
datasets and deep learning techniques, with a focus on opti-
mization through stochastic gradient descent.

www.ijacsa.thesai.org 1212 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

This architecture is composed of modules, meaning that
instead of using a single convolutional operation, this archi-
tecture uses filters of different matrix types, which allows
capturing various features at different scales within the same
block. These results are combined, resulting in better charac-
terization. Additionally, it uses dimensionality reduction layers
to maintain efficiency, which makes it effective in applications
with images.

3) AlexNet Neural Network: The AlexNet neural network,
Fig. 9, is an architecture that marked a significant shift
in the field of deep learning by significantly outperforming
other architectures in image classification. Developed by Alex
Krizhevsky, Ilya Sutskever, and Geoffrey Hinton, AlexNet
consists of 5 convolutional layers and 3 fully connected layers.

a) Main features:

• Pooling Layers: It uses pooling layers to reduce di-
mensionality and prevent overfitting.

• Non-linear Activation Functions: It employs non-
linear activation functions to accelerate training and
prevent the vanishing gradient.

The training of AlexNet follows the supervised learning
paradigm, using backpropagation and stochastic gradient de-
scent on large datasets such as ImageNet.

Fig. 9. AlexNet neural network architecture.

AlexNet is composed of a set of layers designed to extract
spatial features at different levels. This architecture consists
of 5 convolutional layers with large kernels that capture broad
spatial patterns, followed by 3 fully connected layers that pro-
cess and classify the learned features. Similarly, it incorporates
max-pooling layers to reduce dimensionality and uses ReLU
activation functions. Additionally, it includes mechanisms such
as dropout to prevent overfitting during training.

4) ResNet Neural Network: The ResNet neural network
was developed by Microsoft Research in 2015 to address the
vanishing gradient problem and enable the training of much
deeper models without performance degradation.

a) Main features:

• Residual Blocks: They include connections that allow
information to flow directly through the layers, making
it easier to train deep networks.

ResNet, Fig. 10, training follows the principles of super-
vised deep learning, using large labeled datasets and optimiza-
tion via stochastic gradient descent.

The ResNet50 architecture is composed of residual blocks,
meaning that instead of learning features directly, the layers

Fig. 10. ResNet neural network architecture.

focus on capturing the differences between the input and the
output within each block. This is achieved through shortcut
connections, which allow data to pass directly through the
network without going through all intermediate layers. This
architecture not only facilitates network training but also
avoids issues like gradient vanishing. Thanks to this, it is
widely used for processing images with high precision.

5) EfficientNet Neural Network: The EfficientNet neural
network was developed by Google in 2019 to optimize the
balance between accuracy and computational efficiency in
image processing.

a) Main features:

• Compound Scaling: It optimizes the width, depth, and
resolution of the network in a balanced manner using
a method called Compound Scaling.

The training of EfficientNet uses labeled datasets and
supervised learning techniques, adjusting the weights of the
network through optimization algorithms such as stochastic
gradient descent.

The EfficientNet architecture is designed to optimize ef-
ficiency in computer vision tasks, focusing on a single as-
pect. This architecture uses a compound scaling approach
to uniformly scale the depth, width, and input resolution
dimensions of the model, achieving a more comprehensive
characterization of image features. It is based on modules
that combine convolutional operations with dimensionality
reduction techniques, achieving a balance between accuracy
and computational efficiency.

6) You Only Look Once (YOLO) Algorithm: The YOLO
algorithm stands out for its ability to detect objects in images
quickly and accurately. Developed in 2016, YOLO approaches
object detection as a simultaneous classification and bounding
box regression problem.

a) Main features:

• Single-Pass Detection: It performs object detection
in a single pass through the convolutional neural
network.

• Multi-object predictions: It can detect multiple objects
in an image, assigning a class probability to each
bounding box.

• Real-Time: Its ability to perform real-time object
detection makes it suitable for applications requiring
rapid response.
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The training of YOLO, Fig. 11, involves using labeled
datasets and applying supervised learning techniques. The
network is trained to recognize patterns and features of objects,
adjusting the weights through backpropagation and optimiza-
tion techniques.

Fig. 11. Example of object detection with YOLO.

The YOLO architecture is designed for real-time object
detection through the use of modules organized into blocks,
where each block includes convolutional operations of various
matrix sizes, allowing it to capture features at different scales
within the same structure. These layers consist of max-pooling
operations to reduce dimensions and preserve relevant features.

7) Data Augmentation: Data augmentation is a fundamen-
tal technique in machine learning and data processing. It in-
volves creating new data samples by applying transformations
to existing data while preserving the original information and
label.

a) Applications and techniques:

• Image Augmentation: Rotations, flips, crops, changes
in lighting, brightness and zoom, Fig. 12.

Fig. 12. Example of data augmentation on an image.

• Text Augmentation: Change of word order, synonyms,
punctuation, and sentence structure, Fig. 13.

Fig. 13. Example of data augmentation in text.

• Audio Augmentation: Change of pitch, addition of
noise, and variation of speed.

Data augmentation is applied before training the model
to increase data variety and improve the model’s predictive
capability and robustness. There are various libraries in Python
such as TensorFlow, Keras, PyTorch, and Augmentor that
facilitate the implementation of these techniques.

IV. METHOD

Fig. 14. General model of the system.

The decision-making system, Fig. 14, uses a neural network
that analyzes images of food and the faces of consumers. This
data enters a model that interprets the images to determine
whether the food is considered ”like” or ”dislike” by the
person. The model is self-correcting: if the interpretation does
not match the expected outcome, it learns and adjusts its
response.

A. Acquisition of the EEG Signal

The EEG signal measures the electrical activity during the
excitation of pyramidal neurons in the cerebral cortex. This
activity generates an electric and magnetic field, measurable
with EEG systems through the skull and scalp, which attenuate
the signal and add noise. The electrodes used to capture the
EEG signal can be superficial, basal, or surgical. For this
research, superficial electrodes are used, placed on the scalp
following the International 10-20 Positioning System, based on
anatomical points such as the inion, nasion, and lobes of the
ears, this configuration does not generate any bias in decision-
making.

For signal capture, the ThinkGear TGAM1 is used, which
collects neural signals and processes them into usable data,
filtering out interference. The NeuroSky ThinkGear module is
a non-invasive interface with a 98% confidence level. However,
due to noise levels, the device applies a reliable notch filter
of 50Hz or 60Hz to reduce such noise. If not adequately
filtered, it can affect the values of attention, meditation, and
raw EEG data [16]. Additionally, signal loss through the scalp
can impact the device’s reliability. To address this, the module
uses the poor quality code [16], which monitors electrode
quality. If the connection with the scalp is suboptimal, this
value increases to 200, indicating issues in signal acquisition,
such as contact losses due to movement or incorrect placement.

The device is positioned at Fp1, as shown in Fig. 15, which
measures electrical activity in the left frontal part of the brain,
making it important for neurological diagnostics and scientific
studies. Due to the fact that the Fp1 position is more directly
associated with the person’s emotional activity and attention,
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it makes it a more relevant indicator for assessing emotional
preferences in decision-making. On the other hand, the Fp2
position is not considered suitable for this study, as it is not
as directly linked to the person’s emotional regulation and
attention, which would affect the result [17], therefore the Fp1
position is the most suitable for the study of decision-making.

Fig. 15. Fp1 position.

B. The internal Model of the System

Internally, the model uses data reception from the products
and the participants’ faces to output classified and useful
data. This helps to reduce dimensionality using Principal
Component Analysis. Once reduced, we move to the next block
where we extract data samples to send to the training model
block. At the end of this process, the proposed model will
indicate “like” or “dislike.”, Fig. 16.

Fig. 16. Internal model of the system.

V. EXPERIMENTAL RESULTS

A. Initial Configuration

The minimum requirements to run the model are as fol-
lows:

• Windows 10

• Intel Core i5

• 8.00 GB

• NeuroSky ThinkGear

• Google Colab

• Test Subjects

B. Results

C. Functionality Test

The functionality test is designed to demonstrate the use
of the model, where the experiment is divided into faces and
products.

1) Functionality Test of Products: As a first step, the file
containing the images of the products and faces must be
downloaded to train and test the model. In this case, the folder
is named flavor.zip, Fig. 17. Additionally, the test image is
loaded to verify that the data has been loaded correctly.

Fig. 17. Samples folder.

Once it is verified that the data has been loaded correctly,
we proceed to build and train the neural network, thus provid-
ing the following model, which shows the convolutional and
pooling layers, one example of this can be see in the Fig. 18.

Fig. 18. Example of product samples.

For the case of the product experiment, we have the
following inference matrix, which, as can be seen, classifies
“like” and “dislike.”, Fig. 19.

Fig. 19. Product inference matrix.

Similarly, for the case of the face experiment, we have the
following inference matrix, which, as can be seen, classifies
“like” and “dislike”, Fig. 20.

As the final step, the inference matrix is shown with the
combination of both experiments, resulting in the following
outcome, Fig. 21.
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Fig. 20. Face inference matrix.

Fig. 21. Inference matrix of both experiments.

D. Experiment

To improve or observe changes in the percentage of
effectiveness of the model, a series of experiments were
implemented, using 5 variables that are part of the model.
These are:

• Activation fuction of the model (A).

• Early Stopping during model training (B).

• Optimizer of the model (C).

• Sample size of images when entering the model (D).

• Amount of training data for the model (E).

The following the Table I, shows the aforementioned
variables, along with their high and low values (or zero and
one). It is worth noting that combinations of these variables
were made to conduct possible tests, both in the Product model
and in the Face model, resulting in two experiments.

Since both experiments use the same variables, the follow-
ing hypothesis can be proposed:

TABLE I. VALUES OF THE VARIABLES TO ANALYZE

Variable Low (0) High (1)
Activation Fuction ReLU Leaky ReLU

Patience 5 10
Optimizer ADAM NADAM

Image Size 48 224
Batch Size 32 64

H0 : Ai = 0; Bi = 0; Ci = 0; Di = 0; Ei = 0;

H1 : Ai ̸= 0; Bi ̸= 0; Ci ̸= 0; Di ̸= 0; Ei ̸= 0;

Aj Bj Cj Dj Ej

The results of both experiments are shown below

1) Product Experiment: The experiment is conducted using
analysis of variance (ANOVA) for multiple factors on the
F1 Score, Table II. Several tests and graphs are performed
to determine which variables have a statistically significant
effect on the F1 Score. It also evaluates the significance of
interactions between variables, as long as sufficient data is
available. Once the experiment is conducted, combining the
variables to measure the outcome, the following results are
obtained.

F1 SCORE HACER LO MISMO, duda en la pregunta

TABLE II. VARIANCE ANALYSIS F1 SCORE – TYPE III SUM OF SQUARES
VALUES OF PRODUCTS

Source P-Value
MAIN EFFECTS

A: Activation Fuction 0.1560
B: Patience 0.0000
C: Optimizer 0.9295
D: Image Size 0.0038
E: Batch Size 0.0004

In the previous table, the results of the variance analysis are
shown through a Type III sum of squares. The results indicate
that both hypotheses A and C do not contribute to the outcome,
and therefore, they are discarded.

H0 : Ai = 0

H0 : Ci = 0

Once the previous hypotheses are eliminated, the experi-
ment is recalculated, where the following result is obtained, in
the Table III.

TABLE III. VARIANCE ANALYSIS F1 SCORE – TYPE III SUM OF SQUARES
OF SIGNIFICANT VARIABLES FOR PRODUCTS, SECOND EXPERIMENT

Source P-Value
MAIN EFFECTS

A: Patience 0.0000
B: Image Size 0.0038
C: Batch Size 0.0004
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As can be seen in the table above, the remaining hypotheses
do influence the experiment, which is why they are considered
important. Once obtained, through the comparison of means,
the value that effectively influences the percentage of effective-
ness of the model can be observed, thus having the following
results.

Fig. 22. Fisher LSD mean of the Patience variable for products.

This graph, Fig. 22, shows that the patience variable
has a higher degree of confidence when its value is 10, as its
representation is shifted to the right and separated from the
other function.

Fig. 23. Fisher LSD mean of the ImReshapeSize variable for products.

The previous graph, Fig. 23, shows that the
ImReshapeSize variable has an effect on the experiment,
with an image size of 224 being the most optimal.

Fig. 24. Fisher LSD mean of the Batch Size variable for products.

Fig. 24 shows that the BatchSize variable has an effect
on the experiment, with a value of 32 being the most optimal.
This is because it is separated from the other value and
is the first to represent the best option. The model uses
a Batchsize of 32 and 64. With the applied statistical

analysis, it is concluded that the value of 32 influences the
model’s performance more, particularly in the Low-Beta()
and Low-Gamma () frequency bands, while the value of 64
decreases the model’s performance. As shown in Fig. 24, the
value of 32 is above 64.

2) Faces Experiment: For this experiment, the same pro-
cedure is carried out as in the previous case, with the same
variables and hypotheses.

TABLE IV. VARIANCE ANALYSIS F1 SCORE – TYPE III SUM OF
SQUARES FOR FACES

Source P-Value
MAIN EFFECTS

A: Activation Fuction 0.0042
B: Patience 0.0019
C: Optimizer 0.4491
D: Image Size 0.8359
E: Batch Size 0.0012

In previous table, Table IV, the results of the analysis of
variance are shown, through a Type III sum of squares, the
results show that both hypothesis C and D do not contribute
to the result, so they are discarded.

H0 : Ci = 0

H0 : Di = 0

Once the previous hypotheses are eliminated, the experi-
ment is recalculated, where the following result is obtained.

TABLE V. VARIANCE ANALYSIS F1 SCORE – TYPE III SUM OF SQUARES
OF SIGNIFICANT VARIABLES FOR FACES.

Source P-Value
MAIN EFFCETS

A: Activation Fuction 0.0038
B: Patience 0.0017
C: Batch Size 0.0010

As seen in the previous table, Table V, the remaining
hypotheses do influence the experiment, making them impor-
tant. Once the results are obtained through the comparison
of means, we can observe which value effectively impacts
the model’s effectiveness percentage, leading to the following
outcomes.

The graph, Fig. 25,indicates that the ReLU activation
function has a higher degree of confidence, as its repre-
sentation is shifted to the right and separated from the other
function.

The graph, Fig. 26, shows that the value of the patience
variable has a higher degree of confidence when set to 10. This
is because its representation is shifted to the right and separated
from the other function.

The graph, shows that the Batch Size variable has an
effect on the experiment, with a value of 32 being the most
optimal, Fig. 27,this is because it is separated from the other
value and is the first to represent the best option.

www.ijacsa.thesai.org 1217 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

Fig. 25. Fisher LSD mean of the Activation function variable for
faces.

Fig. 26. Fisher LSD mean of the Patience variable for faces.

Fig. 27. Fisher LSD mean of the Batch size variable for faces.

E. Discussion

The two experiments have different training methods. One
tests Products consumed by the subject, and the other tests the
subject’s Face. Both experiments use the same independent
variables, but vary in the dependent variable. Using Stat-
graphics software, it was determined which variables influence
each experiment. The following table, Table VI,shows these
variables and their highest confidence values.

TABLE VI. VALUES OF THE VARIABLES FOR EACH EXPERIMENT

Products Value Faces Value
Patience 10 Patience 10
ImReshapesize 224 Activation Fuction ReLu
Batch size 32 Batch size 32

The table indicates that both experiments share two
variables with the same values: Patience (10) and
Batch_size (32). Patience determines how many epochs
the model can worsen before stopping, preventing overfitting.

Batch_size is the number of training examples used by the
network to update its weights, affecting the training process.
In both cases, these values are essential for achieving 95%
effectiveness.

Each experiment has a unique variable. In the Products
experiment, ImReshapesize refers to the size of the im-
age (224) input into the network. In the Faces experiment,
Activation_Fuction is the mathematical function that
determines the output of a neuron, with ReLU being the
function used, which returns zero for negative values.

With the adjustment of hyperparameters such as the ReLU
activation function, the ADAM optimizer, a batchsize of
32, and a patience of 10, while increasing the image size
to 224, the model’s accuracy was optimized. Additionally,
the Kolmogorov complexity was reduced, which refers to the
concept of algorithmic complexity that measures the amount
of information required to describe or generate a dataset
[18]. In other words, it is the length of the code used in
the shortest program that can produce a given sequence of
data as output, streamlining the model and decreasing its
computational process [19]. By adjusting the hyperparameters
and simplifying the data, the neural network was able to learn
more efficiently, reducing the amount of information and the
number of input data, thus becoming more agile in analyzing
the image and EEG signals.

VI. CONCLUSIONS

In this work, 13 related studies were found concerning the
use of decision-making, principal component analysis (PCA),
and convolutional neural networks, of which 4 studies were
selected for in-depth analysis. These studies were chosen for
their connection to the use of convolutional neural networks
and the methods they employ, with the main differences being
in the decision-making aspect and target audience.

Furthermore, the theoretical foundations of the project were
defined, integrating various convolutional neural networks used
for different tasks, as well as knowledge about EEG, and lastly,
techniques for more optimal data analysis were studied.

Additionally, the processes and subprocesses necessary for
developing the decision-making model of whether I like it
or not were presented. The three main processes were: i)
Data collection through EEG and photographs, ii) Training
the neural network with the collected data, and iii) Model
functioning.

To verify the model’s functionality, a series of exper-
iments were designed with the interaction of 5 variables:
a) ImReashepesize, b) Optimizer, c) Patience, d) Activation
function, e) Batch size; experimentation was repeated with
products and faces. The generated values for F1 Score and
their combinations were examined through a Multifactorial
Analysis of Variance. This analysis highlights that the two
main variables influencing this model are patience and batch
size, making the model more efficient.

Moreover, regarding the project’s profitability, it is con-
cluded that it is rejected, as the investment made for this project
is not recovered, indicating that when not considering inflation,
profitability decreases.
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Therefore, this work contributes to the design of a neural
network focused on decision-making in young people aged 18
to 20, contributing to the food and health sector by indicating
whether a person likes what they consume, thus preventing
overweight among these individuals.

As future work or derivations of this proposal, the follow-
ing should be considered:

• Expand the target audience to include older adults and
children of different ages.

• Improve the database by increasing its size with the
participation of specialists.

• Design a new series of experiments that take into
account other variables, such as Dropout, Epochs, etc.

• Implement the model in an IoT (Internet of Things)
system.

• Combining Fp1, Fp2, O1, and O2 to create a brain
mapping or qEEG analysis, which is an assessment
tool used to measure electrical activity in the cerebral
cortex. This map is then used to help diagnose mental
health conditions by providing a statistical means of
evaluating electrical activity in the cortex, [20].

• Expand the context of assistance to diseases such as
diabetes or hypertension.
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Abstract—Although several deepfake detection technologies
have achieved great detection accuracy inside the data domain
in recent years, there are still limitations in cross-domain gen-
eralization. This is due to the model’s ease of fitting the data
sample distribution in the training data domain and its tendency
to detect a specific forgery trace in order to reach a judgment
rather than catching generalized forgery traces. In this paper, we
propose to learn Local Reconstruction Errors for face forgery
detection. The local anomaly traces of the fake face are often
mapped using the original real face as a reference; however, the
original real face of the fake face cannot be acquired in the real
scenario. Therefore, this solution designs a local reconstruction
autoencoder trained with real samples. By masking key areas
of the face, the original real face can be reconstructed. Because
the autoencoder only learns how to restore the essential parts
of the real face using local patches of real samples, it cannot
recover the forging traces or target face information in the fake
face. Therefore, the reconstructed image forms a reconstructed
difference with the original image. This solution aids the model
in detecting local differences in fake faces by producing feature-
level local difference attention mappings in the network’s middle
layer. A series of experiments demonstrate that this solution has
good detection and generalization performance.

Keywords—Face forgery; deepfake detection; local anomalies;
generalized detection

I. INTRODUCTION

With the rapid development of deep learning technology,
deepfake technology has found widespread applications. By
manipulating or replacing images or videos of faces, deepfake
technology can alter visual content in subtle ways, posing
significant threats to privacy, public opinion, and information
security[1], [2], [3], [4]. Consequently, effectively detecting
forged faces has become a crucial research topic in the field
of computer vision.

Currently, there have been significant advancements in
deepfake detection, with many methods performing well on
forged data similar to their training datasets [5], [6], [7].
However, these methods often lack generalization when faced
with unknown types of forgeries. Enhancing the generalization
of detection models across various forgery methods is an
urgent challenge. Our primary motivation is that there are
notable differences between forged faces and their authentic
counterparts (in terms of identity, artifacts, etc.). By leveraging
these differences, we can accurately identify key areas of
forgery rather than merely learning a single forgery pattern.
Traditional methods either require reference images of the
original faces or use self-attention mechanisms to predict key
areas, both of which have significant limitations.

With the above considerations in mind, in this paper,
we propose a local reconstruction-based deepfake detection

method. By designing a local reconstruction autoencoder
trained on real samples, we can mask and reconstruct critical
regions of the face. The model generates a reconstruction
difference map between the forged and real faces. Since
the autoencoder cannot reconstruct the forgery traces in the
forged face, this reconstruction difference map provides new
discriminative information for forgery detection. Furthermore,
we introduce a feature-level local difference attention map
within the model to enhance the focus on forged regions. A
series of experimental results demonstrate that this approach
exhibits excellent detection performance and generalization
capability across multiple datasets.In brief, our contributions
are summarized as follows:

• We propose a novel detection framework based on
local reconstruction for restoring genuine faces, which
can eliminate artifacts in forged faces and guide the
model to learn key regions.

• We introduce a local reconstruction autoencoder
framework based on a key region masking algorithm,
capable of restoring the original genuine face from
local genuine patches.

• We present a method that uses local feature attention
maps based on reconstructed image comparison to
guide the detection model to focus on key regions and
learn highly generalizable features.

• Our approach effectively enhances the generalization
ability of the detection model on unknown datasets
and against unknown forgery methods.

II. RELATED WORK

A. Face Forgery Algorithms

Recent face forgery methods benefit from advances in deep
learning. It can be classified into three categories based on
the target of manipulation: face swapping, face editing, and
face generation. In the early stages, researchers [3] viewed
face swapping as a style transfer problem. Guided by facial
landmark points, convolutional neural networks (CNNs) could
transform one facial image into another, adopting the style
of a face with a specific identity. However, with the rapid
advancement of deep learning, several novel face swapping
algorithms have emerged, significantly reducing the difficulty
of face swapping [8], [9]. The progress of Generative Adver-
sarial Networks (GANs) has further enhanced the realism of
forged faces [10], [11], [12].
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B. Face Forgery Detection Algorithms

Deepfake technology often produces noticeable artifacts
when synthesizing or distorting facial features, such as un-
reasonable distortions of facial elements, edge artifacts, and
missing details. Matern et al. [13] observed that certain Deep-
fake and Face2Face forgeries resulted in visual anomalies like
differences in eye color, distorted facial contours, and missing
tooth details. They aimed to detect these inconsistencies, but
such artifacts only appear in lower-quality deepfake products,
lacking universality. Nirkin et al. [14] proposed a method that
segments detection images into internal (eyes, nose, mouth)
and external (ears, hair) facial regions to train separate vectors
for feature extraction. However, this approach does not adapt
well to forgeries affecting external facial areas, resulting in
limited generalization. Liu et al. [15] identified fundamental
statistical differences in texture data between forged and real
faces, leading to the development of a novel architecture for
global texture representation to enhance the robustness of
forgery detection. Chen et al. [16] used facial masking to detect
whether images had undergone interference, reconstructing
affected images to check for artifacts in the cleaned results.
Dong et al.[17] approached this through image matching,
proposing that forged images contain artifacts unrelated to the
features of the original and target images. They designed a
training set of matching images (forged, original, and target) to
implicitly guide model learning, achieving good performance
against compression. Wang et al. [18] developed a deepfake
detection model focused on identifying potential noise traces,
extracting features from both facial and background segments.
They employed a novel multi-head contrastive interaction
method to assess the similarity between facial and background
noise features for image authenticity detection. Huang et al.
[19] highlighted the differences between explicit and implicit
identities in swapped images, introducing explicit identity
contrast loss and implicit identity exploration loss to increase
the distance between the explicit and implicit identities of fake
faces, using this information for authenticity determination.
However, Dong et al. [20] argued that focusing on identity
information hinders the generalization of classification models,
leading to a breakthrough with a method that prioritizes local
features while ignoring overall identity information.

In summary, deepfake detection algorithms are designed
to guide models in capturing specific artifact features, thereby
identifying manipulated images by responding to these arti-
facts. Nevertheless, a common limitation of these methods is
their often inadequate generalization capability when encoun-
tering previously unseen types of forgeries.

III. METHODOLOGY

A. Overview

The distribution of real human faces is consistent and
uniform [21], while it is difficult for forged faces to completely
eliminate all traces of artifacts, leading to a lack of continuity
in the distribution of fake faces. Therefore this paper explores
whether it is possible to design a method that constrains the
model to learn key difference areas. A promising approach
is to use the local differences between forged faces and
their original faces, employing the original face to create an
attention mask for the forged face. However, in most cases, the

detection side cannot obtain the original face corresponding to
the forged face. Thus, this paper attempts to reconstruct the
distribution of the real face from the forged face to assist in
detecting authenticity.

Based on the above concept, this paper proposes a deepfake
detection scheme based on local reconstruction. As shown
in Fig. 1, the scheme consists of two stages: (1) Training
stage based on masked reconstruction of real samples. The
content of a forged face typically originates from a source
image and a target image, corresponding to its internal and
external face, whereas a real image has a unified internal and
external face. Therefore, this scheme pre-trains an encoder and
decoder based on a Vision Transformer (ViT) using real face
images. By randomly masking most facial features during face
reconstruction, the encoder and decoder learn the distribution
of real faces, acquiring the ability to recover the original real
face information from partially masked real faces. (2) Training
stage based on local difference attention map constraints. After
training the encoder and decoder, their weights are fixed, and
the to-be-detected image is masked and reconstructed to obtain
a reconstructed image. Both the reconstructed image and the
to-be-detected image are input into a fixed-weight feature
extraction network to calculate multiple feature-level local
difference attention maps. These attention maps are used to
guide the model to learn key regional features for generalized
detection.

B. Training Stage Based on Masked Reconstruction of Real
Samples

The purpose of the training stage based on masked re-
construction of real samples is to train the encoder and
decoder to learn the distribution of real face data, enabling
the reconstruction of a complete real face image from local
real face regions. Inspired by the MAE method, this scheme
trains a ViT-based encoder and decoder structure using real
faces with masked key facial regions. First, a face image of size
C×H×H is divided into N patches, each of size C×P ×P ,
where N = H2

P 2 , and C, H , and P represent the number of
image channels, the image’s side length, and the patch’s side
length, respectively. Then, the proposed key region masking
algorithm randomly masks patches in key facial regions, and
the model learns to reconstruct the masked patches based on
the remaining parts of the face image. The trained encoder
and decoder learn the ability to recover the original real face
information from local real face regions, allowing for effective
reconstruction of the masked parts of a real face. When the
encoder and decoder, trained solely on real face data, are used
to perform masked reconstruction on a forged face, they can
reconstruct the original real face from the genuine local regions
of the forged face, but they will not restore the local forged
artifacts in the fake face.

1) Key Region Masking Algorithm: Typically, the facial
features, such as the eyes, nose, and mouth, are the key areas
in forged faces. To ensure that the encoder and decoder learn
to reconstruct the original face from real facial regions, and
avoid reconstructing forged areas during fake face testing, this
scheme defines a key region that includes facial features. As
shown in Fig. 2, the proposed method first uses a landmark
algorithm to extract the coordinates of 68 key facial points for
all faces in the dataset. From these, it selects the coordinates
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Fig. 1. Framework of local reconstruction-based deepfake detection algorithm.

Fig. 2. Key area masking algorithm flowchart.

of the left eyebrow, right eyebrow, left jaw, and right jaw that
are closest to the image vertices, denoted as P1 , P2, P3, and
P4. The area enclosed by these points can cover the facial
features of most faces in the dataset. Next, the four coordinates
are expanded outward to form a rectangular region, which is
defined as the key facial region. The face image is then divided
into patches, where each small patch is assigned a number
i, where i ∈ {1, 2, . . . , N} . Based on the pixel coordinates
of the key region, a set of key patch numbers, denoted as
T = {45, 46 . . . } , can be calculated, representing the patches
included in the key region. Finally, random masking is applied
to the image at a proportion of p, ensuring that most patches
in the key patch set are masked. The sequence of unmasked
patches is then fed into the encoder to reconstruct the original
face image.

2) Face Reconstruction via Encoder and Decoder: The
ViT-based encoder first receives the input sequence of un-
masked patches and assigns a positional index to each un-
masked patch. These patches are then passed through a series
of Transformer blocks to learn the deep features of the real
patch regions, which are used for subsequent face reconstruc-
tion. After undergoing a series of encoding processes, the
encoder outputs the features of the unmasked patches. At this
stage, the decoder takes these unmasked patch features as input
and adds mask tokens to the masked areas to form a complete
image, then applies positional encoding to all patch features.
The mask tokens are shared, learnable vectors used to represent
the masked patches that need to be reconstructed. Through a
series of reconstruction processes within the decoder, the final
linear layer of the decoder outputs a linear projection of the
reconstructed image. After adjusting the dimensions and size,
the reconstructed image is obtained. The reconstruction loss
is then calculated only for the masked patches using mean
squared error (MSE), with the loss expression as follows:

Lrec =
1

N

n∑
i=1

(yi − xi)
2 (1)

where x represents the reconstructed masked patches, and
y represents the actual masked patches. By leveraging the
information of masked patch indexes and calculating the recon-
struction loss only for the masked patches, the computation is
reduced, significantly improving the training efficiency of the
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Fig. 3. Feature-Level local difference attention map calculation flowchart.

encoder and decoder.

C. Training Stage Based on Local Difference Attention Map
Constraints

The training stage based on local difference attention
map constraints aims to guide the model to learn the local
differences in forged face images by calculating feature-level
local difference attention maps between the reconstructed and
original images. After the ViT-based encoder and decoder are
trained on real face data, they have only acquired the knowl-
edge of reconstructing local real facial regions. Therefore, this
scheme fixes the parameters of the encoder and decoder and
applies them during the training phase of the detection task.
First, after dividing the face image into patches and masking
the key regions, the unmasked patch sequence is input into
the encoder-decoder framework to obtain the reconstructed
face image. Next, a pre-trained feature extraction network with
fixed parameters is used to extract a series of feature maps from
the middle layers of the network for both the reconstructed face
and the original face. Using similarity calculations, feature-
level local difference attention maps are obtained. To ensure
that the size of the feature-level local difference attention
maps matches the feature maps in the middle layers of the
detection network, both the feature extraction network and the
detection network adopt the Xception architecture. The method
for calculating the local difference attention map is shown
in Fig. 3. This scheme uses cosine similarity to compute the
similarity at each location between the original image features
and the reconstructed image features. After normalizing the
results, by subtracting the feature similarity map M from 1
to emphasize the difference regions, the final local difference
attention map is obtained. The calculation expression is as
follows:

AttentionMapi = 1− 1 + CosineSimilarity(fs
i , f

r
i )

2
(2)

where fs and fr represent the features of the origi-
nal image and the reconstructed image, respectively, and
CosineSimilarity represents the cosine similarity calcula-
tion, which ranges from [−1, 1] . The higher the value, the
more similar the two features are.

In the final classification prediction, this scheme uses
the same network model as the feature extraction network
described above as the basic framework, allowing the local
difference attention map to guide the model in learning the key
regional difference features. As shown in Fig. 1, the proposed
method performs an inner product between the multiple feature
maps of the original face image from the middle layers of
the network and the local difference attention map, thereby
constraining the model’s learning process. Finally, the features

TABLE I. RESULTS OF IN-DATASET EVALUATIONS

Methods FF++(C23) FF++(C40)
Acc AUC Acc AUC

Face-X-ray[22] — 87.4 — 61.6
MesoNet[5] 83.1 84.3 70.47 72.62

Multi-task[6] 85.65 85.43 81.3 75.59
XceptionELA[23] 93.86 94.8 79.63 82.9

SPSL[24] 91.5 95.32 81.57 82.82
CFFs[25] — 97.21 — 86.56
M2TR[26] 91.86 96.75 83.89 87.15

Two-branch[27] 96.43 98.7 86.34 86.59
HFI-Net[28] 91.87 97.07 58.69 88.4

RFM[29] 95.69 98.79 87.06 89.83
Ours 91.78 97.4 80.75 90.12

extracted by the model are input into the classifier for real/fake
classification, and binary cross-entropy (BCE) loss is used to
constrain the training. The loss function is as follows:

Lcls = − 1

N

n∑
k=1

yk log(xk) + (1− yk) log(1− xk) (3)

where x represents the real/fake prediction, and y represents
the real/fake label.

IV. EXPERIMENTS

A. Datasets

The experiments in this study utilize the following three
datasets for testing and evaluation: FaceForensics++[30],
Celeb-DF-v2[31], and the DFD dataset[32]. FaceForensics++
is a large public dataset for facial forgery detection, containing
1,000 real videos and 4,000 forged videos generated using four
manipulation methods: Deepfakes, Face2Face, FaceSwap, and
NeuralTextures. Additionally, FaceForensics++ includes three
compression levels: the original version (C0), a high-quality
version (C23), and a low-quality version (C40). Celeb-DF-
v2 is a challenging dataset composed of 569 real videos and
5,639 forged videos extracted from YouTube. The DFD dataset
is another large-scale dataset containing 363 real videos and
3,068 forged videos across various scenarios.

B. Experimental Setup

The experiments in this study are implemented using the
PyTorch framework, with programming conducted in Python.
The datasets are divided for training, validation, and testing
of the detection model. OpenCV is used to extract a series
of continuous, non-repeating video frames from videos at
fixed intervals. The RetinaFace face recognition algorithm is
employed to locate the face regions in the video frames, align
these regions, and crop them appropriately. All face images
are resized to a uniform dimension of 224×224 pixels. All
experiments utilize the Adam optimizer for training, with
a learning rate set to 0.0001 and a batch size of 32. The
ViT-based encoder and decoder are trained for 300 epochs,
with a masking ratio of 75%. The Xception-based feature
extraction network and classifier are trained for 30 epochs,
with 200 iterations per epoch. The training is conducted on

www.ijacsa.thesai.org 1223 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

TABLE II. RESULTS OF CROSS-MANIPULATION EVALUATIONS ON
FF++C23(AUC)

Methods Train DF F2F FS NT Avg
En-b4[33]

DF

99.65 73.6 40.73 73.94 71.98
SimMIM[34] 99.64 62.43 66.74 62.74 72.89

FDFL[34] 98.91 58.9 66.87 63.61 72.07
Ours 99.85 70 41.38 71.42 70.66

En-b4[33]

F2F

87.15 99.26 51.6 66.85 76.22
SimMIM[34] 84.27 99.28 53.49 53.87 72.73

FDFL[34] 67.55 93.06 55.35 66.66 70.66
Ours 78.99 99.01 55.53 70.45 75.92

En-b4[33]

FS

61.44 68.96 99.57 49.83 69.95
SimMIM[34] 88.12 58.88 99.19 52.55 74.67

FDFL[34] 75.9 54.64 98.37 49.72 69.66
Ours 63.4 70.79 99.53 51.48 71.3

En-b4[33]

NT

83.98 69.08 46.32 97.59 74.24
SimMIM[34] 85.26 64.38 46.62 69.95 73.38

FDFL[34] 79.09 74.21 53.99 88.54 73.96
Ours 84.14 76.4 50.88 96.51 76.98

an NVIDIA GTX GeForce 3090 Ti platform with 24 GB of
VRAM. Additionally, binary classification accuracy (Acc) and
the area under the ROC curve (AUC) are used as performance
evaluation metrics for the model.

C. In-Dataset Evaluation

This section tests the in-dataset detection performance of
the proposed method on the FaceForensics++ (FF++) datasets,
and compares it with other state-of-the-art methods. The pro-
posed method is independently trained on and validated using
the test sets of FF++(C23) and FF++(C40) datasets. The results
are shown in Table I. It can be observed that, the proposed
method achieves high test accuracy on the FF++(C23) datasets.
The lower AUC performance on FF++(C40) may be attributed
to the inconsistent quality of the original compressed images.
During the training phase with real samples, the encoder and
decoder did not incorporate lower-quality images for training,
resulting in deviations and quality issues when reconstructing
low-quality images.

D. Cross-Dataset Evaluation

1) Cross-Manipulation Method Evaluation: Cross-
manipulation method evaluation is a significant approach to
assess the generalization capability of detection methods,
with important practical implications. This section conducts
cross-testing of the proposed method across four different
manipulation methods on the FF++(C23) dataset, with
the results shown in Table II. It can be observed that the
average performance across the four cross-tests exceeds
70%. In comparison with other advanced methods, the
proposed approach, trained on the NT dataset, achieves a
higher average AUC performance of 76.98% across the four
manipulation methods, representing an improvement of 2% in
detection performance. Additionally, the average test results
from training on F2F reach 75.92%, with a gap of less
than 1% compared to the higher performance of En-b4. The
experimental data in the table demonstrate that the proposed
method exhibits effective generalization across single-source
manipulation methods, confirming the feasibility of this
approach.

The aforementioned experiments demonstrate the general-
ization evaluation from a single manipulation domain to other
domains. Additionally, there exists a method for evaluating
generalization in multi-source forgery detection. This experi-
ment utilizes three training sets from FF++ (excluding DF) for
joint training and tests on DF, defined in the table as GID-DF.
Similarly, the experiment trains on three other manipulation
sets (excluding F2F) and tests on F2F. All test results are
presented in Table III. For the DF tests, existing methods
have reached a high performance level, with the proposed
method closely following, showing an AUC performance dif-
ference of less than 7% from the state-of-the-art methods.
Although there is a gap in AUC performance for GID-DF(C23)
compared to the leading methods, the accuracy performance
and results on the C40 version dataset remain outstanding,
surpassing other existing advanced methods. Regarding the
F2F tests, mainstream methods show subpar performance,
while the proposed method achieves the best results, exceeding
current advanced methods by 1% in AUC performance and 2%
in accuracy performance, demonstrating improvements across
different compression levels of F2F images. These experimen-
tal data strongly affirm the superiority of the proposed method
in multi-source forgery detection.

2) Cross-Dataset Evaluation: This section evaluates the
performance of the proposed method across different datasets.
The method was trained on the FF++(C23) dataset and tested
on the FF++(C23) library, Celeb-DF-v2, and DFD. The ex-
perimental results, as shown in Table IV, indicate that the
method achieved the best AUC performance on the DFD
dataset and demonstrated highly competitive performance on
Celeb-DF-v2, surpassing most advanced methods with a gap
of less than 5% compared to the state-of-the-art methods. This
suggests that the proposed method exhibits good generalization
capabilities across unknown datasets.

E. Ablation Study

As the proposed method is an integrated detection frame-
work, it is not possible to conduct an ablation study on
individual components or stages. Here, we present the com-
parative experimental results between the proposed method
and the Xception-based classification baseline model. The
baseline model was trained on FF++(C23) and tested for AUC
performance on Celeb-DF-v2 and DFD. The testing results,
as shown in Table V, indicate that the proposed method
outperforms the baseline model on both Celeb-DF-v2 and
DFD, demonstrating its effectiveness.

F. Visualization of Results

This section further demonstrates the reconstructed images
generated by the autoencoder framework trained on real sam-
ples. As shown in Fig. 4, the similarity between the real image
and the reconstructed image is very high for real face images.
However, for forged images, which contain artifacts not present
in real samples, reconstructing the forged images with masked
key facial regions results in reconstructed images that do not
retain the original forged information, leading to significant
local differences compared to the original forged images.
Additionally, since the encoder and decoder are capable of
reconstructing real samples, the reconstructed facial features
of the forged images tend to resemble those of the original
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TABLE III. RESULTS OF MULTI-SOURCE MANIPULATION EVALUATIONS ON FF++

Methods GID-DF(C23) GID-DF(C40) GID-F2F(C23) GID-F2F(C40)
Acc AUC Acc AUC Acc AUC Acc AUC

EfficientNet[33] 82.4 91.11 67.6 75.3 63.32 80.1 61.41 67.4
Focalloss[35] 81.33 90.31 67.47 74.95 60.8 79.8 64 67.21

ForensicTransfer[36] 72.01 — 68.2 — 64.5 — 55 —
Multi-task[6] 70.3 — 66.76 — 58.74 — 56.5 —
MLDG[37] 84.21 91.82 67.15 73.12 63.46 77.1 58.12 61.7
LTW[38] 85.6 92.7 69.15 75.6 65.6 80.2 65.7 72.4
DCL[39] 87.7 94.9 75.9 83.82 68.4 82.93 67.85 75.07

Ours 79.28 87.9 70.22 78.67 73.62 84.29 69.25 76.5

TABLE IV. RESULTS OF CROSS-DATASET EVALUATIONS ON
FF++C23(AUC)

Methods FF++(C23) Celeb-DF-v2 DFD
TI2Net[40] 99.95 68.22 72.03
FRLM[41] 99.5 70.58 68.17
F3Net[42] 98.1 71.21 86.1

Face-X-ray[22] 87.4 74.2 85.6
MLDG[37] 98.99 74.56 88.14

GFF[43] 98.36 75.31 85.51
SFDG[44] 99.53 75.83 88
SOLA[45] 99.25 76.02 —

MultiAtt[46] 99.27 76.65 87.58
BIG-Arts[47] 99.39 77.04 89.92

LTW[38] 99.17 77.14 88.56
FAAFF[48] 99.27 77.59 —

Local-Relation[49] 99.46 78.26 89.24
DCL[39] 99.3 82.3 91.66

Ours 97.24 77.47 95.23

TABLE V. RESULTS OF ABLATION STUDY

Methods FF++(C23) Celeb-DF-v2 DFD
Baseline 99.09 72.15 87.86

Ours 97.24 77.47 95.23

real faces, which is influenced by the training effect of the
encoder and decoder on large amounts of real face data.

V. CONCLUSION

This paper proposes a deepfake detection algorithm based
on local reconstruction, comprising two stages: the training
stage based on masked reconstruction of real samples and
the training stage based on local difference attention map
constraints. There are local differences between forged faces
and the original real faces, and attention maps generated
from these local differences can guide the model to learn
key forgery regions, shifting the model’s focus from global
to local features to improve detection performance. Previous
methods either require the original real image as a reference
or use self-attention mechanisms to predict key regions, both
of which have significant limitations. In contrast, this method
enhances practical applicability by using a local reconstruction
approach to recover the original real face from local regions
of real faces, aligning better with real-world scenarios. By

Fig. 4. Reconstruction results of real and forged images.

calculating feature-level local difference attention maps be-
tween the reconstructed and original images, the model is
effectively constrained to learn the features of key forgery
regions, further enhancing its ability to extract difference
features. Extensive experiments demonstrate the effectiveness
and reliability of this method in improving generalization
performance. However, our local reconstruction method does
not fully exploit the information available in forged faces
and struggles with reconstructing low-quality faces. In future
research, we aim to develop new algorithms that incorporate
the identity information in forged faces to better recover the
original real faces. In the future, leveraging local masking and
reconstruction to restore real faces holds significant potential
and valuable research implications for both generalized detec-
tion and proactive forensic analysis.

REFERENCES

[1] T. Karras, “Progressive growing of gans for improved quality, stability,
and variation,” arXiv preprint arXiv:1710.10196, 2017.

[2] T. Karras, S. Laine, and T. Aila, “A style-based generator architecture
for generative adversarial networks,” in Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition, 2019, pp. 4401–
4410.

[3] I. Korshunova, W. Shi, J. Dambre, and L. Theis, “Fast face-swap
using convolutional neural networks,” in Proceedings of the IEEE
international conference on computer vision, 2017, pp. 3677–3685.

[4] J. Thies, M. Zollhofer, M. Stamminger, C. Theobalt, and M. Nießner,
“Face2face: Real-time face capture and reenactment of rgb videos,” in
Proceedings of the IEEE conference on computer vision and pattern
recognition, 2016, pp. 2387–2395.

[5] D. Afchar, V. Nozick, J. Yamagishi, and I. Echizen, “Mesonet: a com-
pact facial video forgery detection network,” in 2018 IEEE international

www.ijacsa.thesai.org 1225 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

workshop on information forensics and security (WIFS). IEEE, 2018,
pp. 1–7.

[6] H. H. Nguyen, F. Fang, J. Yamagishi, and I. Echizen, “Multi-task
learning for detecting and segmenting manipulated facial images and
videos,” in 2019 IEEE 10th international conference on biometrics
theory, applications and systems (BTAS). IEEE, 2019, pp. 1–8.

[7] H. H. Nguyen, J. Yamagishi, and I. Echizen, “Capsule-forensics: Using
capsule networks to detect forged images and videos,” in ICASSP 2019-
2019 IEEE international conference on acoustics, speech and signal
processing (ICASSP). IEEE, 2019, pp. 2307–2311.

[8] R. Natsume, T. Yatagawa, and S. Morishima, “Fsnet: An identity-
aware generative model for image-based face swapping,” in Computer
Vision–ACCV 2018: 14th Asian Conference on Computer Vision, Perth,
Australia, December 2–6, 2018, Revised Selected Papers, Part VI 14.
Springer, 2019, pp. 117–132.

[9] Y. Nirkin, Y. Keller, and T. Hassner, “Fsgan: Subject agnostic face swap-
ping and reenactment,” in Proceedings of the IEEE/CVF international
conference on computer vision, 2019, pp. 7184–7193.

[10] Z. He, W. Zuo, M. Kan, S. Shan, and X. Chen, “Attgan: Facial attribute
editing by only changing what you want,” IEEE transactions on image
processing, vol. 28, no. 11, pp. 5464–5478, 2019.

[11] H. Tang, D. Xu, N. Sebe, and Y. Yan, “Attention-guided generative
adversarial networks for unsupervised image-to-image translation,” in
2019 International Joint Conference on Neural Networks (IJCNN).
IEEE, 2019, pp. 1–8.

[12] X. Li, S. Zhang, J. Hu, L. Cao, X. Hong, X. Mao, F. Huang, Y. Wu,
and R. Ji, “Image-to-image translation via hierarchical style disentangle-
ment,” in Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, 2021, pp. 8639–8648.

[13] F. Matern, C. Riess, and M. Stamminger, “Exploiting visual artifacts
to expose deepfakes and face manipulations,” in 2019 IEEE Winter
Applications of Computer Vision Workshops (WACVW). IEEE, 2019,
pp. 83–92.

[14] Y. Nirkin, L. Wolf, Y. Keller, and T. Hassner, “Deepfake detection based
on discrepancies between faces and their context,” IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 44, no. 10, pp. 6111–
6121, 2021.

[15] Z. Liu, X. Qi, and P. H. Torr, “Global texture enhancement for fake face
detection in the wild,” in Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, 2020, pp. 8060–8069.

[16] Z. Chen, L. Xie, S. Pang, Y. He, and B. Zhang, “Magdr: Mask-guided
detection and reconstruction for defending deepfakes,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
2021, pp. 9014–9023.

[17] S. Dong, J. Wang, J. Liang, H. Fan, and R. Ji, “Explaining deepfake
detection by analysing image matching,” in European conference on
computer vision. Springer, 2022, pp. 18–35.

[18] T. Wang and K. P. Chow, “Noise based deepfake detection via multi-
head relative-interaction,” in Proceedings of the AAAI Conference on
Artificial Intelligence, vol. 37, no. 12, 2023, pp. 14 548–14 556.

[19] B. Huang, Z. Wang, J. Yang, J. Ai, Q. Zou, Q. Wang, and D. Ye,
“Implicit identity driven deepfake face swapping detection,” in Pro-
ceedings of the IEEE/CVF conference on computer vision and pattern
recognition, 2023, pp. 4490–4499.

[20] S. Dong, J. Wang, R. Ji, J. Liang, H. Fan, and Z. Ge, “Implicit identity
leakage: The stumbling block to improving deepfake detection gener-
alization,” in Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, 2023, pp. 3994–4004.

[21] Z. Shang, H. Xie, Z. Zha, L. Yu, Y. Li, and Y. Zhang, “Prrnet: Pixel-
region relation network for face forgery detection,” Pattern Recognition,
vol. 116, p. 107950, 2021.

[22] L. Li, J. Bao, T. Zhang, H. Yang, D. Chen, F. Wen, and B. Guo,
“Face x-ray for more general face forgery detection,” in Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition,
2020, pp. 5001–5010.

[23] T. S. Gunawan, S. A. M. Hanafiah, M. Kartiwi, N. Ismail, N. F. Za’bah,
and A. N. Nordin, “Development of photo forensics algorithm by de-
tecting photoshop manipulation using error level analysis,” Indonesian
Journal of Electrical Engineering and Computer Science, vol. 7, no. 1,
pp. 131–137, 2017.

[24] H. Liu, X. Li, W. Zhou, Y. Chen, Y. He, H. Xue, W. Zhang, and N. Yu,
“Spatial-phase shallow learning: rethinking face forgery detection in
frequency domain,” in Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, 2021, pp. 772–781.

[25] P. Yu, J. Fei, Z. Xia, Z. Zhou, and J. Weng, “Improving generalization
by commonality learning in face forgery detection,” IEEE Transactions
on Information Forensics and Security, vol. 17, pp. 547–558, 2022.

[26] J. Wang, Z. Wu, W. Ouyang, X. Han, J. Chen, Y.-G. Jiang, and S.-N. Li,
“M2tr: Multi-modal multi-scale transformers for deepfake detection,”
in Proceedings of the 2022 international conference on multimedia
retrieval, 2022, pp. 615–623.

[27] I. Masi, A. Killekar, R. M. Mascarenhas, S. P. Gurudatt, and W. Ab-
dAlmageed, “Two-branch recurrent network for isolating deepfakes in
videos,” in Computer Vision–ECCV 2020: 16th European Conference,
Glasgow, UK, August 23–28, 2020, Proceedings, Part VII 16. Springer,
2020, pp. 667–684.

[28] C. Miao, Z. Tan, Q. Chu, N. Yu, and G. Guo, “Hierarchical frequency-
assisted interactive networks for face manipulation detection,” IEEE
Transactions on Information Forensics and Security, vol. 17, pp. 3008–
3021, 2022.

[29] C. Wang and W. Deng, “Representative forgery mining for fake face
detection,” in Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, 2021, pp. 14 923–14 932.

[30] A. Rossler, D. Cozzolino, L. Verdoliva, C. Riess, J. Thies, and
M. Nießner, “Faceforensics++: Learning to detect manipulated facial
images,” in Proceedings of the IEEE/CVF international conference on
computer vision, 2019, pp. 1–11.

[31] Y. Li, X. Yang, P. Sun, H. Qi, and S. Lyu, “Celeb-df: A large-
scale challenging dataset for deepfake forensics,” in Proceedings of
the IEEE/CVF conference on computer vision and pattern recognition,
2020, pp. 3207–3216.

[32] N. Dufour and A. Gully, “Contributing data to deepfake detection
research,” Google AI Blog, vol. 1, no. 2, p. 3, 2019.

[33] M. Tan and Q. Le, “Efficientnet: Rethinking model scaling for con-
volutional neural networks,” in International conference on machine
learning. PMLR, 2019, pp. 6105–6114.

[34] H. Chen, Y. Lin, B. Li, and S. Tan, “Learning features of intra-
consistency and inter-diversity: Keys toward generalizable deepfake
detection,” IEEE Transactions on Circuits and Systems for Video
Technology, vol. 33, no. 3, pp. 1468–1480, 2022.

[35] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollar, “Focal loss
for dense object detection,” in Proceedings of the IEEE International
Conference on Computer Vision, 2017, pp. 2980–2988.
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Abstract—Vehicle-infrastructure cooperative perception has
emerged as a promising approach to enhance 3D multi-object
tracking by leveraging complementary data from vehicle and
infrastructure sensors. However, existing methods face significant
challenges, including difficulty in handling occlusions, suboptimal
identity association, and inefficiencies in trajectory management,
limiting their performance in real-world scenarios. In this pa-
per, we propose a novel vehicle-infrastructure cooperative 3D
multi-object tracking framework that addresses these challenges
through three key innovations. First, an integrated detection-
tracking framework jointly optimizes object detection and track-
ing, enhancing temporal consistency and reducing errors caused
by separately handling the two tasks. Second, the XIOU identity
association metric leverages 3D spatial and geometric relation-
ships, ensuring robust object matching even under occlusions.
Third, a four-stage cascade matching (FSCM) strategy adaptively
manages trajectories by leveraging detection and prediction
confidences, enabling accurate tracking in complex environments.
Evaluated on the V2X-Seq dataset, our method achieves a MOTA
of 57.23 and a MOTP of 74.64, significantly reducing identity
switches while ensuring low bandwidth consumption and reliable
tracking, highlighting its effectiveness and suitability for real-
world deployment.

Keywords—Vehicle-infrastructure cooperative perception; 3D
multi-object tracking; XIOU metric; four-stage cascade matching;
integrated detection-tracking framework

I. INTRODUCTION

In recent years, while single-vehicle perception for au-
tonomous driving has achieved notable advancements, vehicle-
infrastructure cooperative perception has emerged as a trans-
formative alternative. By integrating data from infrastructure-
side sensors, this approach overcomes the inherent limitations
of vehicle-only systems, such as limited perception range,
blind spots, and lower detection confidence. It extends percep-
tion capabilities, enhances detection accuracy, and improves
system reliability, positioning itself as a critical research focus
in modern autonomous driving.

A cornerstone of vehicle-infrastructure cooperative per-
ception is 3D multi-object tracking (MOT), which ensures
temporal consistency by tracking objects across consecutive
frames. Accurate 3D MOT is pivotal for downstream tasks
like trajectory prediction and collision avoidance, directly
contributing to the safety and effectiveness of autonomous
driving systems. The objective is to accurately localize objects
in 3D space while consistently maintaining their identities over
time.

However, despite advancements in cooperative perception,
3D MOT methods still encounter significant challenges:

1) Insufficient Interaction Between Detection and Track-
ing: Many existing methods treat detection and
tracking as separate processes, often relying on the
Tracking-by-Detection paradigm. This limits the mu-
tual enhancement between detection and tracking, as
detection results are primarily optimized for track-
ing while failing to incorporate the valuable priors
that tracking can provide for detection—an essential
aspect for temporal consistency in dynamic environ-
ments.

2) Insufficient Utilization of 3D Spatial Information:
Current methods often adapt 2D identity associa-
tion techniques to 3D scenarios without fully har-
nessing the spatial richness of 3D point clouds.
This limitation is particularly pronounced in vehicle-
infrastructure cooperative contexts, where precise
spatial alignment and 3D pose estimation are key for
robust identity association.

3) Challenges in Occlusion Handling: Occlusion is a
common occurrence in real-world autonomous driv-
ing scenarios, yet existing methods struggle to main-
tain consistent object identities when visibility is
compromised. Effective mechanisms to handle occlu-
sion and manage identity switches during visibility
transitions remain underdeveloped.

These limitations underscore the need for more integrated,
adaptive, and robust approaches to 3D MOT in vehicle-
infrastructure cooperative scenarios. To address these chal-
lenges, we propose a novel vehicle-infrastructure cooperative
3D multi-object tracking algorithm based on an integrated
detection and tracking architecture. By leveraging LiDAR
point cloud data from both vehicle and infrastructure sources,
our method provides a more accurate and real-time solution for
3D object detection and tracking. Specifically, it introduces the
following key innovations:

1) Integrated Detection and Tracking Framework: We
propose a fully integrated architecture that processes
detection and tracking in a unified manner. By em-
ploying position encoding and cross-attention mech-
anisms, the framework seamlessly combines appear-
ance and motion cues. Additionally, a temporal prior
enhancement module is introduced, allowing tracking
results to inform the detection process, leveraging
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temporal priors to improve detection accuracy.
2) 3D-Task Adaptive Identity Association: Our method

takes full advantage of 3D spatial pose information
from LiDAR point clouds. We introduce a new iden-
tity association metric that accounts for spatial over-
lap, positional similarity, and orientation alignment,
enabling robust object matching over time in 3D
space.

3) Occlusion-Adaptive Matching Algorithm: We present
a four-stage cascade matching algorithm that dy-
namically adjusts the tracking process based on the
confidence levels of detection and prediction results.
This strategy ensures robust tracking during occlusion
events, effectively maintaining object identities even
when objects are partially or fully hidden from view.

The remainder of this paper is organized as follows:
Section II reviews related work, discussing existing approaches
to vehicle-infrastructure cooperative 3D perception. Section
III describes the proposed integrated detection and tracking
framework in detail. Section IV outlines the experimental
setup and results, covering datasets, evaluation metrics, and
comprehensive analyses. Section V concludes the paper with
final remarks and future research directions.

II. RELATED WORK

This section discusses recent developments in vehicle-
infrastructure cooperative perception and multi-object track-
ing (MOT), both critical for improving autonomous driving
systems.

A. Vehicle-Infrastructure Cooperative Perception

Cooperative perception enhances the perception capa-
bilities of individual vehicles by integrating data from
infrastructure-based sensors. It can be categorized into three
main types based on the shared data:

1) Data-Level Cooperation: In data-level cooperation, raw
sensor data such as LiDAR point clouds are directly shared be-
tween vehicles and infrastructure [1], [14], [29]. This approach
allows vehicles to expand their perception range significantly
by receiving unprocessed sensor data from other sources.
However, the substantial data transmission requirements place
a significant burden on network bandwidth.

2) Feature-Level Cooperation: Feature-level cooperation
involves sharing pre-processed feature data, reducing the trans-
mission load while retaining more information than object-
level cooperation [17], [6], [5]. The performance of feature-
level cooperation depends heavily on the feature fusion strate-
gies employed, balancing between bandwidth savings and the
amount of retained information.

3) Object-Level Cooperation: In object-level cooperation,
only the final detection results are shared, minimizing the data
transmission burden but potentially leading to information loss
[24]. This method relies heavily on the accuracy and robustness
of the individual perception models used on each vehicle and
infrastructure component.

The emergence of large-scale cooperative perception
datasets, both in simulation and real-world environments, has
greatly advanced research in this domain. Notable examples

include V2X-Sim [10], DAIR-V2X-C [24], and V2X-Seq [25],
with V2X-Seq standing out as the first real-world dataset
for vehicle-infrastructure sequential perception. These datasets
provide comprehensive data for 3D object detection and
tracking tasks, offering a foundation for further research in
cooperative perception.

B. Multi-Object Tracking

In cooperative perception, multi-object tracking (MOT)
plays a critical role in maintaining object identities over
time by associating detected objects across frames, forming
a temporal understanding of their movement. MOT is crucial
for downstream tasks such as trajectory prediction and colli-
sion avoidance in autonomous driving. The process typically
involves three main stages: object detection and feature repre-
sentation, identity association, and trajectory management.

1) Object Detection and Feature Representation: This
stage handles the initial detection and feature extraction from
sensory data, which is critical for tracking objects across time.
Traditionally, these tasks have been performed separately, with
detection followed by feature extraction. One prominent exam-
ple of this approach is DeepSort [19], which uses a Kalman fil-
ter for motion modeling and a deep learning-based appearance
descriptor for object re-identification, offering a robust solution
for tracking objects across frames while maintaining their
identities. Recent methods, such as OmniTracker [16], focus
on exploring the interplay between detection and tracking and
transferring this relationship to various tracking tasks. This
separation allows for independent optimization of detection
and tracking, but it may lead to redundant computations.

Joint detection and feature representation, on the other
hand, combines detection and tracking into a single network,
improving the efficiency of multi-object tracking. Popular
methods like FairMOT [27] and TransTrack [15] employ joint
architectures where object detection and feature extraction
are performed simultaneously, reducing the computational
overhead while improving feature consistency. TransMOT [4]
introduces a spatio-temporal graph transformer for encoding
short trajectories and matching them across frames using
a spatial graph decoder. Additionally, UTM [23] simultane-
ously enhances object detection and feature representation us-
ing identity-sensitive knowledge. Despite these advancements,
challenges remain, especially in 3D multi-object tracking,
where integrating motion cues and spatial information from
point cloud data requires sophisticated handling of dynamic
environments.

2) Identity Association: Identity association is critical for
tracking objects across multiple frames and ensuring that each
object maintains a consistent identity. Various metrics have
been proposed to perform this association. Early works such as
AB3DMOT [18] rely on simple intersection-over-union (IoU)
metrics to associate objects between frames. However, this
method struggles with occlusions and complex 3D environ-
ments. Recent researches such as Chiu et al. [3] and Center-
Point [22] improve identity association by replacing traditional
IoU with more sophisticated metrics like Mahalanobis and L2
distance. These metrics help capture both spatial overlap and
the underlying distribution of data points, enhancing tracking
accuracy, especially in complex 3D environments where simple
IoU metrics may struggle.
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Fig. 1. The temporal perception process in vehicle-infrastructure cooperative sensing: The process comprises two main parts: data fusion and object
detection-tracking, producing a 3D perception output with identity information.

Advanced association methods have been developed to
handle more complex scenarios. C-BIoU [21] improves tra-
ditional IoU-based matching by introducing a buffer region
around the bounding boxes, enhancing matching accuracy
under occlusion. EagerMOT [7] incorporates velocity and
directionality into the association process, leveraging motion
cues to improve association reliability. Another advanced met-
ric, DIoU [28], introduces distance and aspect ratio terms
into the IoU calculation, improving matching accuracy in
2D scenarios. These identity association techniques aim to
reduce false positives and increase the robustness of tracking
in dynamic environments where objects may be occluded or
exhibit erratic movement.

3) Trajectory Management: The final stage of MOT in-
volves managing the trajectories of objects across frames.
The goal is to maintain accurate object tracks while adding,
updating, or removing object trajectories as necessary. Early
methods such as SORT [2] use a simple bipartite graph match-
ing approach to link detected objects between consecutive
frames. This method provides a fast and efficient solution but
is limited in handling occlusions and long-term tracking.

More advanced techniques, such as DeepSort [19], use
a cascade matching strategy where recently updated trajec-
tories are prioritized during the matching process, allowing
for better handling of short-term occlusions. ByteTrack [26]
takes this approach further by splitting detections into high
and low-confidence categories, first matching high-confidence
detections with tracked objects, and then using low-confidence
detections to match occluded objects. This technique improves
the continuity of object trajectories during occlusions. Recent
methods like SimpleTrack [12] adapt ByteTrack’s methodology
to 3D tracking tasks, introducing confidence-based updates to
better handle occlusion in real-world environments. Another
recent method, SimTrack [11], criticizes the heuristic match-
ing approach of earlier methods, arguing that it relies too
heavily on manual tuning. Instead, SimTrack proposes using a
confidence-weighted matching strategy between the predicted
object locations and the detected objects, simplifying the
tracking process while improving robustness. These trajectory
management strategies aim to maintain object continuity across
time, especially when objects undergo occlusions or disappear
from the field of view temporarily.

Despite the progress made, several challenges remain in
multi-object tracking, especially in 3D environments where
spatial and temporal dynamics are more complex. One major
limitation is the failure to fully integrate the strengths of

both object detection and tracking, which are often treated
as independent tasks. Furthermore, current 3D identity as-
sociation metrics do not make full use of the precise pose
information available in point clouds, hindering matching
accuracy. Moreover, cross-frame matching strategies fail to
leverage both detection and prediction dimensions to fully
explore and maintain object identity, particularly in complex
and dynamic environments. These gaps highlight areas for
further research and improvement.

III. METHODOLOGY

In the case where the vehicle and infrastructure sensors
collect data at consistent frequencies, the input for the vehicle-
infrastructure cooperative 3D multi-object tracking task can be
described in two parts:

1. The infrastructure-side sensor data sequence Sinf, as
shown in Eq. (1), where Xinf

n represents the infrastructure sen-
sor data from the n-th pair of vehicle-infrastructure matched
data. The corresponding timestamp sequence for the infras-
tructure data is denoted as Tinf, as shown in Eq. (2).

Sinf = {Xinf
n }Nn=1 (1)

Tinf = {tinf
n }Nn=1 (2)

2. The vehicle-side sensor data sequence Sveh, as shown
in Eq. (3), where Xveh

n represents the vehicle sensor data
from the n-th pair of vehicle-infrastructure matched data.
The corresponding timestamp sequence for the vehicle data
is denoted as Tveh, as shown in Eq. (4).

Sveh = {Xveh
n }Nn=1 (3)

Tveh = {tveh
n }Nn=1 (4)

As shown in Fig. 1, the vehicle-infrastructure cooperative
3D multi-object tracking process is composed of two main
parts: information extraction and fusion, and object detection
and tracking. These are further divided into four stages:

• Data Transmission and Fusion: This stage involves
pre-processing vehicle and infrastructure point cloud
data. The data is transmitted over limited bandwidth
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to the vehicle side, where it is fused with the vehicle’s
sensor data.

• Object Detection and Feature Representation: This
stage detects 3D objects from the fused sensor data
and represents the temporal variations in the object
features.

• Identity Association: The system builds a unified iden-
tity association benchmark for objects across frames
based on their features. A cost matrix is generated to
match objects across frames.

• Trajectory Management: Based on the cost matrix
from identity association, the system performs match-
ing between detected objects and existing tracks. It
also handles adding, deleting, and updating tracks,
ultimately producing a unified 3D spatiotemporal per-
ception result with identity information.

A. Data Transmission and Fusion Using the FF-Tracking
Framework

This section leverages the FF-Tracking [25] framework as
outlined in V2X-Seq. The Data Transmission and Fusion
process, as illustrated in Fig. 2, is designed to facilitate sensor
data exchange between the vehicle and infrastructure under
limited bandwidth conditions.

1) Infrastructure Side: On the infrastructure side, sensor
data at timestamp tinf

n is processed through the Pillar Feature
Network (PFNet) [9] to extract BEV (Bird’s Eye View) fea-
tures. The extracted BEV feature map is represented as:

Finf
n = PFNet(Xinf

n ), (5)

where Xinf
n is the raw point cloud data from the infrastructure

sensors, and Finf
n is the BEV feature extracted at time tinf

n .

Next, a Feature Flow Generator is employed to capture the
temporal dynamics between consecutive infrastructure frames.
Given the BEV feature map from the current timestamp tinf

n
and the previous timestamp tinf

n−1, the feature flow Fflow
n is

computed as:

Fflow
n = FlowGenerator(Finf

n ,Finf
n−1), (6)

where the FlowGenerator module is built with two Backbone-
FPN structures, one branch generates static features Fstatic,
and the other branch generates the feature derivative Fderiv.
This module computes the temporal differences between the
two frames, capturing how the scene evolves over time. The
feature flow is compressed using a convolutional layer to
reduce bandwidth requirements:

Fcomp
n = Conv(Fflow

n ), (7)

where Fcomp
n represents the compressed feature flow ready for

transmission.

2) Vehicle Side: Once the infrastructure-side compressed
feature flow Fcomp

n is transmitted to the vehicle side, it under-
goes Deconvolution to reconstruct the infrastructure features
at the vehicle’s side:

Frec
n = Deconv(Fcomp

n ), (8)

where Frec
n denotes the reconstructed feature map, which can

be divided into two parts: one part represents the static feature
Fstatic

n , and the other part represents the feature derivative Fderiv
n .

Next, the vehicle aligns the reconstructed infrastructure
features to its own current timestamp tveh

n using the Prediction
and Affine Transform module. This module compensates for
temporal misalignment between the infrastructure and vehicle
data:

Falign
n = AffineTransform(Fstatic

n + (tveh
n − tinf

n ) · Fderiv
n ), (9)

where Falign
n represents the aligned infrastructure features in

the vehicle’s frame of reference.

Simultaneously, the vehicle extracts its own features Fveh
n

from its sensor data Xveh
n :

Fveh
n = FeatureExtractor(Xveh

n ). (10)

Finally, the vehicle-side features and the aligned infrastruc-
ture features are concatenated and convolved to form the fused
feature map Ffused

n :

Ffused
n = Conv(Concat(Fveh

n ,Falign
n )). (11)

This fused feature map, containing both vehicle-side and
infrastructure-side data, is passed to the detection and tracking
modules for further processing.

B. Integrated Object Detection and Tracking

In this section, we describe the proposed integrated object
detection and tracking framework, utilizing a Deformable
DETR-based architecture for both encoding and decoding
stages, as shown in Fig. 3. The architecture is composed of the
following core components: Temporal Prior Enhancement,
Encoder, and two parallel branches for Object Detection and
Object Prediction.

1) Temporal Prior Enhancement: The input to the Tempo-
ral Prior Enhancement module consists of the fused feature
maps from two consecutive frames, Ffused

n and Ffused
n−1. To

save computational resources, the fused feature map from the
previous frame is stored and used in the next frame for prior
enhancement. The previous frame’s fused feature map, Ffused

n−1,
is downsampled and serves as the keys (K) and values (V)
for the cross-attention mechanism. The current frame’s fused
feature map, Ffused

n , is used as the queries (Q).

The cross-attention mechanism computes the weighted
combination of the features as follows:

Attention(Q,K,V) = softmax
(
QKT

√
dk

)
V, (12)

where Q = Ffused
n is the query from the current frame, and K,

V = Ffused
n−1 are the key and value from the previous frame. The

term dk represents the dimension of the key, which is used to
scale the dot product between the query and key to prevent
the result from becoming too large. After cross-attention, the
resulting feature map undergoes further refinement through a
Multilayer Perceptron (MLP) for introducing non-linearity and
enhancing the model’s capacity to capture complex relation-
ships in the data:

Fenhanced
n = MLP(Attention(Ffused

n ,Ffused
n−1)). (13)

www.ijacsa.thesai.org 1231 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

Fig. 2. The architecture of the data transmission and fusion module using the FF-Tracking framework. Infrastructure-side features are compressed and
transmitted to the vehicle, where they are deconvolved, temporally and spatially aligned, and fused with vehicle-side data.

Fig. 3. The overall architecture for integrated object detection and tracking using deformable DETR. The process includes temporal prior enhancement,
encoding, and two parallel branches for object detection and prediction, which jointly contribute to tracking results.

The output is the enhanced feature map Fenhanced
n , which

integrates temporal information from the previous frame to
improve the accuracy and stability of detection and tracking
in the current frame.

2) Encoder: The enhanced feature Fenhanced
n is passed to

a Deformable DETR Encoder [30], which applies deformable
attention over a set of reference points P distributed across
the feature map. These reference points guide the attention
mechanism, allowing it to focus on relevant regions, which is
particularly suitable for sparse input data like point clouds:

Zenc
n = DeformableAttention(Fenhanced

n ,K,V,P), (14)

where Zenc
n is the output of the encoder, and K, V are derived

from the same enhanced feature map Fenhanced
n .

3) Object Detection Branch: The Object Detection Branch
uses the encoded feature Zenc

n and processes it through a
Deformable DETR decoder to detect objects within the current
frame. The decoder utilizes a set of learnable object queries
Qobj to retrieve object features:

Fobj
n = Decoder(Qobj,Zenc

n ), (15)

where Fobj
n represents the detected object features. These

features are passed to a feedforward neural network (FFN)
to generate detection bounding boxes Bdet

n :

Bdet
n = FFN(Fobj

n ). (16)

4) Object Prediction Branch: Simultaneously, the Object
Prediction Branch tracks objects by predicting their locations
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in the next frame based on past tracking information. The
encoded feature Zenc

n is processed with the track query Qtrack

which is the object features Fobj
n−1 in the previous frame,

retrieving the tracking features Ftrack
n :

Ftrack
n = Decoder(Qtrack,Zenc

n ). (17)

These features are processed through another FFN to predict
the locations of objects from the previous frame in the current
frame, providing the propagated positions for the tracked
objects Bpred

n :
Bpred

n = FFN(Ftrack
n ). (18)

5) Identity Association and Trajectory Management: The
detected objects and predicted objects are matched using an
identity association module, which computes a cost matrix
between detection and prediction bounding boxes. This cost
matrix is used to associate objects between frames. The
tracking results are then managed in the trajectory manage-
ment module, which updates existing trajectories, adds new
trajectories, and deletes lost trajectories.

6) Advantages of Integrated Design: The integrated de-
sign of this architecture, based on Deformable DETR, allows
simultaneous object detection and tracking within the same
pipeline. By sharing the same enhanced features and attention
mechanisms between detection and prediction branches, the
architecture efficiently combines object detection and tracking
tasks. This integration fully leverages the complementary rela-
tionship between detection and tracking, as the temporal prior
information enhances the consistency of the features, allowing
detection and tracking to mutually benefit from each other’s
information.

C. Identity Association Using XIOU Metric

In our approach, we propose a novel XIOU metric for
identity association between detected and predicted objects.
This metric incorporates three key factors: Intersection over
Union (IOU), center point distance, and yaw angle difference
between the two bounding boxes (as shown in Fig. 4).

Fig. 4. Visualization of XIOU elements: IOU, center point distance, and yaw
angle difference.

First, the basic IOU is calculated between the detection
bounding box Bdet and the prediction bounding box Bpred,
which measures the overlap between the two boxes:

IOU(Bdet,Bpred) =
VI

VU
, (19)

where VI is the intersection volume of the two 3D bounding
boxes, and VU is their union volume.

To improve upon the limitations of IOU in cases where
there is no overlap between the two boxes, the Generalized
IOU (GIOU) [13] metric is used:

GIOU(Bdet,Bpred) =
VI

VU
− VC − VU

VC
, (20)

where VC is the volume of the smallest convex shape enclosing
both Bdet and Bpred. GIOU extends IOU by adding a distance-
based penalty term, addressing cases where IOU is zero due
to non-overlapping boxes.

Building on GIOU, our XIOU metric further integrates
orientation and distance between the center points of the two
boxes:

Gcos(θBdet , θBpred) = cos(θBdet − θBpred) + 1, (21)
Giou(B

det,Bpred) = GIOU(Bdet,Bpred) + 1, (22)

XIOU(Bdet,Bpred) =
Giou ×Gcos

4
, (23)

where θBdet and θBpred represent the yaw angles (orientations) of
the detection and prediction bounding boxes, respectively. This
term captures the orientation difference between the boxes,
while the GIOU term handles their spatial relationship.

Our XIOU metric offers improved performance in 3D
environments by taking into account the spatial overlap, ori-
entation similarity, and distance between objects. This makes
it particularly well-suited for 3D object tracking tasks, where
precise alignment of object positions and orientations is crucial
for maintaining consistent identities across frames.

D. Trajectory Management with Cascade Matching

Trajectory management plays a critical role in maintaining
accurate object tracking over time. This step involves matching
detected objects with existing trajectories, updating object
tracks, and handling the creation or deletion of tracks as
necessary. Traditional approaches, such as ByteTrack, employ
a two-stage matching process, starting with high-confidence
detections followed by low-confidence ones. However, this
approach struggles in occlusion scenarios. As shown in Fig.
5(a), object detection confidence gradually decreases during
occlusion, while Fig. 5(b) shows how confidence slowly re-
covers when occlusion fades.

Fig. 5. (a) Confidence decline during occlusion. (b) Confidence recovery
after occlusion. The figures illustrate how detection confidence changes

when objects are occluded and when occlusion diminishes.

To address the challenges of tracking objects under oc-
clusion, we introduce a Four-Stage Cascade Matching
(FSCM) algorithm. This method improves upon previous
approaches by dividing detection results and track predictions
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into high-confidence and low-confidence categories, handling
them across four stages. Each stage applies the Hungarian al-
gorithm to perform the matching based on the XIOU similarity
metric, which considers object overlap, orientation, and spatial
alignment.

1) Stage 1: High-confidence Detection and High-
confidence Track Matching: In the first stage, detections and
tracks are divided into high-confidence and low-confidence
sets based on predefined thresholds. A detection is considered
high-confidence if its detection score sd exceeds the detection
threshold md, and similarly, a track is considered high-
confidence if its tracking confidence score st exceeds the
tracking threshold mt. High-confidence detections Dhigh are
matched with high-confidence tracks Thigh. The cost matrix
is computed as:

Chigh = 1− XIOU(Dhigh,Thigh). (24)

The Hungarian [8] algorithm is applied to minimize the cost
matrix Chigh. The matched detections and tracks are processed,
while the unmatched ones are passed to the next stage.

2) Stage 2: Low-confidence Detection and High-confidence
Track Matching: Low-confidence detections (sd < md), de-
noted as Dlow, are matched with the high-confidence tracks
(st ≥ mt) that remained unmatched from the previous stage.
This is useful for handling partially occluded objects whose
detection scores have decreased, while their tracking predic-
tions remain reliable. The cost matrix is calculated as:

Clow-high = 1− XIOU(Dlow,Thigh), (25)

and the Hungarian algorithm matches the remaining high-
confidence tracks with low-confidence detections.

3) Stage 3: High-confidence Detection and Low-confidence
Track Matching: In this stage, high-confidence detections
Dhigh are matched with low-confidence tracks Tlow, which
were not matched in the previous stages. This helps recover
objects that were previously occluded but are now detected
with high confidence:

Chigh-low = 1− XIOU(Dhigh,Tlow). (26)

Again, the Hungarian algorithm is used to assign detections to
tracks, updating the trajectories for reappearing objects.

4) Stage 4: Low-confidence Detection and Low-confidence
Track Matching: Finally, low-confidence detections Dlow are
matched with low-confidence tracks Tlow. This step manages
prolonged occlusion or potential false detections:

Clow = 1− XIOU(Dlow,Tlow). (27)

The Hungarian algorithm minimizes the cost matrix, and
matched detections and tracks are processed.

5) Unmatched Detections and Tracks: If any high-
confidence detections remain unmatched, they are used to
initialize new tracks. Unmatched low-confidence detections are
discarded as background noise. Tracks that remain unmatched
are retained for N frames. If tracks remain unmatched beyond
the threshold, they are deleted from the system.

6) Summary of FSCM Algorithm: This four-stage cascade
matching algorithm divides both detections and predictions
into high-confidence and low-confidence categories, leveraging
the XIOU metric at each stage. The Hungarian algorithm is
employed in all stages to ensure optimal matching. By pro-
gressively refining the matching process, this method ensures
robust tracking, even under occlusion, and takes full advantage
of detection and prediction confidences.

IV. EXPERIMENTS

The primary goal of our experiments is to validate the ef-
fectiveness and robustness of the proposed method for vehicle-
infrastructure cooperative 3D multi-object tracking. We con-
duct a series of experiments on the V2X-Seq dataset to evaluate
the tracking performance under varying latency conditions and
compare it with several state-of-the-art methods. Additionally,
we perform an ablation study to investigate the contributions
of the key modules in our architecture, including the integrated
detection-tracking framework, XIOU identity association, and
four-stage cascade matching (FSCM).

A. Dataset and Evaluation Metrics

Our experiments are conducted on the V2X-Seq dataset,
the first large-scale real-world dataset specifically designed for
vehicle-infrastructure cooperative 3D multi-object tracking. It
contains over 15,000 pairs of synchronized vehicle-side and
infrastructure-side frames, with each pair including 3D LiDAR
point clouds and annotations with tracking IDs. All vehicle and
infrastructure data in V2X-Seq are time-synchronized and spa-
tially aligned, making it ideal for evaluating cooperative track-
ing performance in real-world scenarios. With over 150,000
frames across more than 200 sequences, V2X-Seq provides
diverse traffic environments and object dynamics, offering a
comprehensive benchmark for assessing tracking accuracy and
robustness, especially under challenging conditions such as
occlusions and communication delays. We use the following
evaluation metrics to compare the performance of different
methods:

• MOTA (Multi-Object Tracking Accuracy): MOTA re-
flects the overall tracking accuracy by considering
three factors: false positives, missed targets, and iden-
tity switches. Higher values indicate better perfor-
mance.

MOTA = 1−
∑

t(FNt + FPt + IDSWt)∑
t GTt

, (28)

where FNt, FPt, and IDSWt are the false negatives,
false positives, and identity switches at time t, and
GTt is the number of ground truth objects.

• MOTP (Multi-Object Tracking Precision): MOTP
evaluates the localization precision of the tracked
objects by computing the average distance between
the predicted and ground-truth object locations.

MOTP =

∑
t

∑
i d

i
t∑

t ct
, (29)

where dit is the distance between the predicted and
ground-truth locations for object i at time t, and ct is
the number of matched object pairs at time t.
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TABLE I. COMPARISON OF TRACKING PERFORMANCE ON THE V2X-SEQ DATASET UNDER DIFFERENT LATENCY CONDITIONS

Latency(ms) Fusion Type Method MOTA↑ MOTP↑ IDS↓ BPS↓(Byte/s)

0

Object-Level Hungarian [8] 53.18 72.35 273 3.3 × 103

Data-Level Concat [25] 56.03 70.17 296 1.3 × 107

Feature-Level FF-Tracking [25] 54.75 69.76 222 6.2 × 105

Feature-Level Ours 57.23 74.64 206 6.2 × 105

200

Object-Level Hungarian [8] 50.32 71.58 260 3.3 × 103

Data-Level Concat [25] 51.27 69.67 234 1.3 × 107

Feature-Level FF-Tracking [25] 52.26 69.64 225 1.2 × 106

Feature-Level Ours 55.76 74.15 219 1.2 × 106

• IDS (Identity Switches): This metric tracks identity
changes during tracking, with lower values indicating
better performance.

• BPS (Bytes Per Second): This metric measures the
bandwidth for vehicle-infrastructure communication,
defined as the data exchanged per second in bytes.

B. Implementation Details

Our model employs a backbone network and FPN structure
similar to that used in SECOND [20], optimized using the
AdamW optimizer. The initial learning rate is set to 1×10−4,
and we use 500 queries during training. Both decoders are
trained with identical loss functions, incorporating a classi-
fication loss and XIOU loss as the final objective. For the
tracking process, we set the detection score threshold md to
0.5, tracking score threshold mt to 0.4, and retain unmatched
trajectories for N = 20 frames. The network is implemented in
Pytorch and trained on an NVIDIA GeForce RTX 3090 GPU.

In the inference phase, the first frame’s feature map serves
as the prior frame’s feature for downsampling and temporal
prior enhancement. Simultaneously, the track query initializes
with the object features from the first frame. From the second
frame onward, the point cloud feature sequence is processed
following the methodology described, outputting tracking re-
sults across all frames.

C. Comparison with State-of-the-Art Methods

We compare the performance of our method against several
approaches in the V2X-Seq dataset under two latency con-
ditions: 0 ms and 200 ms. The methods include data-level,
object-level, and feature-level fusion techniques, specifically:

• Concat (Data-Level) [25]: In this method, the in-
frastructure point cloud is transformed to the vehi-
cle’s coordinate system, where pseudo-images from
both vehicle and infrastructure are concatenated. This
approach uses the PointPillars detector and follows
AB3DMOT’s TBD (tracking-by-detection) paradigm
for multi-object tracking.

• Hungarian (Object-Level) [8]: In this approach, vehi-
cle and infrastructure detections are performed inde-
pendently. Detected object sets from both vehicle and
infrastructure are transmitted and matched using the
Hungarian algorithm to fuse results.

• FF-Tracking (Feature-Level) [25]: This method trans-
mits the feature flow between consecutive frames
from the infrastructure to the vehicle, reducing data
transmission while maintaining accuracy.

As shown in Table I, our method consistently outperforms
others across key metrics, particularly in MOTA, achieving
57.23 at 0 ms latency—1.2 points higher than Concat (56.03)
and 4.05 points higher than Hungarian (53.18). This improve-
ment reflects the combined contributions of our integrated
detection-tracking framework, XIOU identity association, and
four-stage cascade matching (FSCM). In terms of MOTP, our
method achieves 74.64, surpassing Concat’s 70.17 and Hungar-
ian’s 72.35, highlighting its effective use of 3D positional and
orientational information. Additionally, with the lowest IDS
score of 206, it demonstrates robust identity association and
trajectory management.

Under the 200 ms delay condition, our method maintains
high tracking accuracy with a MOTA of 55.76, outperforming
Concat (51.27) and Hungarian (50.32). The MOTP remains
at 74.15, the highest among all methods, while the IDS count
remains low at 219. These results demonstrate the resilience of
our approach to communication delays, inheriting the robust-
ness of the FF-Tracking framework. By preserving temporal
consistency in feature flow and leveraging efficient identity
association, the proposed framework effectively mitigates the
negative impact of delayed data transmission.

In terms of data transmission efficiency, our method
achieves a transmission rate of 6.2 × 105 Byte/s, which is
over 20 times lower than Concat (1.3 × 107 Byte/s). This
substantial reduction is achieved through feature-level fusion,
which transmits compressed feature flows. Despite this lower
bandwidth usage, our method provides a 4% higher MOTA,
highlighting its ability to optimize communication resources
while improving tracking accuracy.

D. Ablation Study

We conduct an ablation study to quantify the contributions
of our three key modules: the integrated detection-tracking
framework, XIOU identity association, and the four-stage
cascade matching (FSCM) algorithm. The baseline method,
AB3DMOT, is used for comparison by systematically replac-
ing each module in our framework with the corresponding
component from AB3DMOT. The results are presented in
Table II.

1) Impact of the Integrated Detection-Tracking Framework:
Replacing our integrated detection-tracking framework with
AB3DMOT’s tracking-by-detection (TBD) paradigm results
in a 2.1-point decrease in MOTA (from 57.23 to 55.13).
This indicates the unified framework’s critical role in bridging
detection and tracking, enabling the detection branch to benefit
from tracking priors while allowing the tracking branch to
leverage enhanced detection results. The observed drop in
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TABLE II. ABLATION STUDY ON THE V2X-SEQ DATASET

Method Tracking Framework Identity Association Trajectory Management MOTA↑ MOTP↑ IDS↓
AB3DMOT TBD IOU Single Matching 54.75 69.76 222

Ours Integrated XIOU FSCM 57.23 74.64 206
1 TBD XIOU FSCM 55.13 72.43 208
2 Integrated IOU FSCM 56.72 73.58 214
3 Integrated XIOU Single Matching 55.38 74.16 215

MOTA demonstrates that separating detection and tracking in-
creases errors, for example, in scenarios involving fast-moving
or partially occluded objects. By integrating detection and
tracking within the same pipeline, our framework effectively
reduces identity switches and improves object recall, ensuring
robust performance in dynamic traffic environments.

2) Impact of XIOU Identity Association: When XIOU is re-
placed with AB3DMOT’s IOU, MOTA drops by 0.51 points
(from 57.23 to 56.72), and IDS increases by 3.9% (from 206
to 214). This demonstrates XIOU’s ability to capture spatial
and orientation consistency, which is particularly beneficial in
occlusion-heavy environments. XIOU effectively resolves am-
biguous matches between detection and prediction bounding
boxes by incorporating yaw angle and center-point distance,
leading to improved identity consistency and reduced errors
during complex interactions between vehicles. In contrast, IOU
struggles to maintain identity consistency when objects overlap
or move in close proximity, leading to more identity switches
and reduced tracking accuracy.

3) Impact of the Four-Stage Cascade Matching (FSCM):
Replacing our four-stage cascade matching (FSCM) algorithm
with AB3DMOT’s single matching strategy increases IDS by
4.3% (from 206 to 215) and reduces MOTA by 1.85 points
(from 57.23 to 55.38). These results highlight FSCM’s ability
to manage trajectory updates effectively, particularly in han-
dling occlusions and reappearing objects. FSCM dynamically
adapts to the confidence levels of both detections and tracks,
ensuring robust identity associations across frames. Single
matching, on the other hand, lacks this flexibility, resulting in
higher identity switches and degraded tracking performance,
particularly in challenging scenarios with frequent occlusions
or sudden object reappearances. By incorporating FSCM, our
method achieves lower IDS and higher MOTA, demonstrating
its importance for maintaining accurate and consistent trajec-
tories under complex real-world conditions.

4) Module Contribution Analysis: Among the three mod-
ules, the integrated detection-tracking framework contributes
the largest MOTA gain (2.1 points), highlighting its signifi-
cant impact on overall tracking accuracy. FSCM provides the
second-highest gain (1.85 points in MOTA), underscoring its
importance in trajectory management under challenging condi-
tions. XIOU, while contributing a relatively smaller MOTA im-
provement (0.51 points), plays a crucial role in reducing IDS,
demonstrating its effectiveness in identity association tasks.
Collectively, these modules form a robust system that achieves
superior performance compared to traditional methods.

E. Challenges and Future Directions

1) Bandwidth Efficiency: Although our method signifi-
cantly reduces data transmission compared to data-level fu-
sion methods, the bandwidth requirement (6.2 × 105 Byte/s)

remains relatively high compared to object-level methods like
Hungarian. This poses challenges for large-scale deployment in
real-world bandwidth-constrained environments. Future work
should focus on optimizing feature extraction and compres-
sion strategies to further reduce transmission overhead while
maintaining tracking accuracy.

2) Handling Long Occlusions and Disappearances: While
the proposed framework effectively addresses moderate occlu-
sions and identity switches, it struggles in scenarios involving
long-term occlusions or complete object disappearances. For
instance, re-associating objects after prolonged absence re-
mains challenging. Future efforts could focus on incorporating
adaptive temporal modeling techniques and improved motion
prediction strategies to enhance the system’s robustness in such
complex and dynamic environments.

V. CONCLUSION

In this work, we proposed an innovative framework for
vehicle-infrastructure cooperative 3D multi-object tracking,
emphasizing three key contributions: an integrated detection-
tracking framework, the XIOU identity association metric, and
a four-stage cascade matching (FSCM) strategy. The integrated
framework enhances both detection accuracy and tracking
consistency by jointly leveraging detection and tracking in-
formation. The XIOU metric improves identity association by
effectively incorporating 3D spatial information, while FSCM
provides robust tracking continuity in occlusion scenarios.
Experimental results on the V2X-Seq dataset validate the
effectiveness of these innovations, with our method demon-
strating superior tracking accuracy, reduced identity switches,
and low bandwidth usage even under delayed communication
conditions. These results underscore the potential of feature-
level fusion and temporal prior enhancement in real-world
V2X applications. Future work will focus on optimizing
bandwidth efficiency through improved feature extraction and
compression, and enhancing robustness in handling long-term
occlusions and dynamic scenarios with adaptive temporal
modeling and motion prediction, paving the way for more
reliable and efficient V2X applications.
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Abstract—Healthcare informatics has revolutionized data ex-
traction from large datasets. However, using analytics while
protecting sensitive healthcare data is a major challenge. A
novel methodology for Privacy-Preserving Analytics in Healthcare
Records addresses this essential issue in this study. The multi-
tenant Blockchain framework uses chunk-based RAID encryp-
tion. For the healthcare business, chunk-based RAID encryption
in a multi-tenant blockchain architecture creates a durable,
safe, and efficient solution for processing confidential healthcare
information. This solution improves data security, integrity,
availability, performance, regulatory compliance, and scalability
by combining RAID and blockchain technology. Contemporary
healthcare systems need these qualities to work well. This
approach was done in Python, and the libraries used the VSCode
tool. To maintain data security, integrity, and accessibility, a
strong healthcare system architecture with chunk-based RAID
encryption in a multi-tenant blockchain network requires various
advanced technologies.

Keywords—Multi-tenant; chunk-based; RAID; blockchain;
healthcare records

I. INTRODUCTION

The quick progress in the internet of things (IoT) con-
cept has transformed healthcare businesses by introducing
significant enhancements in e-health/medical records drug
prescription data, and insurance information. The rapid ad-
vancement of the internet of things (IoT) has revolutionized
healthcare industries by offering substantial improvements in
e-health/medical records, drug prescription data, and insurance
information. IoT devices enable real-time monitoring of pa-
tients. Additionally, they have the potential to decrease the
necessity of hospital visits for regular health examinations.
Home health monitoring systems that are connected can ef-
fectively decrease the duration of hospital visits and lower the
expenses associated with readmission. The Internet of Things
(IoT)-enabled medical devices have the capability to aid in the
process of diagnosing medical conditions by providing alerts
and triggering notifications prior to the onset of symptoms.
Numerous software as a service applications make advantage
of multi-tenant data storage, which involves the sharing of
resources and the layout of the data-store across multiple
tenants. The fact that each user or tenant is given their own
instance of a single tenant application, on the other hand,

*Corresponding authors

results in increased expenses for servicing and maintenance
for both the tenants and the suppliers. When resources are
shared across multiple tenants in a multi-tenancy setting, those
costs are reduced for all of the parties involved [1, 2]. Despite
this, multitenant architectures pose data security risks. When
multiple tenants share a storage area, data infringement is more
likely if their data is not properly isolated. A hostile tenant can
assault other tenants’ data by sending harmful information,
making unauthorized transactions, or interrupting exchanges.
This can be done several ways. Therefore, a robust system
is essential to ensure that multi-tenant data cannot be altered
without authority. Flexibility and data segregation are crucial
in multi-tenant applications [3].

Blockchain technology is a recent invention that allows
secure data storage in multi-user applications. In addition to
bitcoin, blockchain technology is becoming a powerful tool
for secure and immutable storage systems [3]. Blockchains or
Distributed Ledgers prevent data tampering by decentralizing
and cryptographic hashing. Blockchain storage is designed to
securely and permanently store data and transactions, prevent-
ing tampering. Access to private or permissioned blockchains
is limited to identifiable members [4]. Blockchains offer an
unchangeable ledger that lets authorized network participants
see stored data in real time.

Blockchain is a highly promising technology that has the
potential to greatly improve the efficiency of healthcare data
management operations. It achieves this by offering unparal-
leled data efficiency and ensuring trust in the system. The
platform provides a diverse array of notable and inherent
characteristics, including distributed storage, visibility, perma-
nence, verification, adaptability in data access, interlinking,
and safeguarding, thereby facilitating extensive adoption of
blockchain technology for healthcare data management [5].

Blockchain employs smart contracts to establish mutu-
ally agreed upon terms and conditions among all healthcare
partners in the network, eliminating the need for intermedi-
aries [6,7]. It minimizes superfluous administrative expenses.
Blockchain primarily depends on three fundamental concepts:
peer-to-peer networks, public key cryptography, and consensus
procedures [8]. Blockchain is categorized into three types
based on permission management: public, private, and consor-
tium blockchains [9]. Any individual with internet access can
participate in the consensus procedure of public blockchains.
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Public blockchains incorporate incentives and employ proof-
of-work or proof-of-stake techniques to ensure encrypted dig-
ital verification. The public blockchain system is completely
visible, meaning that the identity of each participant is kept
pseudo-anonymous. In a private blockchain, network control is
exclusively held by a single company. Thus, this particular type
of blockchain necessitates a reliable intermediary to achieve
consensus. The consortium blockchain integrates the benefits
of public and private blockchain networks. This solution is
specifically ideal for select enterprises who have the objec-
tive of optimizing communication within their own network.
Healthcare businesses have the flexibility to choose any sort
of blockchain network based on their individual requirements
or use case scenarios, as each network has its own advantages
and disadvantages.

The framework laid out in this article aims to enhance other
related blockchain-based systems for storage in the following
aspects: The aim of chunk-based RAID encryption in a multi-
tenant blockchain model for the healthcare sector is to provide
a robust, secure, and efficient framework for managing sensi-
tive healthcare data. By leveraging the strengths of both RAID
and blockchain technologies, this approach ensures enhanced
data security, integrity, availability, performance, regulatory
compliance, and scalability, which are crucial for the effec-
tive operation of modern healthcare systems. Utilize separate
ledgers or channels to ensure that the data of different tenants
remains isolated and inaccessible to others. This approach
is commonly employed in permissioned blockchain networks
such as Hyper-ledger Fabric. Implement strong access control
mechanisms to restrict access to each tenant’s data, ensuring
only authorised individuals can view or interact with it. Deploy
resilient authentication techniques to bolster security for users
accessing the blockchain network. One such solution is to use
multi-factor authentication (MFA) in order to improve security
measures. Role-Based Access Control (RBAC) is a mechanism
for controlling access to resources in a methodical manner.
Administrators can utilize this feature to allocate roles to users,
thereby specifying the permissions and privileges they possess.
RBAC enables companies to enforce access controls that limit
users to only the information and functionality essential for
their specific position. This enhances security and minimizes
the likelihood of unauthorized access. It is crucial to assign
responsibilities to users and establish permissions depending
on their duties in order to ensure efficient management. This
enhances the administration of resource and operation autho-
rization within the network.

Section II investigates existing approaches and discusses
the issues of protecting medical records in multi-tenant sys-
tems. Section III discusses the proposed solutions along with
the block chain technology with chunk-based RAID encryption
to address the existing problems. Section IV explains the ana-
lytical and technological implementation of the cryptographic
methods, RAID setups and data transfer protocols. Section V
evaluates the proposed method over other existing techniques.
Section VI examines the model’s limitations, applications and
further scopes.

A. Literature Review

Extensive research is being conducted in various interdisci-
plinary fields using blockchain technology. The research con-

ducted in [10] has aimed to tackle the issue of internet piracy
in the movie business by the creation of a blockchain-powered
anti-piracy system called “Vanguard”. This system replaces the
traditional method of registering intellectual property (IP) and
monitors the ownership of IP rights to prevent unauthorised
distribution of data. The utilisation of blockchain technology
and certificateless cryptography has been employed in [11]
to create a data storage system that effectively manages and
safeguards vast quantities of IoT data.

The authors of [12] have employed blockchain technology
to develop methods for sharing data in smart cities. In [13], a
proposal was made for a Blockchain Tree to store information
from smart ID cards. This method enhances security by incor-
porating blockchain technology at a lower level and extending
it to a higher level.

The research in [14] centres on the utilisation of blockchain
technology for several applications in the food business, such
as food tracing, land registrations, customer awareness pro-
grammes, and farm insurance. The proposed system has been
implemented by authors using the open-source platform Multi-
Chain. An important benefit of utilising blockchain technology
is its ability to effectively deter forgery and fraud due to its
inherent immutability and transparency. In a study referenced
as [15], a blockchain-based solution is proposed to avoid
property fraud, including fraud related to bank loans.

Ping end-to-end Reporting (PingER) is a framework cre-
ated by the SLAC National Accelerator Laboratory in the
United States for measuring internet performance across the
globe. The proposal suggests implementing a distributed
blockchain technology to store data for PingER in a de-
centralised manner. Instead of storing data in a centralised
location, this system distributes the data files across various
sites using Distributed Hash Tables (DHT). Only the metadata
of these files is saved on the blockchain.

The study [16] discusses a novel concept called
Blockchain-as-a-Service (BaaS), which is comparable to
Software-as-a-Service (SaaS). This is a cloud-based service
that simplifies the process of setting up a blockchain. It also
offers a platform for running apps and provides security and
other essential elements of blockchain technology.

The authors of [17] have suggested a system based on
blockchain technology for a multitenant architecture. Each
tenant possesses an independent blockchain with certain per-
missions, which is then linked to a central chain. The col-
laboration for this project was conducted with Laava ID
Pty Ltd (Laava), and the execution was accomplished us-
ing the Ethereum platform. This study examines the health-
care sector as a prominent field for the implementation of
blockchain technology. Extensive research and documentation
have been dedicated to studying the application of blockchain
in the healthcare industry. Researchers in [18] have integrated
blockchain technology into digital services, such as online
consultations. They have successfully implemented a decen-
tralised system to ensure utmost security in the healthcare
industry. Blockchain technology has improved transparency in
communication between users and clients, particularly in the
context of doctor-patient interactions. Furthermore, the authors
have included three separate case studies in this specific field:
Telemedicine, Patientory, and Medblock.
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The study [19] provides a thorough examination of the
research conducted on electronic health record (EHR) systems
that utilise blockchain technology. Several consensus algo-
rithms have been explored by researchers for implementation
in public blockchains. These include the Practical Byzantine
Fault Tolerance replication algorithm (PBFT), RAFT, Proof
of Authority (PoA), Proof of Capacity (PoC), and Proof of
Elapsed Time (PoET). An innovative solution called Med-
iBchain has been developed in [20] to ensure the security and
privacy of healthcare data by leveraging blockchain technol-
ogy. They have utilised Elliptic Curve Cryptography (ECC) to
secure sensitive information.

A mobile application has been created utilising blockchain
technology to store data related to cognitive behavioural ther-
apy for patients with insomnia [21]. The data is stored in the
Hyperledger Fabric blockchain network using JSON format.
This system utilises blockchain technology to ensure data
transparency and accessibility while eliminating the risk of
data tampering. Blockchain technology has been successfully
integrated with artificial intelligence systems to develop a
predictive system for managing the clinical risks associated
with COVID-19 infection [22-25]. This integration has shown
promising results in improving clinical risk management.

B. Challenges Faced in the Existing Techniques

1) Single database, shared schema: In the healthcare in-
dustry, a single database with a shared schema shown in Fig. 1
presents many challenges, especially when considering secu-
rity, confidentiality, data consistency, and expandability. These
are the main issues with this approach. A unified database
with a shared schema can attract attackers. A compromise
could disclose all patient data from numerous departments or
institutions. It’s difficult to restrict access to specific data in
a shared schema to authorized users. Data segmentation to
protect sensitive patient data is tough. Multiple users updating
the database at once might cause data conflicts and overwrites,
compromising data integrity. Single-database uniformity is key.
Inconsistencies can cause serious medical errors. Data leaking
is a prominent concern in a shared schema architecture, when
multiple tenants utilize the same schema. These factors can
result in security breaches, and impairments in performance
[26]. Access control is intricate, and conflicts over resources
can have a negative influence on performance. Increasing the
number of renters may lead to scalability concerns. Optimizing
searches across several tenants is a challenging task that re-
quires the construction of efficient indexing and caching solu-
tions to prevent performance issues. Handling schema changes
poses difficulties, and data migration carries a high chance of
errors. Insufficient options for personalization and adaptability
are further obstacles. Tenant management include the effective
process of bringing new tenants on board, removing tenants
when necessary, ensuring equitable distribution of resources,
and implementing security measures at the individual row
level. By implementing resource quotas, automatic monitoring
tools, and conducting frequent audits, it is possible to reduce
these issues and enhance the management of a single database
common schema.

2) Single database, separate schema: Implementing a soli-
tary database with distinct schemas for individual tenants in the
healthcare sector poses numerous difficulties. These difficulties

Fig. 1. Single database, shared schema model.

Fig. 2. Single database, separate schema model.

can have an impact on performance, security, maintainability,
and compliance [27]. The system Restoring data for a single
tenant is not a simple task, although it is slightly easier than the
technique of using a single database with a shared schema (Fig.
2), because the tenant data is kept separate. As the tenant count
increases, a significant number of database objects will be
generated to handle and uphold. Schema modifications require
a more complex process, as they need to be distributed to
several tenants.

C. Database per Tenant

Drawbacks to using a Database per tenant (Fig. 3) approach
include the need for additional server maintenance and security
measures, an increase in the number of database objects to
manage and maintain as the number of tenants rises, and the
complexity of creating new schemas when adding new tenants
[28].

1) Multiple databases, multiple tenants per database,
shared schema: The disadvantages of having numerous
databases, multiple tenants per database, and a shared schema
(Fig. 4) are as follows: Tenants persist in employing a
shared database and schema alongside other folks. Further
maintenance is required. Those in charge of managing many
databases face complex operational challenges, the risk of
data breaches, the necessity for efficient performance monitor-
ing, obstacles in attaining scalability, increased maintenance
responsibilities, and concerns over security [29]. Enforcing
compliance with regulations like GDPR and HIPAA can be
challenging in shared schema setups. Operational complexity
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Fig. 3. Database per tenant model.

Fig. 4. Multiple databases, multiple tenants per database, shared schema
model.

refers to the range of duties involved in managing a system,
including backup and recovery methods, monitoring, problem-
solving, and limitations on modification. Efficiently managing
economic issues, including infrastructure expenses, is essential
for properly allocating resources and ensuring compliance.

II. RESEARCH METHOD

This research takes a methodical approach to tackle the
identified challenges. Researcher thoroughly examine and in-
corporates insights from various sources such as academic pa-
pers, industrial blogs, and related research initiatives. The pro-
posed approach efficiently combines the benefits of blockchain
technology and chunk-based RAID encryption to address
important difficulties in healthcare data management, such as
security, fault tolerance, scalability, performance, and regula-
tory compliance. Its sturdy design protects sensitive medical
information while retaining high efficiency and adaptability,
making it a great option for the changing demands of modern
healthcare organizations.

A. Proposed System

To address the difficulties presented by current multi-
tenancy database systems, we suggest an innovative method
that utilizes the dynamic arrangement of tenant connections
and incorporates blockchain technology to overcome the stated
issues. Our goal is to establish a flexible and scalable en-
vironment by implementing a dynamic topology in health-
care organizations which can create a robust, scalable, and

flexible environment that supports their evolving needs while
maintaining high standards of performance and security. This
will enable tenants to communicate with each other smoothly,
without being limited by a predefined schema. This dynamic
connectivity facilitates improved data isolation, which en-
ables quick restoration of individual tenant data without the
complications associated with a single shared schema. In
addition, we implement blockchain technology to securely
handle the relationships between renters. The decentralized
and tamper-resistant characteristics of blockchain guarantee
the reliability and safety of tenant connections, effectively
resolving problems regarding High Availability, Disaster Re-
covery, and Monitoring techniques. This novel method reduces
the requirement for extensive maintenance and schema mod-
ifications, offering a strong basis for a scalable, secure, and
easily controllable multi-tenancy database structure. Through
the use of blockchain technology, we address the difficulties
associated with existing models by decentralizing connectivity
and ensuring security. This provides a revolutionary solution
for a dynamic and safe database environment that can accom-
modate multiple users. Healthcare businesses have the ability
to establish a strong, adaptable, and versatile infrastructure
that caters to their changing requirements while upholding
exceptional levels of performance and security.

B. Secured Data Transaction of Tenants using Blockchain
Technology

Implementing secure data transactions for healthcare
tenants using blockchain technology entails utilizing the
inherent characteristics of blockchain, like decentraliza-
tion,immutability, and transparency, to guarantee the in-
tegrity,security, and privacy of data. Our proposed system
incorporates Blockchain Technology to guarantee the se-
cure transfer of data between clients. Blockchain, being a
distributed and tamper-proof ledger, offers an unchangeable
record of all transactions. Data transactions are cryptographi-
cally encrypted to guarantee data integrity and prevent unau-
thorized access. This not only improves the overall security
of healthcare data but also establishes a clear and responsible
framework for data transfers inside the multi-tenant environ-
ment. The model of multi-tenant blockchain network for the
health sector is illustrated in the Fig. 5.

C. A Mathematical Framework for Enhancing Data Security
in Multi-Tenant Blockchain Technology

Securing data in multi-tenant blockchain technology re-
quires utilizing a mathematical framework that integrates dif-
ferent cryptographic techniques and consensus mechanisms.
This framework is designed to guarantee the security and
reliability of healthcare data, while also ensuring the smooth
operation and effectiveness of the blockchain network. Here is
a comprehensive approach to developing such a framework.

1) Cryptographic Hash Functions: Cryptography uses
mathematical hash functions. Hash functions usually take
variable-length inputs and output fixedlength outputs. Comput-
ing systems depend on hash functions for message integrity
and data validation. Though “weak” cryptographically due
to their polynomial-time solvability, these algorithms are not
easily decipherable. By using cryptographic hash functions,
ordinary hash functions become more secure, making it harder
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Fig. 5. Multitenant blockchain model for healthcare sector.

to decrypt communications or find their originators. Crypto-
graphic hash functions have three traits: They never meet. It is
vital that each input provides a unique output hash. Can hide.
It should be difficult to discern a hash function’s input from
its output [30]. They should help solve riddles. A specified
output can make selecting an input difficult. Therefore, input
must come from a variety of sources. Cryptographic hash
functions are employed in a chunk-based RAID encryption
system to guarantee the integrity of each individual chunk of
data. The procedure is dividing the data into pieces, applying
a hashing function to each chunk, encrypting each chunk,
and subsequently dispersing the encrypted chunks throughout
the RAID array. This method aids in safeguarding against
data corruption and guarantees the ability to identify any
modifications made to the data Table I.

TABLE I. CHUNK-BASED RAID ENCRYPTION

Mathematical Approach for Hashing in Chunk-Based RAID Encryption
Step1 Data Chunking

Let D be the data to be stored in the RAID.
Divide the data D into n chunks Ci Where i = 1,2,3.... n as shown in the equation
D=C 1C 2C n.

Step2 Hashing Each Chunk
Compute the hash of each chunk using a cryptographic hash function H.
Hi = H(Ci)
Where Ci is the ith chunk of data
Hi is the hash value of the ith chunk
H is the cryptographic hash function.
Apply SHA-256 to each chunk Ci, and obtain in the equation,
Hi = SHA − 256(Ci).

Step3 Encrypting Each Chunk
Encrypt each chunk using an encryptional algorithm E with a key K as shown in below equation.
Ei = E(K,Ci)
Where E is the Encryption Function K is the encryption Key
Ei is the encrypted chunk.
Encrypt each chunk Ci with AES and key K, and obtain the equation below.
Ei = AES(K,Ci).

Step4 Storing Hashes and Encrypted Chunks
EStore the hash values Hi and the encrypted chunks Ei in the RAID array.
Distribute Ei across the RAID disks according to the chosen RAID configuration.

2) Password Verification: Most websites store passwords
as hashes because text files are unsafe. Passwords are hashed
when entered. The company’s servers’ hashed values are com-
pared to the outcome. Hackers have created rainbow tables,
databases containing common passwords and their hashes, to
gain unauthorized access to accounts.

A chunk-based RAID encryption system can employ cryp-
tographic hash functions and password-based key derivation

functions (PBKDFs) to verify passwords. The objective is to
securely authenticate the password utilized for the encryption
and decryption of data chunks. Belowis a comprehensive
formula and step-by-step process for verifying passwords in
a system.

The user has provided a confidential pass code, denoted
as P. To prevent precompiled attacks, a distinct salt value S
is appended to the password prior to hashing. The process of
generating a cryptographic key K from a password and salt
is referred to as a key derivation function (KDF). In order
to authenticate the password during the decryption process,
the system must verify that the entered password is capable
of generating the accurate encryption key. The mathematical
function to derive the key K using the provided password P
and the stored salt S is given in Eq. (1):

K = KDF (P, S) (1)

Decrypt each encrypted chunk Ei using the derived key K
using Eq. (2):

Ci = Decrypt(K,Ei) (2)

Compute the hash H’ of each decrypted chunk Ci by Eq. (3):

H ′ = Hash(Ci) (3)

Verify the computed hash H ′ matches the stored hash Hi,
if H ′ == Hi for all i, then the passcode is verified.

3) Signature Generation and Verification: Signature cre-
ation plays a vital role in ensuring the validity and integrity
of data pieces in chunk-based RAID encryption solutions.
Signature generation commonly entails the utilization of cryp-
tographic methods to generate a distinct identifier (signature)
for every chunk.

Mathematical signature verification verifies digital docu-
ments and messages. When all conditions are met, a valid
digital signature proves to the recipient that the communication
was sent by a known sender and was not tampered with. Use
the private key privK and a digital signature algorithm DSA
to sign the hash Hi by the Eq. (4) and (5):

SignPrivatekey(x) = SignatureSignprivatekey(x) = Signature
(4)

Signi = DSAsign(privK , Hi) (5)

The equation depicts the process of generating a digital
signature using a private key, ensuring data authenticity and
non-repudiation within the blockchain. The average digital
signature technique has three algorithms. The key generation
algorithm creates keys first. Signing algorithms use messages
and private keys to create signatures. Finally, the signature
verifying method verifies signatures.

To verify the signature, recalculate the hash Hi of the
received chunk Ci using Eq. (6):

H
′
= SHA− 256(Ci) (6)
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To validate the signature, utilize the public key pubk that
corresponds to the private key privK and employ the same
digital signature procedure, DSA as in Eq. (7) and (8):

V erif = DSAV erif (pubK , H ‘, Signi) (7)

V erifypublickey(Signature,Data,Blockchain) = {True, False}
(8)

This equation represents the verification process, ensuring
that data transactions are authentic and valid through the use of
public key verification. If the verification process is successful,
then the Signi, is considered legitimate, and it is confirmed that
the data chunk Ci has not been altered or tampered with.

4) Verifying File and Message Integrity: Hashes ensure
the integrity of transmitted messages and information by
preventing unauthorized alterations. The practice establishes
a “chain of trust”. Users have the ability to release a hashed
representation of their data together with the corresponding
key. This allows recipients to verify the integrity of their data
by comparing the hash value they compute with the published
value.

5) Advanced Smart Contract Implementations for Transac-
tions: Smart Contracts are essential for automating and en-
suring compliance with the conditions of agreements between
renters. Our system integrates sophisticated Smart Contract
implementations to simplify and automate intricate transaction
procedures. Smart Contracts enforce predetermined norms and
conditions, guaranteeing the smooth, secure, and compliant
execution of data transactions. This not only decreases the
requirement for human intervention but also improves the ef-
fectiveness and dependability of transactions inside the multi-
tenant system. A smart contract SCi is created for each
transaction through Eq. (9) as follows:

SCi = {Hi, Signi, σ, γ, Termi} (9)

Where σ and γ are the security and compliance parameters
and Termi is the terms and conditions specified for the data
transaction. Now deploy this SCi in the blockchain through
the following Eq. (15):

B ← B ∪ {SCi} (10)

6) Dynamic Network Creation: In order to overcome the
difficulties related to fixed network structures, we suggest the
adoption of a Dynamic Network Creation technique. Tenants
have the opportunity to connect and disconnect from the
network as required, offering adaptability and scalability. The
process of creating a dynamic network allows tenants to easily
adjust to changing needs, resulting in a flexible and responsive
multi-tenant environment. This strategy addresses the problems
associated with inflexible network setups, enhancing the sys-
tem’s ability to adapt to the changing requirements of tenants.

Establishing a dynamic network in a multi-tenant
blockchain system entails overseeing numerous autonomous
tenants, such as distinct businesses or users, and enabling
them secure and scalable interaction within the blockchain
network. This can be accomplished through the utilization of a
synergistic integration of intelligent agreements, dynamic node

allocation, and robust communication protocols. Presented here
is a mathematical framework for such a system:

During dynamic node allocation, Nodes Nm is allocated
to tenants Tm depending upon several criteria like load,
requirement, etc. This is done by Eq. (11):

NTm
= {Nm|NmisassignedtoTm} (11)

To prevent bottlenecks, it is important to evenly distribute
nodes among tenants. This is done by Eq. (12):

∑i

m=1
=

load(Nm)

i
≈ Totalload

m
(12)

Then deploy the created smart contract to the multitenant
blockchain model Bm. Then the Tenants submit transactions
TXm which are validated by smart contracts by the following
Eq. (13) and (14):

TXm = {Sender = Tm, Receiver, data, signature} (13)

V alid(TXm)⇔ V erif(TXm, SCi) (14)

Finally, the network graph g (Tm, Nm) is adjusted to the
changing load and new tenants through the Eq. (15):

g(Tm, Nm)→ g(T ‘
m, N ‘

m) (15)

This mathematical framework supports the creation of a
flexible, scalable, and secure dynamic network for multi-tenant
blockchain applications in healthcare or other sectors.

D. Data Transaction Architecture

Fig. 6. Data transaction architectures block diagram.

For the purpose of ensuring redundancy and mirrored
storage, data is consistently stored in RAID 1 sets. RAID 0
striping is a method that enhances speed by distributing data in
an equitable manner across many drives. It is the Monitoring
AI that oversees the whole system, ensuring that it operates at
its highest possible level. Significant occurrences are gathered
and encrypted by the log storage system in a safe manner for
the purpose of subsequent reference and analysis. The block
diagram of the data transaction architecture of the proposed
model is shown in the Fig. 6.
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1) Data Transaction and Protocols of Key Generation: The
proposed technology integrates data transactions with methods
for key generation to bolster the security and privacy of data
transactions. Every transaction is linked to a cryptographic
currency, and the key generation procedures guarantee secure
communication among users. This not only enhances security
but also enables the tracking and responsibility of data flows.
The utilization of cryptographic coins and resilient key gen-
eration procedures enhances the overall security stance of the
multi-tenant system.

Fig. 7. Chunks with RAID encryption model.

2) Chunks with Raid Concept Encryption: When setting up
a chunk-based RAID system, it is standard practice to follow
the procedures outlined below: Split the data into i number
of Chunks. Choose an appropriate chunk size based on the
workload and characteristics of the data. Select the RAID level
that optimally meets the requirements for both performance
and redundancy. Ensure the disks are ready for use in the RAID
array by properly formatting and initializing them. Use RAID
management software or hardware to create the RAID array,
specifying the appropriate chunk size and RAID level as shown
in the Fig. 7. When data is written to the RAID array, it is
divided into smaller segments and distributed among the disks
according to the chosen RAID level.

Our solution utilizes the concept of Chunks with RAID
(Redundant Array of Independent Disks) for encrypting and
managing a huge number of database items. This strategy max-
imizes storage economy while ensuring fault tolerance. Data
is divided into smaller segments called chunks, and the RAID
idea guarantees both redundancy and reliability. Data security
is enhanced by encrypting each piece separately. This approach
not only streamlines the administration of an increasing num-
ber of tenants but also guarantees the security and accessibility
of data through duplication and encryption. Our system utilizes
Blockchain Technology, Smart Contracts, dynamic network
formation, coin transactions with key generation protocols, and
chunks with RAID concept encryption to transform the multi-
tenant database design. This comprehensive method tackles
issues related to security, scalability, and adaptability, offering
a strong basis for a contemporary and effective multi-tenant
system.

RAID 1 (Mirror Sets): There are several RAID 1 (mirror)
sets indicated by the first and second rows. Each RAID 1
set comprises two drives that replicate each other, ensuring
redundancy. Each RAID 1 block contains a “E” which signifies
encryption, suggesting that the data saved on these mirrored
sets is encrypted.

RAID 0 (Stripe Sets): The third row comprises RAID
0 (stripe) sets, which enhance performance by striping data
across the RAID 1 sets. Each RAID 0 set comprises two drives,
and the “E” denotes encryption for the striped data.

Monitoring AI: The central “Monitoring AI” block sym-
bolizes an artificial intelligence system that oversees the entire
RAID arrangement. This AI system has the responsibility of
monitoring and managing the health, performance, and security
of the storage system.

Log Storage: There are two “Log Storage” blocks in the
last row, each containing its own pair of mirrored drives. Each
log storage block is encrypted, as shown by the “E”. Storing
logs is essential for documenting events, faults, and activities in
the storage system, which helps with diagnosing and resolving
issues.

3) Advantages of chunk-based raid encryption:

• Enhanced Efficiency: By dividing data chunks across
many drives, read and write operations may be ex-
ecuted simultaneously, resulting in improved overall
performance.

• Data Redundancy: Chunk-based RAID offers dif-
ferent levels of data redundancy, which helps guard
against disk failures.

• Scalability: RAID systems can be extended by in-
cluding more disks into the array, augmenting storage
capacity and perhaps enhancing performance.

III. RESULTS AND DISCUSSION

We assess the efficacy of the chunk-based RAID Encryp-
tion scheme in the context of a sole data owner, specifically
focusing on the operations of data encryption, token gener-
ation, query generation, search, decryption, and verification.
This is implemented using the VSCode (V ersion1.89.1).

A. Data Encryption Assessment

With this encryption system, the data is broken down into
smaller parts and each piece is securely encrypted before being
sent, guaranteeing that transactions are protected and cannot be
intercepted. By analyzing this technique, it becomes clear that
the effectiveness of chunk-based RAID encryption is impacted
by the size of the chunks and the total number of chunks.
The encryption process duration Te can be affected by factors
such as the data size D, the number of chunks Ci, and the
computational complexity CXe as shown in the Eq. (16):

Te = CXe. | D | (16)

Thus the encryption time for each block is calculated as
follows:

T(e,block) = CXe.B (17)
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Fig. 8. Data encryption assessment graph.

It is evident from the graph shown in Fig. 8, the encryption
progressively grows as the quantity of the data increases and
stays within the lowest number that is feasible.

B. Decryption Assessment

The decryption phase consists of two distinct phases. The
first stage entails deciphering the encrypted identities of the
papers, while the following step concentrates on decrypting
the encrypted documents themselves. The encrypted document
identities and documents are decrypted with a symmetric
decryption technique. After examining the data, it is clear that
the size of the obtained result is directly related to the size of
the dataset. The decryption process duration Td can be affected
by factors such as the data size D, the number of chunks Ci,
and the computational complexity CXd as shown in the Eq.
(18):

Td = CXd. | D | (18)

Thus the decryption time for each block is calculated as
follows:

T(d,block) = CXd.B (19)

Thus the decryption increases gradually with the increased
data size and sticks to the minimum possible value within the
limits.

C. Assessing the Verification Process

The verification process is utilized to ascertain the accuracy
and entirety of the recovered papers. Based on the results, we
can see that the verification performance is minimally impacted
by the amount of the received result. The verification technique
takes around 0.0001 seconds to complete because to the high
efficiency of SHA-256 [41].

D. Explorations Involving Multiple Data Owners

Blockchain facilitates the involvement of multiple data
owners. In this study, we evaluated the efficacy of the recom-
mended technique, which only involved a single data owner.

When multiple individuals or entities possess data, there is a
notable discrepancy in the processes of generating encryption
keys and performing encryption. The time required for key
generation remains the same, regardless of the number of data
owners. To perform a search across data owners, the client
must obtain authorization from each individual data owner.
This results in the creation of a large number.

Fig. 9. Performance of multi owners in terms of generation and search
tokens.

of tokens. Utilizing tokens enables a focused search op-
eration on data that has been granted authorized access, as
opposed to looking over the entirety of the data. To evaluate the
effectiveness of the token generation and search algorithm, we
execute them on 2, 4, 8, 16, and 32 data owners who authorize
a client to access their data. Every data owner has a dataset
containing 3125 keywords and 412,477 documents. The results
are depicted in Fig. 9. The figure clearly demonstrates that as
the number of data owners increases, both the time needed for
token production and search both increase in a rather linear
fashion. However, the time needed for token manufacturing is
small in comparison to the time spent on the search process.

E. Latency

Chunk-based RAID encryption causes slowness owing
to inherent factors in data processing and protection. Every
segment of data must undergo encryption before being writ-
ten to the RAID array, and decryption before being read.
The intricacy and processing requirements of the encryption
technique, such as AES, have a direct impact on the latency.
RAID levels that employ parity, such as RAID 5 or RAID
6, necessitate extra computations to determine and confirm
parity information. This procedure has the potential to cause
delays, particularly when used in conjunction with encryption.
Concurrency in disk operations can lead to increased latency,
especially when the RAID controller is required to handle
numerous simultaneous tasks across multiple disks. The delay
can be influenced by the size of the data chunks utilized
in the RAID arrangement. Using smaller chunks can result
in more frequent encryption and parity calculations, while
larger chunks may decrease these additional tasks but could
introduce other inefficiencies. The efficiency of the RAID
controller in handling encryption and parity computations has
a considerable impact on total delay. In Network attached
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storage systems, network latency can impact the performance,
especially when data needs to be transmitted across a network
and then encrypted before being stored in the RAID array.

The latency in encryption, specifically in the context of
chunk-based RAID encryption, can be determined by taking
into account multiple factors: data splitting and distribution,
encryption processing, disk I/O operations, and possibly net-
work delays. Below is a universal equation for determining the
overall latency:

LTotal = LSplit + LEncrypt + L(Diskio) + LNetwork (20)

Where: LSplit = Latency due to data splitting and distribution
LEncrypt = Latency due to encryption processing
Ldiskio= Latency due to disk I/O operations
LNetwork = Latency due to network transmission.

Latency caused by data splitting and distribution refers to
the duration required to partition the data into segments and
disperse them among many drives. The outcome is contingent
upon the size of the data chunks (C), the quantity of disks
(Dn), and the efficacy of the RAID controller. This is given
by the Eq. (21):

LSplit = f(C,Dn) (21)

Latency caused by encryption processing encompasses the
duration required to encrypt individual portions of data. The
time required for encryption depends on factors such as the
specific encryption technique employed (AES-256), the size of
the data chunk (C), and the processing capacity (CPU speed).
This is given by the Eq. (22):

LEncrypt =

n∑
(i=1)

(
ci

Bencrypt
) +OEncrypt (22)

Where: n = Number of chunks
Ci = Size of the ith chunk
BEncrypt = Encryption bandwidth (throughput, e.g., MB/s)
OEncrypt = Overhead associated with the encryption process
(initialization, padding, etc.)

Latency caused by disk I/O activities refers to the duration
required for read and write operations on the physical disks.
This latency is influenced by factors such as the kind of disk
(HDD or SSD), the RAID level, and the read/write speed of
the disks. This is given by the Eq. (23):

Ldiskio =

n∑
i=1

(
Ci

B(diskio
) +Odiskio (23)

Where: Bdiskio = Disk I/O bandwidth (throughput, e.g.
MB/s)

Odiskio= Overhead associated with disk I/O operations
(seek time, rotational latency, etc.)

Latency due to network transmission includes the time
taken to transmit data over a network and depends on the

network bandwidth and latency. This is denoted by the Eq.
(24).

Lnetwork =

n∑
i=1

(
Ci

Bnetwork
) +Onetwork (24)

Where Onetwork = Overhead associated with network
transmission (latency, packet loss, etc.)

The data size is 1 MB, divided into 10 pieces. The
encryption bandwidth is 50 MBpS, the disk I/O bandwidth
is 100 MBpS, and the network bandwidth is 100 MBpS.
Assuming LSplit is negligible or already included in other
components The assumed overhead is 0.01S. The calculated
total loss is

LTotal = 0.21 + 0.11 + 0.11 = 0.43s

Fig. 10. Graph illustrating the latency between the general and proposed
blockchain model.

Within a typical multitenant setting, the retrieval and ma-
nipulation of data may experience delays, which can hinder the
efficiency of activities. Our secure blockchain multi-tenancy
utilizes the decentralized and distributed characteristics of
blockchain technology to greatly decrease latency. The tech-
nology reduces the time required for data transactions to be
vetted and recorded by distributing the data across a secure
and unchangeable ledger. The recorded values are plotted in
the graph as shown in Fig. 10. The color blue symbolizes the
duration of delay retrieval, while the color red indicates the
data obtained from a generic tenant. The time output of the
executed and processed data demonstrates that our proposed
system has a shorter processing and retrieval time for data and
outcomes.

F. Bruteforce Attack Vulnerability Assessment

A brute force attack on healthcare data security entails an
assailant methodically attempting every conceivable combina-
tion of passwords or encryption keys until they successfully
discover the proper one. The consequences of such an attack
on healthcare data can be significant, considering the delicate
nature of the information at stake. Engaging in a brute force
attack against healthcare data security can result in severe
outcomes, such as unauthorized access to data, fraudulent use
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of personal information, disruption of operations, and sub-
stantial financial expenses. To effectively mitigate the risks of
brute force attacks and safeguard sensitive patient information,
healthcare organizations should employ robust authentication
mechanisms, enforce account lockout policies, utilize encryp-
tion, monitor systems for suspicious activity, and educate users.

Brute force attacks, which involve attackers methodically
attempting every conceivable combination to bypass encryp-
tion, pose substantial difficulties with chunk-based RAID
encryption methods based on blockchain technology. The
intrinsic intricacy of these systems introduces multiple levels
of susceptibility that necessitate meticulous attention. To ad-
dress vulnerabilities to brute force attacks in blockchain-based
chunk-based RAID encryption methods, a comprehensive and
multi-faceted strategy is necessary. Organizations can greatly
mitigate the likelihood of successful brute force attacks by
implementing powerful encryption algorithms, effective key
management, and advanced security measures. Conducting
regular security evaluations and keeping up-to-date with the
newest cryptographic breakthroughs are crucial for maintaining
a safe environment.

In this framework Chunk based encryption, has offered a
key space of 256. Due to the existing computational capabili-
ties, it is deemed impractical to forcefully determine a single
key. Nevertheless, in the event that a malicious individual
specifically focuses on the RAID parity data or endeavors
to carry out a brute-force attack on numerous portions, the
system’s decentralized structure and duplication could uninten-
tionally assist the attacker. To limit the possibility of a brute-
force attack, the system has employed distinct Initialization
vectors for each chunk and enforce robust key management
policies. In addition, anomaly detection techniques have the
ability to recognize and react to abnormal access patterns,
hence improving security measures.

G. Comparison with Other Encryption Technologies

When evaluating the effectiveness of chunk-based RAID
encryption in healthcare blockchain security, it is crucial to
comprehend the distinct functions that cryptographic algo-
rithms such as SHA-3 [31], SHA-256 [32], and AES [33] serve
in safeguarding data.SHA-3 is a cryptographic hash function
employed for the purpose of guaranteeing the integrity of data.
SHA-3 generates a distinct hash of a specific size based on the
input data, facilitating the identification of any modifications.
This system is designed to be impervious to collision attacks,
guaranteeing that no two distinct inputs will yield the same
hash value. Frequently employed in blockchain technology to
generate digital signatures and guarantee the unchangeability
of transactions. SHA-3 is designed only for ensuring data
integrity and performing cryptographic operations, as opposed
to being used for purposes such as data redundancy or opti-
mizing performance, like RAID. Primarily used to guarantee
the authenticity and reliability of transactions and data blocks
in blockchain, rather than focusing on safeguarding physical
storage.

SHA-256 is a prevalent cryptographic hash function that
finds extensive application in blockchain technology, such as
in Bitcoin. Like SHA-3, it generates a hash of a specific size to
guarantee the integrity of data. Additionally, it is impervious to

both collision and preimage strikes. Essential for the creation
of digital signatures, the process of hashing transactions, and
the interconnection of blocks in a blockchain. Similar to
SHA-3, it prioritizes data integrity above storage redundancy.
Crucial for the functioning of blockchain processes, such as
verifying transactions and creating blocks, but not suitable for
safeguarding storage systems.

Fig. 11. Comparison of the proposed model with the existing models.

AES is a cryptographic technique that employs symmetric
encryption to safeguard the secrecy of data. Robust encryp-
tion utilizing several key sizes (128, 192, 256 bits) Highly
effective encryption and decryption procedures, applicable to
both stationary and moving data. Can be utilized to employ
cryptographic techniques to secure confidential information
prior to its storage on the blockchain or transmission over
the networks. AES primarily emphasizes the encryption of
data to guarantee confidentiality, while RAID primarily em-
phasizes data redundancy and performance. AES is employed
to safeguard the factual data content, hence enhancing RAID
encryption’s ability to maintain data confidentiality even in the
event of unauthorized access.

Encryption of RAID using chunk-based methodology. Of-
fers both data redundancy and performance advantages while
ensuring data security while it is not actively being used. While
SHA-3 and SHA-256 do not offer encryption or redundancy,
they must be utilized with encryption algorithms to ensure
comprehensive security. AES does not offer data redundancy
or integrity. It is most effective when used in conjunction with
hashing techniques to ensure comprehensive security.

The accuracy of the encryption/hashing techniques listed
above is especially evaluated in comparison to the “RAID
Chunk Encryption/Storage Concept”. The accuracy was as-
sessed across 25 encryption cycles, and the findings are
depicted in the graph in Fig. 11.

From the graph, it is evident that the proposed system
outsmarts the other existing encryption systems in terms of
performance and accuracy. Chunk-based encryption in a RAID
setup means each chunk or block of data stored across the
RAID array is encrypted separately. This can enhance security
by ensuring that even if one chunk is compromised, the entire
dataset remains secure. When combined with encryption, it
adds an additional layer of security, ensuring data integrity
and confidentiality.
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The efficiency of current multi-tenant healthcare data man-
agement approaches is hampered by a number of issues.
Due to inadequate data separation, single database designs
with common schemas are vulnerable to security breaches.
Scalability is still a problem as data and user volumes increase,
and maintaining several schemas or databases adds a great deal
of expense and complexity. Additionally, a lot of conventional
systems don’t have strong fault tolerance methods, which
makes data unavailable when hardware fails. Furthermore,
because they lack immutable recording or verification systems
like blockchain, they are unable to guarantee data integrity and
transparency, making them unsuitable to satisfy the strict se-
curity and compliance requirements of the healthcare industry.

IV. CONCLUSION

Healthcare enterprises possess the capacity to create a
robust, flexible, and dynamic framework that meets their
evolving needs while maintaining high levels of performance
and security. In order to tackle the challenges posed by multi-
tenancy database systems, we propose a novel approach that
leverages the dynamic organization of tenant connections and
integrates blockchain technology to overcome these problems.
Our approach employs the use of Chunks with RAID (Redun-
dant Array of Independent Disks) to encrypt and handle a large
quantity of database items. This approach optimizes storage
efficiency while guaranteeing resilience against failures. This
complete approach addresses concerns pertaining to security,
scalability, and adaptability, providing a solid foundation for a
modern and efficient multi-tenant system.

Thus, the approach that has been proposed offers robust
data redundancy and fault tolerance, making it suited for en-
suring high availability, even with increased complexity. This
approach also exhibits efficient scalability with the inclusion
of extra disks, possibly at the cost of increased intricacy.
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Abstract—Many university networks use IoT devices, which
increases vulnerability and malware threats. The complex, multi-
dimensional structure of IoT network traffic and the imbalance
between benign and dangerous data make traditional malware
detection techniques ineffective. The Adaptive Hybrid Convolu-
tional Transformer Network (AHCTN) is a novel model that uses
CNNs for spatial feature extraction and Transformer networks for
global temporal dependencies in IoT data. Unique preprocessing
methods like Category Importance Scaling and Logarithmic
Skew Compensation handle unbalanced data and severely skewed
numerical characteristics. The Unified Feature Selector combines
statistical and model-based feature selection methods and guar-
antees that only the most relevant characteristics are utilized
for classification. DWS and LRW handle data imbalance. Our
feature engineering approaches, such as Flow Efficiency and
Packet Interarrival Consistency, improve prediction accuracy by
capturing essential data correlations. The integration of advanced
machine learning techniques ensures precise malware classifica-
tion and enhances cybersecurity by addressing vulnerabilities in
IoT-driven academic networks. The AHCTN model was carefully
tested using the IoEd-Net dataset, which contains a variety of IoT
devices and network activity. The AHCTN outperforms previous
models with 98.9% accuracy. It also performs well in Log Loss
(0.064), AUC (99.1%), Weighted Temporal Sensitivity (97.1%),
and Anomaly Detection Score (96.8%), recognizing uncommon
but essential abnormalities in academic network data. These
findings demonstrate AHCTN’s robustness and scalability for
academic IoT malware detection.

Keywords—IoT security; malware detection; convolutional
transformer network; cybersecurity; machine learning; network
anomaly detection

I. INTRODUCTION

Artificial Intelligence (AI), Big Data Analytics, Immersive
Virtual Environments (IVE), and IoT have improved various
fields due to their rapid growth. These technologies have driven
The Fourth Industrial Revolution, transforming industries and
our lifestyles [1]. In particular, IoT has changed device con-
nection and data exchange. Connectivity boosts efficiency,
automation, and convenience. Malware now threatens IoT
installations. Malware is software that steals data, disrupts
services, or ruins systems, harming individuals, businesses,
and critical infrastructures [2]. The IoT connects billions of
sensors, smart appliances, and industrial equipment and is in-
creasing rapidly. However, IoT’s numerous networked devices
pose concerns. Attackers may exploit security weaknesses in
increasingly connected devices. This industry faces a severe
threat from malware, which steals, damages, or infiltrates data.
Due to their complexity and insufficient security, IoT devices
are susceptible to malware attacks [3]. Cybercriminals use IoT

vulnerabilities for DDoS and crypto-mining. Cyberattacks on
IoT devices are rising due to increasingly complicated and
undetectable malware. Kaspersky Lab identified the amount of
IoT malware types from 2017 to 2018, indicating ecosystem
malware threat. Signature-based detection is less effective for
modern malware due to its rapid code and behavior modi-
fications [4]. Thus, researchers improved malware detection
and classification using ML and DL. These new tools may
detect known and unknown viruses by scanning vast amounts
of data and finding patterns that current approaches miss. A
global statistical study of cyber attacks from 2015 to 2023 [4],
[5], indicating a rising tendency. The increasing number of
instances highlights worldwide cybersecurity issues.

Machine learning’s adaptability and improvement make
it a promise for IoT malware detection. Training models
on benign and dangerous software may help ML systems
spot hazards. Random Forest (RFst), Support Vector Machine
(SVM), and Decision Trees (DTrs) have performed well in
malware identification. Effective machine learning detection
is challenging due to the impact of training factors on model
performance [5]. Deep learning methods like CNNs and RNNs
may automatically extract essential data properties, boosting
detection. Deep learning systems like CNNs and transformers
can better detect malware because they can capture spatial and
temporal patterns in data. IoT environments are complicated;
thus, hybrid methods that capture local and global data patterns
are essential to detect malware. In recent years, transformer
networks have become valuable sequential data modeling
techniques. Developed for natural language processing, trans-
formers capture long-range relationships and sequence context
well. They can identify network traffic anomalies and IoT
malware using attention approaches [6].

Due to the limitations of traditional and novel approaches,
this study provides an Enhanced Adaptive Hybrid Convo-
lutional Transformer Network (AHCTN) for IoT malware
detection. AHCTN uses CNNs and transformers to identify
malware. CNNs excel at local spatial patterns like network
traffic flows and packet distributions, whereas transformers
excel at global dependencies like network event temporal
correlations. These robust structures allow the AHCTN model
to examine micro and macro-level IoT traffic data patterns
for a more thorough malware detection solution. AHCTN
addresses IoT concerns, including massive data dimensionality
and evolving malware. Deep learning automatically extracts
valuable characteristics from traffic data, reducing feature
engineering. The AHCTN’s transformer part employs attention
techniques to dynamically evaluate various features, allowing
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the model to zero in on the most critical malware detection pat-
terns. This technique significantly allows the AHCTN to beat
machine learning methods when malware variants frequently
change their behavior to escape detection. AHCTN parameters
are optimized for performance in this study. These optimization
methods let the model analyze vast IoT data and swiftly detect
malware risks. The Jaya Algorithm improves machine learning
model accuracy and computational efficiency, making it ideal
for resource-constrained IoT. Key contributions of this work:

1) Designed the Adaptive Hybrid Convolutional Trans-
former Network (AHCTN), tackling geographical and
temporal correlations in IoT-driven academic network
traffic by combining convolutional neural networks
(CNNs) with transformer-based global context mod-
eling.

2) To address unbalanced categorical data, normalize
skewed data, and lower noise in spatial features,
unique preprocessing techniques, including Category
Importance Scaling (CIS), Logarithmic Skew Com-
pensation (LSC), and Geolocation Zoning (GZ), are
presented.

3) Dynamic Weighted Sampling (DWS) and Label
Reweighting (LRW) are the proposed creative data
balancing methods that guarantee balanced data dis-
tribution without compromising the dataset’s natural
structure.

4) Present the Unified Feature Selector (UFS), which
guarantees the most relevant and synergistic features
are kept by combining statistical significance, model-
based selection, and interaction-aware approaches for
robust feature selection.

5) Designed novel feature engineering approaches, Flow
Efficiency (Fe), Packet Interarrival Consistency (Pi),
and Data Imbalance (Da), to capture complicated
interactions within network data, thereby improving
the predictive capability of the model.

6) Three new performance evaluation metrics are de-
veloped, which are Weighted Temporal Sensitiv-
ity (WTS), Feature Interaction Impact (FII), and
Anomaly Detection Score, to enrich the existing
understanding of model performance in academic
networks powered by the IoT.

7) Through simulations, the AHCTN model is the most
efficient approach for malware detection in IoT-based
academic networks. It exceeds current models with a
remarkable accuracy of 98.9%.

The remaining structure of the paper: Section II discussed
the review of relevant literature. The proposed method struc-
ture is described in detail in Section III. The simulations and
their accompanying discussion are detailed in Section IV. The
last section concludes with a discussion of future work.

II. RELATED WORK

The latest study has shown that common machine learning
and deep learning models can detect malware on the Internet
of Things (IoT). Researchers have developed robust malware
detection and mitigation technologies in response to the grow-
ing complexity of malware attacks and the fast growth of the
IoT.

In study [7], Convolutional Neural Networks were used to
create an excellent malware detection model. They used static
code analysis to detect malicious and benign applications.
CNN model classified malware with 91.01% accuracy. High
false positive rates (FPR) required the model to effectively
distinguish false alarms from malware. This study demon-
strated that malware detection algorithms must be improved
to reduce false positives and raise detection rates in complex
settings. Researcher, a CNN-LSTM model for malware de-
tection, captures geographical and temporal patterns in IoT
traffic data using convolutional and recurrent layers [8]. With
FPR at 0.2%, the model was 99.6% correct. While the hybrid
technique succeeded on a small, normalized sample, more
extensive and diverse datasets were untested. LSTM processing
power limits real-time applications. In [9], the author devel-
oped a malware detection system using machine learning. This
system integrates static and dynamic analysis with signature-
based approaches. The study diagnosed malware with 85%
accuracy using decision trees and random forests. This strategy
used predefined signatures, making zero-day virus detection
difficult. The lack of unexpected threat detection demonstrated
signature-based techniques’ constraints. Researchers in [10]
used Hidden Markov Models (HMMs) to identify dynamic
malware by analyzing API call sequences. Their strategy en-
hanced limited dataset detection accuracy. The high processing
cost made the technique inappropriate for large-scale IoT
devices, according to the study.

Research in [11] compared the effectiveness of hybrid
malware detection algorithms combining static and dynamic
analysis. Their SVM-based hybrid technique outperformed
static and dynamic models with 93.5% accuracy. Obfuscated
malware detection improved with the hybrid technique, but
new threats, particularly those with advanced evasion tactics,
were challenging to identify. Author [12] developed an observ-
able malware classification method using CNNs to analyze
binary malware files as images. Their 94.5% accuracy indi-
cates that visual methods may detect encrypted and packaged
malware. High-entropy malware, particularly those hidden in
complicated packaging, was the study’s worst weakness. The
K-Nearest Neighbours (KNN) approach was utilized to clas-
sify harmful software using GIST texture characteristics from
greyscale malware images [13]. Comparing 87% accuracy to
n-gram-based malware detection, this approach was computa-
tionally efficient. It struggled with comparable binary malware
families. Researchers [14] suggested a novel virus detection
method for IoT devices using entropy graphs. They extracted
characteristics from greyscale viral images using CNNs. The
model showed 92% detection accuracy, although overfitting
was reduced using a bat strategy for data equalization while
processing large datasets. The study did not address real-time
malware detection.

Malware detection via API hooking includes analyzing
behavioral patterns using machine learning methods such as
RFst and SVMs [15]. The program detected malware activity
with 90% accuracy. It battled new malware strains that altered
behavior to prevent detection. A treemap-based technique
was developed by [16] to visualize malware operations by
summarising API calls and thread actions inside processes.
The graphical method detected unusual process activity to
identify malware effectively. Although innovative, the method
failed to identify highly polymorphic malware that changed
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behavior over time. A hybrid model was developed using
machine learning and anomaly detection to identify malware
in IoT networks [17]. Their model achieved 88% accuracy
and significantly reduced false positives. The model could
have performed poorly on substantially imbalanced datasets,
highlighting the necessity for data balancing. Recurrent Neural
Networks (RNNs) assessed IoT network data as evolving se-
quences [18]. Achieving 89% accuracy in time-based anomaly
detection is promising. Due to irregular traffic patterns and
significant network imbalance, RNNs were less resilient. In
[19], the author developed a self-learning anomaly detection
system using DRBM. Using just average traffic data, the model
dynamically evolved the ability to identify aberrant activities
with 92% accuracy. Weak DRBM detection in dynamic IoT
environments with shifting traffic patterns.

Researchers in [20] employed Naive Bayes and Kruskal-
Wallis tests to improve malware detection accuracy by reduc-
ing noise. The investigation revealed that removing unneces-
sary features improved model processing speed and accuracy
to 91%. However, past feature selection methods limited the
model’s adaptability to new threats. A deep learning-based
anomaly detection model for IoT networks was developed
using Residual Networks (ResNet) [21]. To identify malware
attacks with 94% accuracy, the computer learned geographical
patterns in IoT traffic. Although accurate, the model failed to
identify complicated malware variants that changed behavior
often. In [22], authors explore deep learning algorithms for IoT
malware detection and forensic analysis. IoT Security, Mal-
ware Forensics, Deep Learning, and Anti-Forensics are their
four primary literature categories, each with its issues. The
lack of IoT-specific datasets and scalable real-time detection
algorithms is highlighted in the study. The article states that
traditional forensic methods cannot handle advanced IoT mal-
ware threats. Future directions include advanced anti-forensic
countermeasures. Furthermore, it also provides a complete
IoT cybersecurity paradigm by combining data across cate-
gories. This comprehensive research shows that IoT networks
require transdisciplinary techniques and robust AI solutions
to combat growing malware threats. In [23], authors examine
deep learning for malware detection on Windows, MacOS,
Android, and Linux platforms. Their concerns include the
absence of benchmarks, adversarial assaults, and the necessity
for explainable AI. This survey compares pre-trained and
multi-task deep learning methods for high detection accuracy.
It also criticizes overfitting and adversarial assaults that prevent
many models from generalizing successfully to unknown data.
It recommends thorough deep learning model validation on
varied datasets to guarantee resilience. This topic on inter-
pretable machine learning helps improve malware detection
system transparency and confidence.

A thorough evaluation of AI-powered malware detection
strategies [24] examines critical factors such as malware com-
plexity, analytical methodologies, dataset quality, and feature
selection. The paper shows how obfuscation limits static
analysis and anti-analysis tactics hinder dynamic analysis. AI
models need high-quality features and datasets since low-
quality data may lead to misleadingly high accuracy rates. The
paper also examines machine learning vs. deep learning, noting
that complex malware needs advanced feature extraction. The
article suggests building AI-based malware detection models to
identify evasive malware by tackling these problems. The au-

thors of [25] introduce deep learning-based malware detection
approaches and highlight their benefits over older methods.
They examine how signature-based and heuristic strategies fail
to resist sophisticated malware obfuscation. According to the
study, deep learning can quickly identify and anticipate new
malware strains. The paper investigates newly developed DL-
based malware detection systems for mobile, Windows, IoT,
APT, and ransomware. By studying these systems, the authors
reveal the development of DL methods and their usefulness in
tackling malware issues. The study details detection mecha-
nisms, stressing DL’s importance in cybersecurity resilience.

Research shows that machines and deep learning can
detect IoT malware. However, many models suffer from
scalability, real-time application, and sophisticated malware.
The Enhanced Adaptive Hybrid Convolutional Transformer
Network (AHCTN) improves malware detection by identifying
geographical and temporal patterns in IoT data using CNNs
and transformers. Table I shows the summarized view the
above mentioned literature.

III. PROPOSED METHOD

The suggested system classifies IoT-driven academic net-
work traffic using the Adaptive Hybrid Convolutional Trans-
former Network (AHCTN), addressing temporal dependen-
cies, feature interactions, and unbalanced data. The system
preprocesses the dataset using Category Importance Scaling
(CIS) to balance categorical characteristics, Logarithmic Skew
Compensation (LSC) to normalize highly skewed numerical
features, and Geolocation Zoning (GZ) to minimize spatial
data noise. Dynamic Weighted sample (DWS) and Label
Reweighting (LRW) apply sample probabilities and label
weights depending on feature and label frequency to balance
data distribution. The Unified Feature Selector (UFS) selects
the most relevant and informative features using statistical
significance, model-based selection, and interaction-aware al-
gorithms to capture individual and synergistic feature value.
By capturing complicated data interactions, feature engineering
approaches like Flow Efficiency (Fe), Packet Interarrival Con-
sistency (Pi), and Data Imbalance (Da) improve model predic-
tive power. Finally, using standard metrics and new evaluation
measures like Weighted Temporal Sensitivity (WTS), Feature
Interaction Impact (FII), and Anomaly Detection Score (ADS),
the system analyses model performance, especially in iden-
tifying anomalies in real-time academic IoT networks. This
comprehensive approach improves the model’s accuracy and
identification of uncommon but significant academic security
risks. Fig. 1 shows the proposed framework of this study.

A. Dataset Description

This study used the publicly available IoEd-Net dataset
from Kaggle [26]. It covers the IoT environment with 202,085
records. The data from academic network operations at several
university campuses showed excellent and bad IoT activity.
This dataset balances and diversifies IoT device behaviors and
network interactions, making it vital for studying educational
network processes. The 55 core and 3 derived features include
network traffic, device telemetry, and operational data. Tagged
samples of benign and dangerous network activities make the
data perfect for academic network cybersecurity, anomaly de-
tection, and IoT analytics study. The dataset’s variety improves
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TABLE I. LITERATURE REVIEW SUMMARY

Ref Technique Used Objective Achieved Limitations
[7] Convolutional Neural

Networks (CNN)
Developed a CNN model for malware classifica-
tion, achieving 91.01% accuracy.

High false positive rates (FPR), difficulty in sep-
arating false alarms from real malware.

[8] Hybrid CNN-LSTM Achieved 99.6% accuracy with reduced FPR of
0.2% by combining CNN and LSTM layers for
spatial and temporal trends in IoT traffic.

Limited testing on larger and more diverse
datasets, the computational cost of LSTM makes
real-time application difficult.

[9] Decision Trees, Random For-
est

Classified malware using a combination of
signature-based approaches with static and dy-
namic analysis, achieving 85% accuracy.

Limited detection of zero-day malware due to
reliance on predefined signatures.

[10] Hidden Markov Models
(HMM)

Improved malware detection accuracy through
dynamic API call sequence analysis in small
datasets.

Significant computational overhead, less suitable
for large-scale IoT systems.

[11] SVM-based Hybrid Model
(Static + Dynamic)

Enhanced detection of obfuscated malware with
93.5% accuracy by combining static and dynamic
analysis techniques.

Struggled with emerging threats and sophisticated
malware evasion strategies.

[12] CNN (Visual-Based Analysis) Used CNN to classify malware binaries as images,
achieving 94.5% accuracy in identifying packed
and encrypted malware.

Difficulty in detecting high-entropy malware, par-
ticularly with advanced packing techniques.

[13] K-Nearest Neighbors (KNN) Classified malware using GIST texture features
from grayscale images with 87% accuracy.

Lower performance on malware families with sim-
ilar binary structures.

[14] Entropy Graphs + CNN Achieved 92% accuracy by detecting malware in
IoT devices using entropy-based features from
grayscale malware images.

Overfitting on large datasets was mitigated by
a bat algorithm, but real-time detection issues
remained unaddressed.

[15] Random Forest, SVM (API
Hooking)

Detected malware activities by analyzing API
hooking behaviors with 90% accuracy.

Challenges with detecting novel malware variants
that alter their behavior.

[16] Treemap + API Calls Visual-
ization

Visualized malware behavior using API calls and
thread actions, providing insights into malware
detection.

Failed to detect highly polymorphic malware that
changes behavior over time.

[17] Hybrid Machine Learning +
Anomaly Detection

Detected malware in IoT networks with 88% ac-
curacy and reduced false positives.

Struggled with highly imbalanced datasets, requir-
ing better data balancing techniques.

[18] Recurrent Neural Networks
(RNN)

Modeled IoT network traffic as evolving se-
quences for anomaly detection with 89% accuracy.

Difficulty handling unpredictable traffic patterns
and highly imbalanced network traffic.

[19] Discriminative Restricted
Boltzmann Machine (DRBM)

Developed a self-learning anomaly detection sys-
tem trained on normal traffic data with 92% accu-
racy.

Detection accuracy dropped in dynamic IoT envi-
ronments with changing traffic patterns.

[20] Naive Bayes, Kruskal-Wallis
(Feature Selection)

Improved malware detection accuracy to 91% by
eliminating irrelevant features, enhancing process-
ing speed.

Limited adaptability to emerging threats due to
reliance on traditional feature selection methods.

[21] Residual Networks (ResNet) Anomaly detection for IoT networks was built
using deep learning and had a 94% success rate.

Struggled to identify sophisticated malware ver-
sions with frequently updated behavior.

educational IoT system analysis. Table II shows the features
list of the dataset.

B. Data Preprocessing Steps

The IoEd-Net dataset required innovative preprocessing
approaches [27] to address its unique characteristics and
enable successful analysis. Unbalanced categorical variables,
skewed numerical distributions, and temporal data provide
issues. We use these unique preprocessing approaches to
prepare the dataset for academic network anomaly detec-
tion and cybersecurity research. The dataset has large im-
balances in categorical characteristics, including Protocol,
Traffic_Direction, and Device_Type. One-hot and
label encoding sometimes overlook the relevance of under-
represented categories, which might skew model training re-
sults. The Category Importance Scaling (CIS) approach is pro-
posed to overcome this issue. This method weights categories
by dataset frequency to provide rarer categories for proper
analysis. For category Ci, determine the scaling factor:

CIS(Ci) =
1

log(1 + fi)
(1)

where fi is category Ci frequency. This logarithmic scaling
dampens the effect of more frequent categories, enabling less
common but potentially relevant categories to affect model
training. Then, Logarithmic Skew Compensation (LSC) is used
to address highly skewed distributions in numerical variables
like Packet Size, Flow Duration, and Bytes Sent in academic
network traffic data. Log transformations are typically em-
ployed to manage skewed data, although they struggle with
zero or negative values. The LSC approach uses a shift factor
s to preserve changed data. The change is:

LSC(X) = log(1 +X + s) (2)

X is the original feature value, and s is a tiny shift
constant, usually the absolute minimum of X . This ad-
justment normalizes the skewed distribution, decreasing ex-
treme values and making it better for machine learning
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Fig. 1. Proposed malware detection framework.

models. To address the significance of time-based charac-
teristics like Session Duration, Avg Time Between Packets,
and Packet Interarrival Time, the Temporal Anomaly Scaling
(TAS) is created. This technique gives network traffic variances
more weight during peak academic network use hours. Defi-
nition of temporal scaling:

TAS(T ) =
T − µT

σT
× w(T ) (3)

µT and σT represent the mean and standard devia-
tion of the time-based feature. T , and w(T ) is a weight-
ing function that prioritizes particular time frames. This
helps discover abnormalities during significant times, such
as university campus network traffic. We propose a new
approach called Geolocation Zoning (GZ) for geolocation
data, such as Source_Geolocation_Latitude and
Destination_Geolocation_Longitude. Geolocation
characteristics are generally highly variable. Hence, the GZ
technique clusters geolocation data into campus network ac-
tivity density zones to reduce noise and preserve spatial infor-
mation. The formula for geolocation data zone segmentation
is:

GZ(G) = ZoneID(k) (4)

G represents the geographical position, and
textZoneID(k) identifies the cluster zone based on k

clusters. This zoning method simplifies geolocation data
analysis by organizing information into relevant zones of
interest, improving academic anomaly detection. The Entropy-
Guided Compression (EGC) technique is used to compress
payload characteristics like Payload_Size_Bytes
and Payload_Entropy, which may include duplicate
information. This method minimizes payload data
dimensionality by minimizing low-entropy, less informative
material, and focusing on high-information content.
Transformation appears as:

EGC(P ) = P × (1−H(P )) (5)

P is the payload feature and H(P ) is the Shannon entropy,
which measures data uncertainty. This transformation retains
important payload data while compressing unnecessary data.
These preparation approaches were designed for the IoEd-Net
dataset’s particular problems. Implementing Category Impor-
tance Scaling (CIS), Logarithmic Skew Compensation (LSC),
Temporal Anomaly Scaling (TAS), Geolocation Zoning (GZ),
and Entropy-Guided Compression (EGC) prepares the dataset
for advanced machine learning tasks, particularly in IoT-based
academic network cybersecurity analysis. These methods im-
prove model robustness and accuracy, helping academics dis-
cover abnormalities and security concerns.

C. Data Balancing using Dynamic Weighted Sampling

Categorical and numerical characteristics in the IoEd-Net
dataset are very imbalanced, with a few classes or values
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TABLE II. DATASET FEATURES OVERVIEW

S.No Features Short Description S.No Features Short Description
1 Source IP IP address of the source de-

vice
29 CPU Usage CPU usage of the device

2 Destination IP IP address of the destination 30 Memory Usage MB Memory used by the device
(MB)

3 Source Port Network port of the source 31 Energy Consumption Watts Device energy usage in watts
4 Destination Port Network port of the destina-

tion
32 Firmware Version Device firmware version

5 Protocol Type of network protocol
(TCP, UDP, etc.)

33 Device Uptime Hours Total device uptime (hours)

6 Packet Size Size of the network packet 34 Payload Size Bytes Size of payload in bytes
7 Packet Count Total number of packets 35 Payload Entropy Entropy of payload data
8 Flow Duration Duration of the network flow 36 Payload Content Type Content type of payload

(ASCII, Binary)
9 Packet Interarrival Time Time between packet arrivals 37 Signature Match Whether a signature matched

or not
10 TCP Flags Flags set in a TCP packet 38 Compressed Encrypted Flag Flag indicating

compression/encryption
11 Bytes Sent Total bytes sent 39 Content Type File Transferred Type of file transferred
12 Bytes Received Total bytes received 40 Flow Count Per Time Window Count of flows in a time win-

dow
13 Traffic Direction Direction of traffic

(Ingress/Egress)
41 Avg Packet Size Bytes Average packet size in bytes

14 Connection State State of the connection 42 Packet Rate Packets Per Second Rate of packets per second
15 Packet Drop Rate Rate of dropped packets 43 Std Dev Packet Size Standard deviation of packet

size
16 Malformed Packet Count Number of malformed packets 44 Min Packet Size Minimum packet size
17 Avg Time Between Packets Average time between packets 45 Max Packet Size Maximum packet size
18 Total Flow Count Total number of network

flows
46 Protocol Distribution TCP PercentPercentage of TCP traffic

19 Device Type Type of IoT device 47 Protocol Distribution UDP PercentPercentage of UDP traffic
20 Device Manufacturer Manufacturer of the device 48 Protocol Distribution ICMP PercentPercentage of ICMP traffic
21 OS Version Version of the operating sys-

tem
49 Source Geolocation Latitude Latitude of source location

22 DNS Query Count Number of DNS queries 50 Source Geolocation Longitude Longitude of source location
23 Suspicious Domain Query Flag Flag for suspicious domain

query
51 Destination Geolocation LatitudeLatitude of destination loca-

tion
24 File Transfer Occurred Flag indicating file transfer 52 Destination Geolocation LongitudeLongitude of destination loca-

tion
25 File Size Bytes Size of transferred file 53 Anomalous Behavior Flag Flag indicating anomalous be-

havior
26 External IP Accessed Flag Flag for external IP access 54 Session Duration Duration of the session
27 Label Benign or malicious activity 55 Time Of Day Time of day of activity
28 Device Uptime Hours Uptime of the IoT device 56 Day Of Week Day of the week of activity

dominating. A new data balancing mechanism was designed
for this dataset to fix this. Dynamic Weighted Sampling (DWS)
balances datasets without affecting their distribution properties.
Unlike oversampling or undersampling, DWS preserves natural
proportions while enhancing categorical and continuous feature
balance, which distorts data. DWS assigns dynamic sampling
probabilities to each dataset sample inversely proportionate to
its class or value frequency. This increases training sample
frequency for under-represented classes or values without
changing the dataset’s size or structure. DWS uses binning and
weighting to adjust for skewness in continuous features. Let
f(Ci) denote the dataset’s class frequency Ci for categorical
characteristics. The sampling probability for each class is
P (Ci):

P (Ci) =
1

log(1 + f(Ci))
(6)

This equation compensates for training imbalance by assigning
more significant sample probability to classes with lower
frequencies. The logarithmic term balances categories by pre-
venting overcompensation for uncommon classes. DWS em-
ploys adaptive binning for skewed continuous characteristics
like Packet_Size, Flow_Duration, and Bytes_Sent
in academic network traffic. The continuous feature X is
separated into bins of various sizes, with more bins in high-
density locations. Probability of selecting a value from bin Bj ,
P (Bj), is inversely proportional to its frequency:

P (Bj) =
1

f(Bj) + ϵ
(7)

The frequency of values in bin Bj is represented as f(Bj),
with a tiny constant ϵ to prevent division by zero. To correct
continuous feature imbalance, this approach samples values in
under-represented parts of the feature space more often. Adap-
tive binning preserves data distribution and reduces skewness.
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Target labels for the dataset are imbalanced, with 60% benign
and 40% malevolent. We use the Label Reweighting (LRW)
technique to balance labels. LRW changes the loss function
during model training to avoid oversampling or undersampling
benign or malevolent classes. Each label’s weight wi is the
inverse of its frequency:

wi =
1

f(yi)
(8)

where f(yi) is the dataset label frequency. Altering the rele-
vance of each sample during training ensures that the model
pays equal attention to benign and malicious labels, regardless
of dataset imbalance. The reweighted loss function is:

L(y, ŷ) =
∑
i

wi · ℓ(yi, ŷi) (9)

Where ℓ(yi, ŷi) is the original loss (e.g., cross-entropy
loss) between the actual and predicted labels, and wi is the
reweighting factor. Even though the benign class is more
common, the model does not become biased toward predicting
benign samples, allowing for more accurate academic network
harmful activity identification. We suggest using Feature-
Weighted Adjustment (FWA) to apply feature-specific balancing
weights during model training, in addition to balancing labels
and category features. FWA weights features by imbalance de-
gree to prevent extremely unbalanced features from dominating
model predictions. The imbalance degree for each feature Xi,
I(Xi), is the ratio of its highest to lowest frequencies:

I(Xi) =
max(f(Xi))

min(f(Xi)) + ϵ
(10)

ϵ is a tiny constant that prevents division by zero, and
f(Xi) is the frequency of each unique value or bin in feature
Xi. Next, the feature weight wf (Xi) is determined in the
following way:

wf (Xi) =
1

I(Xi)
(11)

During model training, characteristics with greater degrees
of imbalance are given less weight. This way, the model
may concentrate on more balanced features that reflect the
underlying data. With FWA included, the total weighted loss
function is given by:

LFWA(y, ŷ) =
∑

iwf (Xi) · ℓ(yi, ŷi) (12)

This ensures that the model’s conclusions are not unduly
affected by the uneven distribution of features, especially
when dealing with significantly skewed features, such as
Flow Duration or Bytes Sent. A complete balancing approach
developed for the IoEd-Net dataset is comprised of the DWS,
LRW, and Feature-Weighted Adjustment (FWA) techniques.
When dealing with an imbalance in numerical and categorical
variables or target labels, these methods keep the data’s natural
distribution in mind. These methods enhance the robustness
and accuracy of the ML models trained on the dataset with a
focus on underrepresented categories, feature values, and labels
to detect fraudulent activity in academic network systems.

D. Unified Feature Selector

The IoEd-Net dataset comprises many categorical and
numerical variables. Hence, a robust feature selection process
is needed to train machine learning models with the most
relevant and essential features. Unified Feature Selector (UFS)
is an innovative way to accomplish this. The UFS uses statis-
tical and model-based feature selection techniques to generate
a more accurate and efficient pipeline. This technique can
handle category, numerical, and time-based information and
account for feature interactions due to its hybrid nature. The
Statistical Significance Selector (SSS) is the first part of the
Unified Feature Selector, which uses statistical tests to assess
feature relevance. Using correlation-based measurements, SSS
measures linear connections between numerical characteristics
and the target variable. We use a modified test based on
information gained to address nonlinear connections and more
complicated feature-target interactions. This test measures the
uncertainty decreased in the target variable by knowing the
feature value. The Modified Information Gain (MIG) is used
to calculate the relevance score of a numerical feature Zk to
the goal T :

MIG(Zk, T ) = S(T )− S(T | Zk) (13)

Where S(T ) is the target variable’s entropy, and S(T | Zk)
is the target’s conditional entropy given the feature Zk. This
score represents target uncertainty reduction when the feature
is known. Higher MIG values indicate relevance and are picked
for study. We present the Categorical Relevance Score (CRS)
for categorical characteristics, measuring their chi-squared test
dependency on the goal. Calculating the CRS:

CRS(Am, T ) =
∑ (Pim −Qim)2

Qim
(14)

Pim is the observed frequency of class i in feature Am,
and Qim is the predicted frequency assuming independence
between A m and T. Features with high CRS scores are picked
for the next step of the unified selection process due to solid
target variable relationships. The Unified Feature Selector’s
second component, the Model-Based Selector (MBS), uses
machine learning models to evaluate feature significance for
model performance. The MBS ranks features by relevance by
assessing their influence on a trained model rather than statis-
tical significance. The MBS uses a perturbation-based model-
agnostic significance measure for categorical and numerical
characteristics. The model’s accuracy and F1 score are assessed
after perturbing each feature. Let g be the trained model,
and ∆(g(W )) be the performance change when feature W
is disturbed. Definition of the Perturbation Importance Score
(PIS):

PIS(Wk) =
|g(W )− g(W ′

perturbed)|
g(W )

(15)

g(W ) represents the model’s initial performance with all
features, whereas g(W ′

perturbed) represents the performance after
perturbing feature Wk. Prioritize features that reduce model
performance more when disrupted. MBS retains statistically
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important and relevant information that improves model pre-
diction power. An important part of the Unified Feature Se-
lector is the Interaction-Aware Selector (IAS), which reveals
interactions between features that may not be visible when
evaluating features separately. Features that seem unimportant
alone might be quite illuminating when combined. IAS finds
pairs or groups of characteristics that interact to enhance model
performance using a unique interaction detection approach. For
every two features Wp and Wq , the Interaction Score (IS) is the
difference in performance between the model trained with both
features and the sum of the model trained with each feature
separately. Definition of IS:

IS(Wp,Wq) = g(Wp,Wq)− (g(Wp) + g(Wq)) (16)

where g(Wp,Wq) represents model performance with both
features, and g(Wp) and g(Wq) represent performance with
each feature independently. Positive IS implies that the two
characteristics synergistically improve model performance and
should be examined jointly during feature selection. By retain-
ing synergies, the IAS guarantees that feature selection catches
these crucial interactions, improving model performance. The
Unified Feature Selector creates a feature subset from the SSS,
MBS, and IAS outputs. Each feature’s relevance, significance,
and interaction impact determine its composite score. To
calculate the Unified Feature Score (UFS) for each feature Zk,
the weighted sum of its scores from the three components is
used:

UFS(Zk) = λ1 ·MIG(Zk)+λ2 ·PIS(Zk)+λ3 ·
∑
q

IS(Zk,Wq)

(17)

λ1, λ2, and λ3 represent weights for statistical significance,
model-based relevance, and interaction effects. These weights
may be adjusted for the dataset and task. Model training
uses features with the most significant UFS values to ensure
they are relevant and valuable separately and account for
complicated feature relationships. The Unified Feature Selector
(UFS) offers a broad feature selection strategy using sta-
tistical analysis, model-based importance measurements, and
interaction-aware algorithms. These strategies guarantee that
the final feature set is robust and representative and improves
model performance. UFS makes the IoEd-Net dataset more
efficient and informative, enabling machine learning models to
concentrate on the most critical aspects and boosting prediction
tasks like anomaly detection and cybersecurity in academic IoT
networks.

E. Feature Engineering

Preparing the IoEd-Net dataset for machine learning mod-
els requires feature engineering. Creating new features from
existing ones may improve model prediction power by giving
more relevant data representations [28]. New features are
extracted using domain information and mathematical mod-
ifications of existing features in this part, a revolutionary
feature engineering method. These freshly created features
reveal complicated data linkages and patterns that the original
features missed. The first characteristic we offer is Flow

Efficiency (Fe), which measures the link between data transfer
and transfer time. This feature helps discover wasteful flows
when data transmission takes too long for the quantity of the
data. Let Dtx represent the total bytes communicated during a
session, and Tsession represent the session duration. Definition
of Flow Efficiency (Fe):

Fe =
Dtx

Tsession + δ
(18)

a minor constant δ is inserted to prevent division by zero
in very short session durations. Fe measures data throughput
and larger values imply more efficient data transport, whereas
lower values indicate inefficiency. We add the new feature
Packet Interarrival Consistency (Pi) to account for packet
interarrival time fluctuation. This feature identifies flows with
irregular packet timing, which may suggest network congestion
or malicious activities. Let T arrival(j) represent the interarrival
time of the j-th packet in the flow, and Npkts represent the total
number of packets. The standard deviation of interarrival times,
σarrival, is computed as:

σarrival =

√√√√ 1

Npkts

Npkts∑
j=1

(
T

(j)
arrival − µarrival

)2

(19)

where µarrival is the mean interarrival time. The inverse of
the standard deviation is the packet arrival consistency, denoted
as Pi.

Pi =
1

σarrival + δ
(20)

Where δ is a small constant to avoid zero division, a more
significant Pi value suggests more consistent packet arrivals,
whereas a lower value indicates more packet interarrival time
variability. Network sessions often have an imbalance between
data delivered and received. We provide a new feature, Data
Imbalance (Da), to measure the difference between transmitted
and received bytes. Let Drx represent the total bytes received
during a session. The term “Data Imbalance (Da)” means:

Da =
|Dtx −Drx|

Dtx +Drx + δ
(21)

Where δ is a small constant to avoid zero division, numbers
closer to 0 indicate symmetric data flow, whereas numbers
closer to 1 indicate a substantial data imbalance. Payload
data entropy may also reveal network traffic characteristics.
Low entropy indicates data predictability, whereas high entropy
indicates compression or encryption. We provide the Payload
Entropy Density (Ep), which quantifies the average entropy
per payload byte. Define Spayload as the Shannon entropy
and Dpayload as the total bytes of payload data. The “Payload
Entropy Density (Ep)” is defined as:

Ep =
Spayload

Dpayload + δ
(22)

where δ is a small constant to avoid zero division. This prop-
erty distinguishes compressed or encrypted data flows from
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organized, predictable ones. We use the Anomalous Packet
Ratio (Ar) to identify aberrant traffic patterns by measuring the
frequency of anomalous packets in a network session. Network
faults may cause corrupted or lost packets. Assign P anom
to the number of anomalous packets and Ptotal to the overall
number of packets in the session. The Anomalous Packet Ratio
(Ar) is defined as:

Ar =
Panom

Ptotal + δ
(23)

A greater Ar shows more anomalous packets, which may
signal network instability or malicious activity. The feature
above engineering methods create new features that capture
crucial data linkages and patterns in the IoEd-Net dataset.
Flow Efficiency (Fe), Packet Interarrival Consistency (Pi), Data
Imbalance (Da), Payload Entropy Density (Ep), and Anoma-
lous Packet Ratio (Ar) provide light on traffic dynamics and
enhance machine learning models. These new characteristics
are helpful for anomaly identification and cybersecurity in
academic IoT networks because they reveal hidden patterns
of normal or abnormal activity.

F. Feature Transformation Method

Feature transformation is necessary to prepare the IoEd-Net
dataset for machine learning. Machine learning models learn
and generalize better from characteristics transformed by size,
distribution, or representation [29]. A new feature transforma-
tion approach, Adaptive Distribution Mapping (ADM), is cre-
ated. This approach dynamically adjusts feature distributions
to a uniform or normal distribution based on their attributes.
We want to minimize skewness and boost the feature’s learn-
ing algorithm contribution. ADM is a flexible transformation
approach that modifies feature distribution depending on data
attributes. The main processes are detecting the feature’s skew-
ness and performing a logarithmic transformation or Gaussian
normalization.

Detecting Skewness: Let X be a feature vector with
N observations. Use the following equation to compute the
skewness γ X of a feature to determine its skewness:

γX =
1

N

N∑
i=1

(
Xi − µX

σX

)3

(24)

Xi represents the i-th observation of the feature, µX
represents its mean, and σX represents its standard deviation.
Skewness γX measures data distribution asymmetry around
the mean. A γX = 0 value suggests a symmetric distribution,
whereas positive values imply right skewness, and negative
values indicate left skewness.

Logarithmic Transformation for Highly Skewed Features A
feature is severely skewed if its skewness γX exceeds a preset
threshold τ1 (e.g., γX > t 1 = 1 For such characteristics,
we compress the distribution’s long tail via a logarithmic
modification. The logarithmic transformation:

Xlog = log(1 +X) (25)

This adjustment minimizes outliers and evens out feature
values. The constant 1 is supplied to prevent computing the
logarithm of zero.

Gaussian Normalization for Moderately Skewed Features:
If the skewness γX is within the range τ2 < γX ≤ τ1, where
τ2 denotes a lower threshold (e.g., τ2 = 0.5), the feature is
moderately skewed or unskewed We normalize such charac-
teristics using Gaussian normalization to get a conventional
normal distribution. Definition of Gaussian Normalization:

Xnorm =
X − µX

σX
(26)

The feature is transformed to have a mean of 0 and a
standard deviation of 1 so that learning algorithms can employ
it with the assumption that the data is normally distributed.

To implement the Adaptive Distribution Mapping (ADM),
we dynamically assign the appropriate transformation based
on the skewness of each feature. For a given feature X , the
transformation T (X) is defined as:

T (X) =


log(1 +X) if γX > τ1
X−µX

σX
if τ2 < γX ≤ τ1

X if γX ≤ τ2

(27)

This change, which makes the feature mean 0 and stan-
dard deviation 1, is useful for learning algorithms that use
the assumption of normally distributed data. When it comes
to dynamic adaptive distribution mapping, feature skewness
determines the correct transformation to use. A feature X is
specified by the transformation T (X).

Xscaled =
Xtransformed −min(Xtransformed)

max(Xtransformed)−min(Xtransformed)
(28)

Distance-based algorithms like k-nearest neighbors and
gradient-based algorithms like neural networks use this equa-
tion to scale all attributes between 0 and 1. ADM has
several benefits. It avoids the one-size-fits-all approach of
typical transformations by dynamically applying skewness-
based transformations. This flexibility helps the model learn
from outliers and skewed distributions. Lastly, feature scaling
makes sure that all features are around the same size, which
minimizes the impact of any one feature on learning. To
account for skewness, the novel ADM method adds logarithmic
or Gaussian normalizations to the feature distributions of IoEd-
Net. These adaptive feature transformation methods boost
the feature’s contribution to machine learning models and
data distribution-sensitive algorithms. Therefore, ADM is a
powerful approach to preparing data for many prediction tasks.

G. Classification Using the Adaptive Hybrid Convolutional
Transformer Network (AHCTN)

This work introduces a novel classification architecture
called the Adaptive Hybrid Convolutional Transformer Net-
work (AHCTN). Transformer networks’ global context mod-
elling capacity and the feature extraction skills of convolutional
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neural networks (CNNs) are combined in this design [30]. The
AHCTN was created to classify complex, multi-dimensional
data in IoT-driven academic networks, where local patterns like
geographical correlations and global interactions like temporal
interdependence are essential. Fig. 2 describes the proposed
AHCTN design. AHCTN was created because standard ap-
proaches struggle to capture localized feature hierarchies and
long-range relationships. ResNet’s stacked convolutions extract
hierarchical features well. However, they typically fail to
account for dataset relationships. Transformer models, which
excel with sequential data, may capture global patterns but
need extra processes to understand local feature interactions.
AHCTN integrates both methodologies into one model to solve
these constraints.

Fig. 2. AHCTN proposed architecture.

Its main components are a Convolutional Feature Extractor
(CFE) and a Global Context Transformer. The CFE learns
local spatial patterns in the data, whereas the GCT captures
global relationships across the network’s input characteristics.
Together, these components enable the model to handle spatial
and temporal IoT network data. Convolutional layers extract
spatial information from input data in the Convolutional Fea-
ture Extractor (CFE). Let the input data be represented as
Z ∈ Rp×q , where p is the sample count and q is the sample
dimension (e.g., features per network traffic sequence time
step). The convolutional operation at layer h is defined as

Yh = ReLU(Wh ∗ Z+ bh) (29)

The convolutional filter for layer h, the bias term bh and
the convolution process are shown by ∗. Because it is non-
linear, the model can learn intricate feature correlations due to
the rectified linear unit (ReLU) activation function. Convolu-
tional layer output Yh provides the recovered feature map used
in the following layers to capture deeper spatial patterns. The
final CFE output, FCFE, is a high-level representation of the
input data’s local characteristics, which the GCT will analyze.

The Global Context Transformer (GCT) captures input data
global dependencies. It computes contextual links between
feature space regions using attention. In the GCT, the attention
mechanism uses the feature representation FCFE from the CFE.
Let FCFE ∈ Rp×q be the transformer layer input. The signifi-
cance between sequence places determines the weights of the
input characteristics to be added by the attention mechanism.
The attention score for feature vectors FCFE,i and FCFE,j is
calculated as

αij =
exp (sim(FCFE,i,FCFE,j))∑p
k=1 exp (sim(FCFE,i,FCFE,k))

(30)

where the function sim(FCFE,i,FCFE,j) computes the sim-
ilarity between two feature vectors. In AHCTN, we use a
scaled dot-product attention mechanism, where the similarity
is defined as

sim(FCFE,i,FCFE,j) =
FCFE,i · FCFE,j√

q
(31)

The feature vector dimensionality is q, and the scaling factor
1√
q limits the dot-product values. The attention mechanism

output for each feature vector is calculated as

Zi =

p∑
j=1

αijFCFE,j (32)

This technique lets the model concentrate on the most
critical input data, integrating distant sequence information
as needed. The global contextualization of features (FGCT
combines local patterns and long-range relationships. Final cat-
egorization uses a fully linked layer and a softmax layer on this
feature map. Let WFC and bFC represent the fully connected
layer’s weights and bias. Output logits ŷ are calculated as

ŷ = softmax(WFCFGCT + bFC) (33)

The softmax function produces a probability distribution
across classes. The AHCTN was chosen because it can manage
complicated, multi-modal IoT data in academic networks. Con-
volutional layers and transformer-based attention mechanisms
enable the model to capture localized spatial correlations like
packet flows and device interactions and global patterns like
time-based anomalies and cross-device behavior. Traditional
models like MobileNet and ResNet rely on local feature extrac-
tion, which restricts their efficiency in classification situations
with long-range relationships.

The GCT’s attention mechanism allows the model to dy-
namically concentrate on the most critical input data. It is ideal
for anomaly detection and cybersecurity jobs in academic IoT
networks, where infrequent but essential occurrences must be
discovered. AHCTN outperforms models that ignore spatial
and temporal dynamics by dynamically shifting its focus and
using local and global information. Due to its power and
flexibility, AHCTN is suited for fine-grained feature extraction
and long-range dependency modeling in IoT-driven network
categorization.

H. Performance Evaluation Metrics

Performance metrics are critical for evaluating machine
learning classification models, especially in IoT-driven aca-
demic networks. While traditional measures like accuracy,
precision, recall, and F1-score [31] provide valuable insights
into model performance, they may not capture the subtleties
of complex feature interactions or unbalanced data in IoT
scenarios. We present three new metrics: Weighted Tempo-
ral Sensitivity (WTS), Feature Interaction Impact (FII), and
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Anomaly Detection Score (ADS), designed to solve our work’s
issues. These metrics and typical performance indicators give
a more complete model assessment framework.

1) Existing Performance Metrics: Classification challenges
often utilize accuracy to measure model predictions. It is the
ratio of accurately anticipated occurrences to total instance.
Fig. 3 shows the existing performance metrics.

Fig. 3. Performance evaluation metrics.

While these traditional metrics are valuable, they may not
fully capture the intricacies of IoT-based network classifica-
tion, where temporal patterns, feature interactions, and rare
but critical anomalies need to be emphasized. To address these
gaps, we introduce three new performance metrics.

2) Weighted Temporal Sensitivity (WTS): The Weighted
Temporal Sensitivity (WTS) measures the time-based impor-
tance of categorization findings in academic IoT networks
when peak hours are more important than others. This measure
weights memory scores by temporal significance. Set Ti as
the time-based weight, for instance, i, with greater values for
crucial time frames. Definition of WTS:

WTS =

∑M
j=1 τj × I(αj = α̂j)× I(αj = 1)∑M

j=1 τj × I(αj = 1)
(34)

In this equation, M represents the number of cases, αj

represents the actual label, α̂j represents the label which is
predicted, and I(·) yields 1 if the condition is true and 0
otherwise. This measure facilitates anomaly identification in
time-sensitive contexts by weighting classification mistakes
during critical time frames more heavily, thereby impacting
the evaluation score significantly.

3) Feature Interaction Impact (FII): The Feature Interac-
tion Impact (FII) is introduced to measure how well the model
captures interactions between different features, an essential
aspect of IoT-driven academic networks where correlations
between variables (e.g., device type and traffic patterns) are
critical for accurate classification. The FII quantifies the per-
formance difference between a model trained with interacting
features and a model trained with the features considered inde-
pendently. Let Minteract be the performance of the model trained
with interacting features, and Mindep be the performance with
independent features. The FII is defined as:

FII =
Minteract −Mindep

Mindep
(35)

Feature interactions are crucial to the model’s predictive
power. A higher FII score shows that feature interactions
improve the model’s performance and capture complicated
relationships.

Anomaly Detection Score (ADS): ADS is designed for IoT
networks, optimizing the detection of uncommon but essential
abnormalities. Unlike accuracy or recall, the ADS considers
anomaly detection rate and severity, which may not account
for anomaly rarity and effect. Let Ai represent the severity
of the observed anomaly. For instance, i and Di indicate its
proper detection. Calculating ADS:

ADS =

∑N
i=1 Ai ×Di∑N

i=1 Ai

(36)

When the severity of the irregularities increases, Ai is
given a higher value, guaranteeing that the model’s success
is assessed by counting the number of anomalies found and
the importance of identifying the most noteworthy ones.

IV. SIMULATION RESULTS

Extensive simulations were run on a Dell Core i7 12th
Gen machine with an 8-core CPU and 32 GB of RAM to
assess the proposed Adaptive Hybrid Convolutional Trans-
former Network (AHCTN). Python and SPYDER IDE were
used to construct and evaluate the simulations. Throughout
the experiments, we adjusted the hyperparameters of the clas-
sification model to achieve optimal performance. The Adam
optimizer for model training, a batch size of 64, and a learning
rate of 0.001 are important parameters with optimal values.
The network has four convolutional layers with 64 filters and
a transformer module with four attention heads. To avoid
overfitting, the dropout rate was adjusted to 0.3, and training
lasted up to 100 epochs. Early termination was applied when
validation loss stopped improving. The AHCTN balanced
training speed and model accuracy with these parameter values
while addressing the IoT-driven academic network dataset’s
complexity.

Fig. 4. Traffic distribution and protocol distribution.

Fig. 4 contains two central distribution representations of
the IoEd-Net dataset. The left bar plot shows benign and mali-
cious traffic in the dataset. The bar heights show the frequency
of benign (0) and malicious (1), revealing the dataset’s class
imbalance, where benign traffic marginally surpasses harmful
traffic. This emphasizes the need for model resilience against
this mismatch in classification tasks. On the right, the pie chart
shows network traffic protocol distribution. Traffic percentages
for TCP, UDP, and ICMP are shown. This information helps
identify communication protocols in the dataset that may affect
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network anomaly detection. TCP dominates the pie, followed
by UDP and ICMP. Cybersecurity analysis and anomaly de-
tection need network traffic composition information.

Fig. 5. Network’s connection states and device types.

In the IoEd-Net dataset, Fig. 5 shows two essential visu-
alizations of network connection statuses and device kinds.
The left bar plot illustrates the frequency of connection sta-
tuses like “Established” and “SYN-Sent.” Readers may see
the percentage of active and started network connections.
The “SYN-Sent” state dominates, indicating that numerous
connections are being made, which helps identify network
flaws or incomplete connections, which hackers commonly
exploit. The donut graphic on the right shows how traffic
is distributed among IoT device categories, including Smart
Cameras, Thermostats, and Smart Bulbs. This breakdown
shows the variety of IoT devices on the academic network, with
Smart Cameras accounting for a large percentage of traffic.
Device types may be more vulnerable than others. Therefore,
their distribution might assist in detecting security problems.

Fig. 6. Insightful representations of significant network and device properties.

Fig. 6 shows two insightful representations of significant
network and device properties in the IoEd-Net dataset. On
the left, the histogram shows network traffic average packet
sizes. Having a visible peak, the curve shows the most frequent
packet sizes transported throughout the network. This visual-
ization helps users understand the dataset’s average packet size,
which is crucial for performance optimization and spotting
aberrant traffic, such as unexpectedly big or tiny packets that
may signal network inefficiencies or security risks. On the
right, the scatter plot shows CPU and memory utilization by
device type. Different colors indicate different device kinds,
including Smart Cameras, Thermostats, and Smart Bulbs. This
graphic shows CPU and memory utilization across device
categories, helping discover outliers or devices using too much.
In IoT networks, performance management and anomaly de-
tection depend on device resource allocation variety.

Table III compares machine learning techniques for cate-
gorizing the IoEd-Net dataset. Accuracy, precision, recall, F1-
score, Log Loss, WTS, FII, and ADS are listed in the table.

The table shows that the Proposed AHCTN outperforms all
other methods in almost every metric. High accuracy (98.7%),
precision, recall, and F1-score suggest the balanced ability to
recognize benign and malicious data. The lowest Log Loss
of the new metrics, 0.064 for AHCTN, indicates confident
projections with limited uncertainty. This method distinguishes
positive and negative classes better than CNN, ResNet, and
VGG16, with an AUC score of 99.1%. The AHCTN detects
abnormalities and prioritizes high-severity events, which is
crucial in an IoT-driven academic network (WTS 97.1%)
and ADS (96.8%). Additionally, its FII (92.3%) indicates
enhanced prediction using feature interactions. ResNet, CNN,
and SVM perform poorly across many metrics, particularly
new metrics, showing they may not be able to handle the
data’s intricate linkages and temporal dependencies as effec-
tively as the AHCTN model. Table III compares machine
learning techniques for categorizing the IoEd-Net dataset.
Accuracy, precision, recall, F1-score, Log Loss, WTS, FII,
and ADS are listed in the table. The table shows that the
Proposed AHCTN outperforms all other methods in almost
every metric. High accuracy (98.7%), precision, recall, and
F1-score suggest the balanced ability to recognize benign
and malicious data. The lowest Log Loss of the new met-
rics, 0.064 for AHCTN, indicates confident projections with
limited uncertainty. This method distinguishes positive and
negative classes better than CNN, ResNet, and VGG16, with
an AUC score of 99.1%. The AHCTN detects abnormalities
and prioritizes high-severity events, which is crucial in an IoT-
driven academic network (WTS 97.1%) and ADS (96.8%).
Additionally, its FII (92.3%) indicates enhanced prediction
using feature interactions. ResNet, CNN, and SVM perform
poorly across many metrics, particularly new metrics, showing
they may not be able to handle the data’s intricate linkages and
temporal dependencies as effectively as the AHCTN model.

Fig. 7. Training and validation performance of the model.

Fig. 7 shows 34-epoch model training and validation per-
formance. After learning from the data, the model’s training
and validation accuracy improves in the left subplot. Training
accuracy begins at 70%, validation accuracy at 68%, and
rapidly rises to 99% by the last epoch, indicating effective
model learning. The validation accuracy is 99%, demonstrat-
ing the model’s adaptability to new data without overfitting.
Training and validation losses exhibit error reduction on the
right subplot. While validation loss starts at 0.62 and lowers
to 0.10, training loss begins at 0.60 and drops to 0.06. The
accuracy and reduction of errors in the model’s predictions
are enhanced by convergence and practical training. When the
loss curves for training and validation are the same, the model
isn’t overfitting and can generalize well to new datasets.
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TABLE III. CLASSIFICATION RESULTS OF DIFFERENT TECHNIQUES

Techniques F1-Score (%) Log Loss WTS (%) Accuracy (%) AUC (%) Recall (%) ADS (%) Precision (%) FII (%)
ResNet [21] 89.9 0.213 82.3 91.2 90.8 89.5 85.5 90.4 74.1

CNN [7] 90.8 0.201 83.5 92.5 91.7 90.6 86.7 91.0 76.3
Markov n-gram [10] 87.1 0.264 79.1 88.9 87.4 86.7 82.0 87.5 70.9
Decision Trees [9] 86.0 0.285 77.6 87.3 85.9 85.9 80.5 86.2 68.5

DBN [19] 89.0 0.233 81.0 90.1 89.5 88.8 84.2 89.2 72.5
VGG16 [17] 92.3 0.187 85.0 93.4 92.8 92.1 88.0 92.6 78.4
SVM [11] 88.1 0.241 80.2 89.7 89.2 87.9 83.2 88.3 71.7
KNN [13] 86.7 0.275 78.9 88.1 86.1 86.5 81.5 87.0 69.9

Proposed AHCTN 98.3 0.064 97.1 98.7 99.1 98.2 96.8 98.5 92.3

TABLE IV. STATISTICAL ANALYSIS OF CLASSIFICATION METHODS ((F-STATISTIC) & P-VALUE)

Statistical Method ANOVA Student’s t-test Pearson Correlation (r) Kendall’s Tau (τ ) Chi-Square (χ2)
ResNet [21] 7.56 0.014 0.84 0.72 8.63
CNN [7] 6.98 0.020 0.88 0.75 7.92
Markov n-gram [10] 5.22 0.031 0.65 0.59 6.54
Decision Trees [9] 4.89 0.043 0.61 0.57 6.18
Deep Belief Network [19] 6.45 0.017 0.78 0.71 7.45
VGG16 [17] 7.89 0.012 0.89 0.76 9.23
SVM [11] 5.67 0.029 0.70 0.64 6.88
KNN [13] 5.12 0.036 0.62 0.58 6.33
Proposed AHCTN 8.45 0.008 0.92 0.79 9.88

Table IV compares the proposed AHCTN model to ex-
isting state-of-the-art classification approaches using ANOVA,
Student’s t-test, Pearson Correlation, Kendall’s Tau, and
Chi-Square metrics. These metrics systematically assess the
AHCTN’s IoT-driven academic network da .ta management.
The AHCTN model’s ANOVA (F-statistic) score of 8.45
shows that it classifies better than other techniques. With a
p-value of 0.008, the Student’s t-test verifies the AHCTN’s
improvements’ statistical significance. Pearson Correlation (r)
of 0.92 and Kendall’s Tau (τ ) of 0.79 indicate significant
linear and ordinal connections between AHCTN characteristics
and classification performance, highlighting its capacity to
capture complicated data interactions. Lastly, the Chi-Square
(χ2) value of 9.88 highlights the AHCTN’s features’ consid-
erable impact on classification accuracy, separating it from
ResNet, CNN, and VGG16. This improved statistical reporting
strengthens the AHCTN model and explains its success in
identifying malware in IoT-driven academic networks. These
findings are included into the discussion for paper consistency
and clarity.

Fig. 8. Sensitivity analysis of the proposed AHCTN model.

The sensitivity analysis of the suggested AHCTN model
and the impact of hyperparameters on its performance are
shown in Fig. 8. The graphic illustrates the relationship be-
tween model accuracy and loss as a function of optimizer,
batch size, layers, dropout rate, and learning rate. The graph
shows that learning and dropout rates affect the model more
than the optimizer. This sensitivity study determines which
AHCTN hyperparameters best identify IoT malware.

V. CONCLUSION

This research proposed the AHCTN, a new architecture for
malware detection in IoT-driven academic networks. Network
traffic analysis requires capturing local feature interactions and
global dependencies, which the model does uniquely using
transformer networks and convolutional layers. Unbalanced
and skewed datasets in IoT contexts are tackled using data
preprocessing methods like CIS and LSC and unique data bal-
ancing methods like DWS. The suggested model outperformed
all IoT malware detection techniques with 98.9% accuracy. Our
Unified Feature Selector (UFS) used statistical, model-based,
and interaction-aware selection methods to choose the most
relevant features and improve model performance. New perfor-
mance measures, including WTS and ADS, helped refine the
model’s performance in detecting time-sensitive anomalies and
feature interactions. This study addresses IoT-based academic
network security’s technological and practical issues, making a
significant contribution. The model can identify real-time mal-
ware because it can handle complicated feature relationships
and temporal dependencies, protecting educational institutions
from cyberattacks.

The findings are intriguing, but the model can be optimized
for more extensive, diversified datasets and real-time perfor-
mance. Expanding the AHCTN framework to non-academic
IoT applications may reveal its possibilities.
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Abstract—To maintain efficiency and continuity in Industry
4.0, intelligent manufacturing systems use enhanced problem de-
tection and condition monitoring. Existing models typically miss
uncommon and essential errors, causing expensive downtimes
and lost production. ResXEffNet-Transformer (RXET), a hybrid
deep learning model, improves defect identification and pre-
dictive maintenance by integrating ResNet, Xception, Efficient-
Net, and Transformer-based attention processes. The algorithm
was trained on a five-year Texas industrial dataset using IoT-
enabled gear and digital twins. To manage data imbalances and
temporal irregularities, a strong preprocessing pipeline included
Dynamic Skew Correction, Temporal Outlier Normalization, and
Harmonic Temporal Encoding. The Adaptive Statistical Evolu-
tionary Selector (ASES) optimized feature selection using the
Stochastic Feature Evaluator (SFE) and Evolutionary Divergence
Minimizer (EDM) to increase prediction accuracy. The RXET
model beat traditional methods with 98.9% accuracy and 99.2%
AUC. Two new performance metrics, Temporal Fault Detection
Index (TFDI) and Fault Detection Variability Coefficient (FDVC),
assessed the model’s capacity to identify problems early and
consistently across fault kinds. Simulation findings showed the
RXET’s superiority in anticipating uncommon but essential
errors. Pearson correlation (0.93) and ANOVA (F-statistic: 8.52)
validated the model’s robustness. The sensitivity study showed
the best performance with moderate learning rates and batch
sizes. RXET provides a complete, real-time problem detection
solution for intelligent industrial systems, improving predictive
maintenance and addressing challenges in Industry 4.0, digital
twin technology, IoT, and machine learning. The proposed RXET
model enhances operational reliability in intelligent manufactur-
ing and sets a foundation for future advancements in predictive
analytics and large-scale industrial automation.

Keywords—RXET; fault diagnosis; intelligent manufacturing;
transformer-based attention; predictive maintenance; deep learning

I. INTRODUCTION

Intelligent manufacturing, driven by communication and IT
breakthroughs, is transforming industrial processes [1]. Cloud
computing, big data, and the IoT have transformed the sector
toward automation and smart production systems. This tran-
sition relies on digital twin (DT) technology, which provides
real-time data from the physical world and enables predictive
analytics and system optimization. DT technology continually
maps physical things to their virtual equivalents, utilizing
real-time sensor and historical data for model training and
verification. This constant data flow allows the virtual model
to identify possible problems and transmit feedback to the

physical system for remedial measures, improving production
line efficiency and fault detection. With the complexity of pro-
duction processes, real-time fault diagnostic technologies are
needed to fix equipment and system faults. Minor faults may
interrupt production and cause significant economic losses in
highly automated environments. Interconnected machinery and
complex processes in intelligent production lines need stability
and safety of individual components since disruptions may
impact the whole system [2]. Machine learning (ML) offers
data-driven defect detection without expert expertise, making
it a vital tool in this field. Instead, these approaches may
gain insights from high-dimensional data, allowing models to
forecast equipment failures using historical and real-time data
[3].

Machine learning and digital twin technologies have re-
cently been used to improve defect identification in intelligent
industrial systems. Machine learning models and DT establish
a dynamic environment where physical system data is contin-
ually examined, and predictive maintenance tactics are used
to avert equipment faults. Support vector machines (SVM),
artificial neural networks (ANN), decision trees, and random
forests are often used for defect detection owing to their
capacity to handle complicated and unbalanced datasets [4].
Continuously learning from IoT-enabled equipment data helps
these algorithms diagnose issues and enhance system depend-
ability. Ensemble learning is a breakthrough in this discipline.
Ensemble learning improves fault diagnostic accuracy and
robustness by combining numerous models. Ensemble learning
enhances performance by combining model decision outputs
to correct model mistakes. Random forest, a famous ensemble
learning algorithm, is widely used in machine defect diagnos-
tics for its capacity to manage noise and prevent overfitting [5].
Despite its benefits, traditional ensemble learning may degrade
performance when classifiers vary much. Developing selected
ensemble techniques improves fault detection accuracy and
efficiency by combining top-performing classifiers [6].

Digital twin technology allows industrial machine learning
to imitate the genuine system in real time. Data transfer,
VMware, and the actual thing make a digital twin. Digital
twins provide “what-if” analysis by modelling failure situ-
ations and forecasting system behaviour via real-time data
transmission [7]. The digital twin can monitor equipment
and predict breakdowns in production, reducing downtime
and costs. Manufacturing processes become more complex
and interconnected, making fault detection harder. Traditional
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machine-level fault detection identifies motor and sensor is-
sues. Machine- and system-level fault diagnostics may be
merged to offer a comprehensive manufacturing process pic-
ture as digital twin technology develops. A thorough ap-
proach is necessary to understand how machine problems
affect system performance and production efficiency [8]. The
suggested ResXEffNet-Transformer (RXET) paradigm for in-
telligent manufacturing system status monitoring and issue
diagnostics follows these advances. The RXET model in-
corporates ResNet, Xception, and EfficientNet deep learning
architectures with Transformer-based attention methods. These
capabilities enable the RXET model to collect local and global
manufacturing data patterns and detect issues across periods
and operational scenarios. The Transformer component helps
the model focus on time-series aspects for failure prediction,
and the residual learning architecture preserves critical knowl-
edge as data moves through deeper layers.

Previous studies have improved predictive maintenance and
fault detection, but they typically fail to address infrequent
but crucial issues that may cause expensive downtimes. The
uneven structure of real-world industrial datasets and the
difficulty of capturing temporal correlations in operational
data restrict standard models’ usefulness. Current approaches
neglect advanced deep learning methods like Transformer-
based attention mechanisms, which capture global and local
patterns in high-dimensional data. More research into hybrid
methods is needed to improve real-time defect detection and
predictive maintenance of these deficiencies.

The RXET paradigm uses real-time data from the physical
production line in the digital twin environment. The RXET
model learns from historical and real-time data to forecast
and reduce system problems. RXET and digital twin tech-
nologies provide a solid basis for fault detection, allowing
virtual models to simulate fault situations and facilitate system
optimization and maintenance [9]. Digital twin technology
and robust machine learning models like RXET may assist
intelligent industrial systems in addressing the growing com-
plexity of issue diagnostics. Real-time data and predictive
analytics improve system reliability, downtime, and production
efficiency in the RXET paradigm. This study enhances fault
detection tools for industrial processes, helping organizations
optimize operations in Industry 4.0.

1) Creation of the RXET Model: The ResXEffNet-
Transformer (RXET) model was developed, amalgamating
ResNet, Xception, EfficientNet, and Transformer-based atten-
tion processes, particularly tailored for status monitoring and
problem detection in intelligent manufacturing systems.

2) Innovative Data Preprocessing Methods: Utilized so-
phisticated preprocessing techniques like Dynamic Skew Cor-
rection (DSC), Temporal Outlier Normalization (TON), and
Localized Variation Filtering (LVF) to enhance data quality
and mitigate temporal dependencies and feature imbalance.

3) Introduction of Hybrid Feature Selection: The Adaptive
Statistical Evolutionary Selector (ASES) was developed by
integrating the Stochastic Feature Evaluator (SFE) with the
Evolutionary Divergence Minimizer (EDM), therefore im-
proving the relevance and variety of feature selection while
minimizing redundancy.

4) Advanced Attribute Synthesis: Developed novel high-
level features like Operational Efficiency Index (OEI), Envi-
ronmental Stress Factor (ESF), and Machine Load Efficiency
(MLE) to elucidate intricate linkages within the data, hence
enhancing prediction accuracy.

5) New Performance Metrics: Two innovative evaluation
metrics, the Temporal Fault Detection Index (TFDI) and the
Fault Detection Variability Coefficient (FDVC), have been
introduced to enhance the assessment of time-sensitive fault
detection and prediction consistency, which is essential for
real-time monitoring in industrial systems.

The remaining parts of the paper, Section II, include the
literature review. In Section III, the structure of the suggested
technique is presented in depth. The simulations and the
commentary that accompanies them are detailed in Section
IV. Discussion is given in Section V and finally, the paper is
concluded in Section VI.

II. RELATED WORK

Fault detection using digital twin (DT) systems has be-
come popular, especially in industrial systems. DT model may
improve fault diagnosis and prediction by changing scheme
parameters, leading to better handling of imbalanced data
[10], [31]. A photovoltaic energy conversion unit DT model
generates error signals during fault detection [11]. These
experiments show how DT provides real-time insights, yet
data unavailability remains a barrier. Another research used
synthetic fault data to circumvent the absence of genuine fault
data [12]. A manufacturing system Bayesian network (BN)-
based technique showed promise for defect diagnostic model
training.

Machine learning (ML) is another hot topic in defect
detection. Machine learning and physical systems were inte-
grated into trials to ensure defect detection system efficacy.
A denoising autoencoder was used in unsupervised learning
research to construct a reliable defect diagnostic model [13].
Using GA and PSO, support vector machine (SVM) parameters
were optimized for centrifugal valve failure diagnosis [14].
Combining binary ant colony optimization with SVM for fea-
ture selection and parameter optimization enhances multi-class
defect diagnostic systems [15]. These approaches enhance fault
detection accuracy but struggle with industrial system com-
plexity. Also improving is DT-based predictive maintenance.
Predictive maintenance approaches face hurdles from ”what-if”
situations and limited failure data [16]. Using hybrid ensemble
approaches, real-time prediction systems improved across 24
benchmarks and 11 datasets [17]. Combining numerous models
enhances system performance, as seen below. In some situa-
tions, content-based and user-based recommendation systems
outperformed current methods [18]. Although effective in
certain use situations, these predictive algorithms frequently
struggle to scale in complicated industrial contexts.

In another research, Bayesian networks (BNs) modeled
manufacturing system variable dependencies for defect diag-
nostics. Visualizing joint distributions using BNs makes them
ideal for fault diagnostics’ cause-effect linkages. Discovering
BN structure from observational data is tricky since statis-
tical connections may not indicate causation [19]. Different
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approaches, like the Hill Climbing algorithm [20] and Proto-
typical Constraint (PC), have been employed to approximate
BN structures. These strategies demand a lot of balanced
data, which manufacturing generally lacks. Combining the
PC algorithm with expert opinion enhances fault diagnosis
in rolling manufacturing processes [21]. Integrating physical
assets with virtual equivalents via IoT sensors requires DT
models for real-time data collecting and problem diagnostics.
Recent work has expanded DT in predictive maintenance. A
DT model designed for a six-axis robot predicts maintenance
requirements using OpenModelica and MATLAB for data
processing [22]. In wind turbine gearbox prognostics, DT and
physics-based models improved predictive maintenance. These
models work well for single-equipment failure diagnostics but
often fail in complicated multi-equipment systems.

They limited DT applications in multi-equipment systems.
A DT model for a satellite assembly shop floor optimized pro-
duction planning and administration. Research [23] introduced
a multiscale modelling framework for satellite construction,
integrating temporal and spatial scales to simulate equipment
interactions on the shop floor. These approaches have potential
in some circumstances but lack scalability for industrial use.
We created a DT model of an autoclave to produce synthetic
fault data and train a CNN for fault prediction. DT may
improve machine learning models by generating artificial data.
Generative adversarial networks (GANs) and virtual sample
generation (VSG) enhance defect detection with minimal data.
One study used a PSO-based VSG technique to improve
forecasting models with limited real-world data [24]. Another
Gaussian distribution-based VSG technique trained classifi-
cation models using synthetic and accurate data to improve
generalization. Artificial data from DT models may train ML
models in defect diagnosis in manufacturing, especially when
real-world data is rare.

DT also optimizes multi-equipment system maintenance
plans using co-simulation approaches that combine discrete
event simulation (DES) with system dynamics models. A co-
simulation model examined how macroeconomic factors affect
mining maintenance choices [25]. A complete system perfor-
mance picture is obtained by combining low-level equipment
interactions with high-level management choices. However, co-
simulation approaches are confined to satellite construction and
mining activities and demand a lot of processing power. While
digital twin technology and machine learning have improved
problem detection and predictive maintenance, extending these
models to extensive, multi-equipment industrial systems is
difficult. Combining sophisticated machine learning models
with DT technology provides intriguing answers, but further
research is needed to solve present constraints and improve
scalability and usability in industrial settings. The literature is
presented in a summarized way in Table I.

Previous research has made progress, but algorithms that
can identify flaws in highly unbalanced and time-dependent
industrial datasets are still needed. Digital twin technology
has been underused due to its poor integration with hybrid
deep learning models. Our innovative RXET model combines
ResNet, Xception, EfficientNet, and Transformer-based atten-
tion methods to overcome these constraints and enhance fault
detection accuracy.

III. PROPOSED METHOD

The proposed framework uses the ResXEffNet-
Transformer (RXET) to monitor and diagnose faults in
intelligent manufacturing systems, improving prediction
accuracy and efficiency. Developed to address critical
challenges identified in previous research, RXET tackles issues
such as detecting uncommon errors, managing unbalanced
datasets, and accurately capturing temporal dependencies. The
framework integrates state-of-the-art preprocessing methods,
hybrid feature selection, and attention mechanisms based
on Transformers to provide a comprehensive solution for
predictive maintenance and real-time fault detection in IMS.
The five-year dataset from a Texas industrial plant with
IoT-enabled equipment and digital twin technology comprises
several operational indicators. Data imbalances and temporal
dependencies are addressed via Dynamic Skew Correction,
Temporal Outlier Normalization, and Harmonic Temporal
Encoding. The Adaptive Statistical Evolutionary Selector
(ASES) combines a Stochastic Feature Evaluator (SFE)
and Evolutionary Divergence Minimizer (EDM) to optimize
feature selection by increasing relevance and reducing
redundancy. Attribute Reconfiguration Process (ARP) refines
feature representation using Scaled Differential Encoding
(SDE) and Harmonic Recalibration Transformation (HRT).
At the same time, Advanced Attribute Synthesis generates
high-level features such as the Operational Efficiency Index
(OEI) and Environmental Stress Factor (ESF). The RXET
architecture leverages residual learning, depthwise separable
convolutions, compound scaling, and Transformer-based
attention methods from ResNet, Xception, EfficientNet, and
Transformer. Its superior fault detection capabilities are
validated through simulations and statistical analysis using
traditional metrics (accuracy, precision, recall, F1-score) and
novel measures like TFDI and FDVC.

A. Dataset Description

The dataset used in this research was gathered from actual
activities inside a prominent manufacturing plant in the Texas
industrial sector [26], recognized for incorporating sophisti-
cated monitoring systems and IoT-enabled equipment. The
data includes various operational parameters, machine health
indicators, and environmental factors, all documented hourly
for five years, from January 2019 to January 2024. The facil-
ity utilizes advanced digital twin technology, facilitating the
comprehensive collection of operational data, sensor readings,
and machine condition information, establishing a solid basis
for predictive maintenance and problem detection systems.
Data was incessantly collected via IoT sensors and industrial-
grade monitoring devices to optimise uptime and operational
efficiency, providing high-resolution, real-time insights into
the facility’s performance. The dataset illustrates a complex
interaction of variables influencing machine health and op-
erating efficiency due to the dynamic industrial environment
and the diversity of used gear. The dataset’s imbalance arises
from the facility’s operating settings, where catastrophic de-
fects and extreme scenarios occur less often than standard
operations, making it a good resource for evaluating sophis-
ticated diagnostic algorithms. The dataset was processed and
anonymized to protect confidentiality while preserving its real-
world applicability. It is a robust and dependable resource
for assessing sophisticated machine learning methodologies
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TABLE I. LITERATURE REVIEW SUMMARY

Ref Technique Used Objective Achieved Limitations
[10] Digital Twin (DT) model with

scheme parameter update
Improved fault diagnosis and prediction by han-
dling imbalanced data

Data unavailability remains a challenge

[11] DT model for photovoltaic
energy conversion unit
(PVECU)

Real-time fault detection with error generation
during fault conditions

Limited applicability to energy systems

[12] Simulated data generation for
fault conditions using syn-
thetic fault data

Circumvented the absence of real fault data in
industrial systems

Simulation accuracy relies on the quality of gen-
erated data

[13] Denoising autoencoder for un-
supervised learning in ML

Developed a robust fault diagnosis model using
unsupervised learning

Lacks labeled data for validation, which can affect
results

[14] Genetic Algorithm (GA) and
Particle Swarm Optimization
(PSO) with SVM

Optimized SVM parameters for centrifugal valve
fault diagnosis

Complex parameter tuning in industrial systems

[15] Binary ant colony optimiza-
tion with SVM

Enhanced multi-class defect diagnosis systems by
optimizing feature selection

Computational complexity for large-scale systems

[16] Hybrid ensemble techniques
for predictive maintenance

Improved performance across 24 benchmarks and
11 datasets

Scalability issues in complex industrial environ-
ments

[18] Content-based and user-based
recommendation systems

Outperformed traditional methods in specific use
cases

Struggles with scalability in large-scale industrial
environments

[19] Bayesian Networks (BN) in
manufacturing systems

Modeled variable dependencies for effective de-
fect diagnostics

Complexity in discovering BN structure from ob-
servational data

[22] DT model for six-axis robot
using OpenModelica and
MATLAB

Improved predictive maintenance in single-
equipment systems

Difficult to scale to multi-equipment systems

[24] Virtual Sample Generation
(VSG) with PSO

Enhanced model forecasting performance with
limited data

Performance depends on the quality of synthetic
data

[25] Co-simulation (DES and sys-
tem dynamics) for mainte-
nance optimization

Examined how macroeconomic factors affect
multi-equipment maintenance decisions

Requires significant computational resources and
is limited to specific industries

in status monitoring and problem detection. Fig. 1 shows
proposed framework and Table II shows overview of dataset
features.

B. Data Preprocessing Steps

The dataset was preprocessed uniquely to address imbal-
anced feature distributions and temporal dependencies. The
Dynamic Skew Correction (DSC) approach fixes skewness
depending on data imbalance. The equation for correction is:

Y ′ =
Y − η

(δk)
(1)

In this equation, Y is the original feature, η is the mean, δ
is the standard deviation, and k dynamically adjusts extreme
values to reduce skewed distribution Temporal Outlier Normal-
ization (TON) corrected temporal inconsistencies by consider-
ing outliers’ temporal context. Determine this normalization:

Z ′
r =

Zr

Z̄r−m:r+m + β · θr−m:r+m
(2)

Zr represents the feature value at time r, Z̄r−m:r+m and
θr−m:r+m represent the mean and standard deviation across
m time steps, and β controls outlier sensitivity. Anomalies
are adjusted by temporal context. The next step was to use
Localized Variation Filtering (LVF) to smooth small-scale
changes while keeping key trends. This was done with:

W ′
j =Wj ·

(
1− λ · |Wj −Wj−1|

|Wj |

)
(3)

The current feature value is Wj , the prior value is Wj−1,
and the degree of filtering is controlled by λ. This approach
smooths slight swings while maintaining data trends. Harmonic
Temporal Encoding (HTE) was established to capture cyclical
patterns like daily or weekly oscillations by encoding times-
tamps into periodic characteristics.

HTEs = sin

(
2π · s
T

)
, cos

(
2π · s
T

)
(4)

With s representing the timestamp and T representing
the cycle period (e.g., 24 hours for daily cycles), the model
successfully accounts for temporal periodicity. Finally, Unbal-
anced Feature Compensation (UFC) was used to prioritize
underrepresented feature values. The procedure is explained
by:

Q′
v = Qv ·

(
1 + γ · 1

hv

)
(5)

Qv represents the feature value, hv its occurrence fre-
quency, and γ the compensating factor that boosts uncommon
values. Preprocessing the dataset was essential for model
training and prediction.
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TABLE II. DATASET FEATURES OVERVIEW

S.No Features Short Description S.No Features Short Description
1 Vibration Level Sensor readings for machine

vibrations
19 Machine Health Index Overall machine health status

2 Temperature Readings Recorded temperature values
from machines

20 Failure Mode Indicators Binary indicators of potential
failure modes

3 Pressure Data Pressure readings captured
from machines

21 Maintenance Logs Maintenance events logged

4 Acoustic Signals Sound level data captured
from machines

22 Previous Fault Occurrences Historical fault occurrences in
the machine

5 Humidity Levels Humidity data near machinery 23 Predictive Maintenance
Scores

Predictive metrics for required
maintenance

6 Motor Speed Rotational speed of motors 24 Component Degradation In-
dex

Index representing component
wear and degradation

7 Torque Data Torque readings from ma-
chine motors

25 Real-time Performance Index Performance level of machin-
ery in real-time

8 Energy Consumption Energy usage of machinery 26 Machine Start/Stop Events Binary log of machine start or
stop events

9 Production Rate Rate of production during op-
eration

27 Downtime Incidents Logs of machine downtime
occurrences

10 Tool Wear Rate Wear and tear rate of machine
tools

28 Fault Trigger Timestamps Timestamps for triggered
faults

11 Machine Utilization Rate Utilization percentage of ma-
chine capacity

29 Controller Setpoints Target values set by the ma-
chine controller

12 Cycle Time per Operation Time taken per operational cy-
cle

30 Actual vs Setpoint Values Difference between target and
actual values

13 Idle Time Time when machine is idle 31 Alarm Trigger Data Binary indication of alarms
triggered

14 Machine Load Percentage Percentage of machine load
during operations

32 Repair Logs Logs of machine repairs con-
ducted

15 Ambient Temperature Ambient temperature around
the machine

33 Spare Part Usage Amount of spare parts used in
maintenance

16 Humidity Humidity levels in the facility 34 Anomaly Scores Score indicating deviation
from normal operation

17 Air Quality Index Air quality measurements in
the facility

35 Fault Probability Probability score of potential
faults

18 Machine Health Index Overall health status of the
machine

36 Operator Shift Data Data of operator shifts during
operations

C. Feature Selection Process

This study’s hybrid feature selection strategy optimizes fea-
ture selection using statistical and evolutionary methods. The
suggested Adaptive Statistical Evolutionary Selector (ASES)
combines two unique methods: Stochastic Feature Evaluator
(SFE) and Evolutionary Divergence Minimizer (EDM). These
strategies provide a solid hybrid strategy that improves feature
set relevance and variety. SFE initially calculates each feature’s
relevance score based on its target prediction contribution. The
relevance score is computed using the feature’s conditional
probability and entropy:

Rx =
P (T |X) · ψ(X)

τ(X) + δ
(6)

P(T—X) is the conditional probability of the target T given
the feature X , ψ(X) is the entropy, τ(X) is its standard
deviation, and δ is a tiny constant to avoid division by zero.
An Inter-Class Stability (ICS) adjustment is added to enhance
feature consistency across classes. The expression is:

ICSx =
1

1 +
∑C

c=1
νc(X)
X̄c

(7)

The standard deviation of feature X within class c is
νc(X), the mean of feature X for class c is X̄c, and the number
of classes is C The final relevance score after this change is:

R′
x = Rx · ICSx (8)

This prioritizes characteristics with consistent class be-
haviour, making the selection process more reliable and robust.
In the second step, EDM reduces feature redundancy and
increases variety. EDM picks features repeatedly using a fitness
function that balances relevance and redundancy after SFE
ranks. Definition of fitness score:

Gy = R′
y − γ ·

n∑
z=1

ρ(Yy, Yz) (9)

Gy represents feature fitness, R′
y represents adjusted rele-

vance from SFE, ρ(Yy, Yz) represents the correlation between
feature y and previously selected feature z, and γ regulates
relevance-correlation trade-off. To improve feature selection,
EDM uses a Divergence Penalty (DP) to penalize strongly
correlated features.
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Fig. 1. Proposed framework.

DP = ζ ·

(
n∑

z=1

ρ(Yy, Yz)
2

)
(10)

where ζ represents a penalty factor. The ultimate fitness
score for feature y, including the penalty, is:

G′
y = Gy −DP (11)

This penalizes characteristics significantly associated with pre-
viously chosen features, fostering variety in the final feature
set. The EDM process continues until a convergence condition
is satisfied or a predetermined number of features is deter-
mined. This feature selection approach is hybrid due to sta-
tistical relevance (SFE) and evolutionary-inspired redundancy
reduction (via EDM), supplemented by a diversity-enhancing
mechanism via the divergence penalty. The Adaptive Statistical
Evolutionary Selector (ASES) architecture guarantees that the
ultimate feature set is highly predictive and minimally redun-
dant, resulting in improved model generalization. Integrating
these two methodologies guarantees that chosen characteristics
are pertinent and uncorrelated, establishing a solid basis for
model training and enhancing forecast precision.

D. Advanced Attribute Synthesis

This work introduced a unique procedure termed Ad-
vanced Attribute Synthesis to generate new features from ex-
isting data, aiming to elucidate intricate linkages and enhance
prediction efficacy. Multiple advanced features were produced.
The first novel feature is the Operational Efficiency Index
(OEI), which evaluates system efficiency by amalgamating
production rate and energy consumption:

OEI =
Prate

Econs + α
(12)

where Prate denotes the production rate and Econs signifies the
energy consumption, with α representing a minor regularizer.
The Environmental Stress Factor (ESF) integrates ambient
temperature and humidity to evaluate operational stress.

ESF = Tambient ·Henv (13)

where Tambient represents ambient temperature and Henv

humidity. The Tool Degradation Rate (TDR) calculates tool
wear using wear rate and cycle time per operation:

TDR =Wtool · Ccycle (14)

where Wtool represents tool wear rate and Ccycle represents
cycle duration. Machine Load Efficiency (MLE) measures
efficiency loss from idle time, computed as:

MLE =
Lmachine

1 + Itime
(15)

where Lmachine is the machine load percentage and Itime

is idle time. Finally, the Predictive Maintenance Likelihood
(PML) combines the machine health

E. Attribute Reconfiguration Process

This research introduces a new Attribute Reconfigura-
tion Process (ARP) to improve dataset representation by
converting raw features into more meaningful and model-
ready forms. This adjustment boosts feature predictive power
while conserving structure. The initial stage in ARP is to
use Scaled Differential Encoding (SDE), which highlights
variations between successive data samples while levelling the
scale. The definition is:

SDEt =
At −At−1

1 + |At−1|
(16)

where At is the current feature value and At−1 is the prior
value. This modification accentuates temporal data changes
while minimizing huge magnitudes, guaranteeing smooth time-
series feature transitions. Next, we use Exponential Scaling
Modulation (ESM) to improve the distribution by amplifying
larger values and compressing smaller ones, enhancing inter-
pretability. We define ESM as:

ESM(B) = sign(B) · log(1 + γ|B|) (17)
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The feature value is B, and the modulation parameter γ
governs compression and expansion. This adjustment makes
skewed distribution characteristics appropriate for machine
learning methods. We use the Harmonic Recalibration Trans-
formation (HRT) to capture periodicity in data like seasonal
fluctuations by projecting them into a cyclical domain. The
transition is:

HRT (Ct) = sin

(
2πCt

Tc

)
, cos

(
2πCt

Tc

)
(18)

where Tc represents the cyclical behavior period and Ct

represents the feature value at time t. HRT helps the Model
learn from periodic input by translating characteristics into
sine and cosine components. The Dynamic Range Realignment
(DRR) approach is presented to enhance model convergence
during training to rescale feature values to a uniform dynamic
range. The DRR formula is:

DRR(D) =
D −min(D)

max(D)−min(D)
(19)

min(D) and max(D) represent the least and maximum
values of the feature D. This keeps all converted features
in the same range, speeding learning and improving model
performance. The Attribute Reconfiguration Process (ARP) has
a complete transformation architecture that improves feature
representation and prepares data for rapid and accurate model
training.

F. Classification Model: ResXEffNet-Transformer (RXET)

This work proposes an RXET classification model for
intelligent manufacturing systems that can effectively pro-
cess complicated, high-dimensional, sequential data. Finding
an optimistic medium between computational efficiency and
classification accuracy, the Model incorporates critical fea-
tures from ResNet [27], Xception [28], EfficientNet [29], and
Transformer-based attention mechanisms [30]. Particularly in
industrial settings, where complicated data and quick decisions
are of the utmost importance, this design was created for real-
time condition monitoring and problem detection. Fig. 2 is the
RXET layered design.

Fig. 2. Proposed framework.

At the core of RXET is the residual learning framework,
inspired by ResNet, which addresses the vanishing gradient

problem using identity mappings that allow gradients to prop-
agate through deeper layers without degradation. This is es-
sential in intelligent manufacturing, where critical operational
data may evolve slowly. The residual block is formulated as
follows:

M = H(V, {Rk}) + V (20)

H(V, {Rk}) is the residual function that the network learns
with parameters {Rk , and M is the output, where V is the
input to the residual block. Because of this formulation, the
network can learn new characteristics without losing input
data. Here is the updated gradient for this block:

∂J
∂V

=
∂J
∂M

(
1 +

∂H(V, {Rk})
∂V

)
(21)

where J is the loss function. The residual block’s identity
mapping preserves crucial information as the network deepens,
useful for identifying tiny manufacturing system changes.
Following residual blocks, RXET uses depthwise separable
convolutions, inspired by Xception. Deeply separable convolu-
tions apply a filter per input channel and mix the results using
pointwise convolution. A mathematical representation is:

N = D(Zq ∗ V ) + Zp ∗ V (22)

where Zq is the depthwise filter, Zp is the pointwise filter,
∗ is the convolution operation, and N is the output. This split
simplifies calculation while capturing complicated information.
Computing efficiency advantage is measured by:

Cdepthwise

Cstandard
=

1

Lf + Lc
(23)

where Cdepthwise represents depthwise convolution cost,
Cstandard represents standard convolution cost, Lf represents
filters, and Lc represents input channels. Due to sensor
systems’ high data flow, industrial settings need computing
efficiency, making this technology beneficial. The Model uses
compound scaling, a technique from EfficientNet, to con-
sistently modify network depth, breadth, and resolution for
diverse data complexity. We define scaling as:

d′ = λu · d0, l′ = µu · l0, s′ = νu · s0 (24)

where d′, l′, s′ denote scaled depth, width, and resolution, λ,
µ, and ν are scaling coefficients, and u is the scaling factor.
The initial depth, width, and resolution parameters are d0, l0,
and s0. Compound scaling allows RXET to efficiently handle
big and small datasets by dynamically adapting its architecture
to dataset complexity. Results in resource usage:

Cscaled = C0 · λu1 · µu2 · νu3 (25)

Where C0 is the initial computing cost, and u1 u2 andu3 are
the scaling factors for depth, width, and resolution. Intelligent
manufacturing systems need this flexibility because operating
situations might change data properties. A Transformer-based
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attention mechanism is added to RXET to capture long-range
relationships in sequential data. This attention mechanism
helps the Model concentrate on key input sequences and find
long-term abnormalities or patterns in time-series data. The
attention mechanism calculates relevance scores using query,
key, and value matrices. Calculating attention scores:

P = softmax
(
QRT

√
dr

)
R (26)

where dr depicts key dimensionality and P represents the
attention matrix. The dot-product QRT assesses query-key
matrix alignment, guiding the Model to prioritize important
data aspects. This approach is important for assessing time-
series data in manufacturing, where long-term dependencies
might signal system deterioration or problem development.

Input data is processed via many residual blocks in the
RXET design to maintain necessary information as the net-
work deepens. Later, depthwise separable convolution lay-
ers easily extract rich feature representations. The Model
adapts to dataset complexity using compound scaling. Finally,
Transformer-based attention prioritizes data patterns to im-
prove fault detection and condition monitoring predictions.
For effective classification, the RXET model uses residual
learning, depthwise separable convolutions, compound scaling,
and attention mechanisms. Every component is essential to
RXET’s ability to handle massive, high-dimensional datasets
characteristic of intelligent manufacturing systems and offer
accurate and trustworthy results in real-time condition moni-
toring and problem diagnostics.

G. Performance Evaluation Metrics

Traditional and novel measures assess the ResXEffNet-
Transformer (RXET) Model. AC, precision, recall, and F1-
score are baseline measures for model classification perfor-
mance. Precision indicates how many optimistic forecasts
were right, whereas accuracy reflects the proportion of correct
predictions. Recall quantifies how many positives the Model
detected, and the F1-score, the harmonic mean of precision
and recall, balances the two, particularly with unbalanced data.
Traditional metrics provide an overview of the Model’s per-
formance but don’t reflect time-sensitive defect detection and
prediction variability, which intelligent manufacturing systems
need. To fill these gaps, we present Temporal Fault Detec-
tion Index (TFDI) and Fault Detection Variability Coefficient.
The TFDI analyzes the Model’s defect detection performance
across periods, stressing the necessity of early detection to
prevent operational interruptions. We define TFDI as:

TFDI =
1

T

T∑
k=1

(
TPk

TPk + FNk + η

)
· exp (−ρ · k) (27)

T represents the number of time windows, TPk and FNk

represent true positives and false negatives, and ρ is a decay
factor that prioritizes early detections. Division by zero is
prevented by the constant η. The exponential decay term
(exp(−ρ·k) prioritizes earlier fault identification, emphasizing
its relevance. The second new statistic, the Fault Detection

Variability Coefficient (FDVC), evaluates the Model’s con-
sistency in detecting fault types and fault pattern variability.
FDVC examines model stability across fault types, especially
irregular fault patterns. We define FDVC as:

FDV C =

∑M
m=1

(
1

nm

∑nm

i=1

∣∣Qim − Q̄m

∣∣)
M

(28)

In the equation, M represents the number of fault types,
n m represents the occurrences of fault type m, Q im rep-
resents the prediction score for the i-th instance, and Q̄ m
represents the mean prediction score. The FDVC evaluates
the average deviation of forecasts for each fault type. Lower
values indicate more consistent and trustworthy predictions.
Combining existing measurements with these new variables
improves RXET model assessment. Traditional metrics eval-
uate the Model’s accuracy, precision, and recall. In contrast,
TFDI and FDVC emphasize early detection and variability,
which is crucial for real-time defect monitoring and predictive
maintenance in intelligent industrial systems.

IV. SIMULATION RESULTS

To extensively test the RXET model, a high-performance
Dell Core i7 12th Gen system with an 8-core CPU and
32 GB of RAM was used. Python and the SPYDER IDE
were used to manage and perform the model trials. Several
essential classification model hyperparameters were fine-tuned
throughout the assessment to maximize performance. Model
training used the Adam optimizer, which has flexible learning
rate capabilities, enabling speedier convergence. The learning
rate was chosen at 0.001 0.001, which was ideal after numerous
trial trials, and the batch size was 64 to balance memory
efficiency and gradient estimate accuracy. These parameters
were carefully adjusted throughout the studies to maximize
the Model’s predictive capabilities, notably in defect diagnosis
and status monitoring in intelligent manufacturing systems.

Fig. 3. Distribution of fault diagnosis labels before and after data balancing.

Fig. 3 compares fault diagnostic label distribution before
and after data balancing. On the left, the “Before Data
Balancing” scenario has a severe fault category imbalance.
The data points are mostly “No Fault,” “Moderate Fault,”
and “Minor Fault,” with a few “Severe Fault” and “Critical
Fault.” This mismatch suggests that most observations reflect
normal or mild operating circumstances, skewing the dataset.
All fault diagnostic labels are evenly distributed in the “After
Data Balancing” graphic on the right. Each category—“No
Fault,” “Minor Fault,” “Moderate Fault,” “Severe Fault,” and
“Critical Fault”—has 3,000 data points. This balanced distri-
bution shows that strategies have been implemented to correct
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the dataset’s class imbalance, guaranteeing that the machine
learning model will be trained on an equally distributed col-
lection of errors, improving its capacity to identify uncommon
but significant defects. The balanced dataset ensures that the
Model is sensitive to less common but significant categories
like “Severe Fault” and “Critical Fault” without favouring “No
Fault” and “Moderate Fault.” Fault diagnostic activities need
this enhancement to identify infrequent but significant events to
preserve operational efficiency and avert system breakdowns.

Fig. 4. Machine operational behaviour and its relationship with energy
consumption and component degradation.

The association between machine operation, energy use,
and component deterioration is shown in Fig. 4. The first
left graphic shows machine utilization during and off hours
throughout seven days. Use peaks at work (9 AM–6 PM).
Industrial machine use rises during peak output and falls during
downtime or decreasing demand. Fault diagnostic category-
specific energy usage and component deterioration are shown
on the second right. Energy usage often degrades components
for predictive maintenance. Colour-coded fault categories in-
dicate serious difficulties when energy use and component
deterioration are high. Energy consumption affects machine
health since operating stress promotes wear and faults. Daily
operating cycles, energy consumption, and deterioration pat-
terns demonstrate machine performance in these two charts
for real-time operations and long-term maintenance.

Fig. 5. Machine utilization rate over a week.

Fig. 5 shows two complementary representations that pro-
vide insights into machine health and operation. The left
line plot represents the January 1–January 30, 2024 Machine
Health Index. The Machine Health Index indicates machine
status over 60–100 days. This chart may show continuous
performance, unexpected drops, and health recoveries. This
time-based graphic highlights machine flaws and improve-
ments, analyzing maintenance needs. The right box plot shows
Vibration Level, Temperature Readings, Motor Speed, Energy
Consumption, and Machine Health Index distribution. Each
characteristic’s interquartile range is a box with the median
line in the centre. Whiskers show data distribution, whereas

outliers are points. Chers compare vital parameters to find
broader ranges and likely anomalies. Time-based machine
health trends and statistical distributions of critical variables
assist researchers in comprehending the machine’s temporal
dynamics and operational variability.

Fig. 6. Correlation heatmap depicting the relationships between various
sensor and operational data.

The heatmap in Fig. 6 displays correlations between sen-
sor and operational data in the system. The heatmap links
vibration, temperature, motor speed, and energy consump-
tion. A 0.1–0.9 correlation coefficient in each cell shows the
linear association between variables. Motor Speed, Machine
Utilization Rate, Energy Consumption, and Machine Load
Percentage correlate with 0.8 or 0.9. Increasing these traits
may improve operational metrics. Smaller correlations (0.3
or 0.4) show linear relationships between attributes. Using
this heatmap, researchers may readily identify sensor and
operational features that are significantly or weakly related to
show how machine parameters interact and affect each other.
These insights are crucial for predictive maintenance, machine
optimization, and issue diagnosis.

Fig. 7. Feature importance of features.

Fig. 7 ranks operational, environmental, and machine-
related characteristics by importance in decreasing order. En-
ergy Consumption, Motor Speed, and Temperature Readings
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are at the top because they affect the Model’s performance or
system behaviour. Spare Part Usage, Alarm Trigger Data, and
Fault Probability are less critical. This chart lets researchers
rapidly recognize which aspects affect machine performance
or results more. Stakeholders may maximize system efficiency,
prediction accuracy, and maintenance by concentrating on
critical attributes. Ower-ranked characteristics may have a less
direct influence on system behaviour; hence, they require less
attention in studies or models.

The comparative results in Table III demonstrate the clear
advantages of the RXET model over existing methods, includ-
ing CNN, ResNet, and VGG16. The RXET model achieved
the highest accuracy (98.9%), AUC (99.2%), and F1-Score
(98.5%), significantly outperforming other approaches. These
improvements are attributed to RXET’s unique integration of
Transformer-based attention mechanisms, which enhance the
Model’s ability to capture long-term dependencies in sequen-
tial data, and its hybrid feature selection techniques that reduce
redundancy while preserving critical information. Moreover,
the RXET model demonstrated superior robustness in handling
imbalanced datasets and detecting rare but critical faults, as
evidenced by its high Temporal Fault Detection Index (TFDI)
and Fault Detection Variability Coefficient (FDVC).

The Table IV shows statistical measures for categoriza-
tion methods, such as Pearson Correlation (r), ANOVA, Chi-
Square (χ2), Kendall’s Tau (τ ), and Student’s T-test (P The
table shows the statistical performance of each categorization
method, with RXET prevailing. The proposed RXET has
the best Pearson correlation (0.93) and ANOVA F-statistic
(8.52) for model fit. The RXET has the highest Chi-Square
score (9.95), indicating varied differences. High Kendall’s Tau
(τ = 0.80) implies a strong rank correlation, while the Model’s
P-value (0.007) suggests statistical significance. RXET is the
most dependable and effective Model in this table by several
statistical metrics. This complete comparison shows accuracy,
recall, and statistical significance to assist academics and
practitioners in assessing prediction quality and resilience.

Fig. 8. Kodel’s learning process.

Fig. 8 shows the Model’s learning process, including
training and testing accuracy and loss throughout 33 epochs.
The left plot represents epoch-improved Training and Testing
Accuracy. By the 28th epoch, training and testing accura-
cies approach 98%, demonstrating the Model’s understanding
and functionality of the Model’s data pattern. The Model’s
convergence-indicating gray vertical line at epoch 28 suggests
stability. The right side Training and Testing Loss plot shows
a steady decrease in loss values throughout Model training.

Loss falls progressively for training and testing sets, showing
that the Model is improving accuracy and reducing errors.
The grey line at epoch 28 indicates that the Model has
learnt and that subsequent training improves less. These two
subplots exhibit the Model’s excellent accuracy, minimum loss,
and convergence at epoch 28, indicating its defect detection
efficiency.

Fig. 9. Model’s sensitivity analysis.

The RXET model’s sensitivity analysis reveals how learn-
ing rate and batch size impact performance (see Fig. 9).
The heatmap demonstrates how hyperparameters impact model
performance. Lower learning rates (0.001 0.001) and medium
batch sizes (64 and 128) improve accuracy, showing the RXET
model works best with modest modifications. Learning rates
over 0.1 diminish accuracy, especially with smaller or larger
batch sizes. Higher learning rates may cause the Model to
overshoot optimum solutions, while smaller batch sizes may
not provide enough weight data. Hyperparameter modification
affects RXET model defect diagnostics, as seen in the figure.
Learning rate and batch size must be chosen to optimize RXET
model performance in intelligent manufacturing systems.

The RXET model has made substantial contributions to
fault detection in IMS by outperforming more conventional
models like CNN, VGG16, and ResNet. Data imbalance, un-
common defect identification, and temporal dependency mod-
eling are just a few of the difficulties that RXET’s complete
solution (which leverages Transformer-based attention, hybrid
feature selection, and advanced preprocessing approaches)
successfully tackles. Since accurate and dependable predictive
maintenance is essential for reducing downtime and maximiz-
ing operational efficiency in real-world applications, RXET’s
features make it an ideal option.

V. DISCUSSION

This research shows that the RXET model excels in intelli-
gent manufacturing systems’ problem detection and predictive
maintenance. The RXET model outperformed CNN, ResNet,
and VGG16 with 98.9% accuracy, 99.2% AUC, and 98.5%
F1-Score. RXET’s real-time fault detection and operational
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TABLE III. PERFORMANCE EVALUATION OF RXET AND EXISTING MODELS

Techniques Recall (%) Log Loss AUC (%) Precision (%) Accuracy (%) F1-Score (%) Forecast Accuracy Rate (FAR) (%) Charging Load Variance Index (CLVI) (%)
CNN [7] 90.4 0.203 91.9 91.2 92.7 91.0 81.9 76.8
VGG16 [17] 92.3 0.189 93.1 92.8 93.6 92.6 83.5 77.1
KNN [13] 86.7 0.277 86.5 87.1 88.2 87.0 77.5 71.4
Decision Trees [9] 85.4 0.287 86.2 86.5 87.5 86.3 78.2 72.5
SVM [11] 88.2 0.243 89.4 88.5 89.8 88.4 79.9 73.8
DBN [19] 88.9 0.235 89.8 89.0 90.4 89.4 79.1 74.2
ResNet [21] 89.9 0.215 91.0 90.2 91.5 90.1 80.5 75.3
Proposed RXET 98.4 0.066 99.2 98.7 98.9 98.5 96.8 95.4

TABLE IV. STATISTICAL ANALYSIS ((F-STATISTIC) & P-VALUE)

Statistical Method Pearson Correlation (r) ANOVA Chi-Square (χ2) Kendall’s Tau (τ ) Student’s
CNN [7] 0.87 6.92 7.85 0.74 0.021
VGG16 [17] 0.90 7.93 9.30 0.77 0.011
Deep Belief Network [19] 0.76 6.38 7.38 0.70 0.016
SVM [11] 0.68 5.60 6.92 0.63 0.028
ResNet [21] 0.82 7.48 8.55 0.71 0.013
KNN [13] 0.64 5.07 6.40 0.57 0.034
Decision Trees [9] 0.63 4.95 6.25 0.56 0.041
Proposed RXET 0.93 8.52 9.95 0.80 0.007

monitoring solution is reliable and resilient, especially for
unbalanced datasets and unusual fault events.

The RXET model has broad applications. Transformer-
based attention mechanisms, hybrid feature selection, and
improved preprocessing make RXET a scalable and efficient
predictive maintenance system. This strategy works well in
industrial settings where equipment failures may cause signif-
icant downtime and economic losses. Novel preprocessing ap-
proaches, including Dynamic Skew Correction and Harmonic
Temporal Encoding, improve the Model’s ability to analyze
high-dimensional and time-series data, making it suitable for
industrial applications. RXET provides real-time monitoring
and predictive insights using digital twin technology, meeting
Industry 4.0 objectives.

RXET fills crucial gaps in the field, making it superior than
other approaches. Traditional models struggle with skewed
datasets and temporal dependencies. Transformer-based atten-
tion methods let the RXET model recognize patterns and
dependencies across long time horizons. Novel assessment
measures like the Temporal Fault Detection Index (TFDI)
and Fault Detection Variability Coefficient (FDVC) provide
a better understanding of the Model’s performance in time-
sensitive fault detection situations. These contributions dis-
tinguish RXET as a cutting-edge intelligent manufacturing
system.

Advanced attribute synthesis allows the RXET model to
synthesize and use high-level characteristics like the Opera-
tional Efficiency Index (OEI) and Environmental Stress Factor
(ESF). These properties help the Model grasp complicated data
linkages, improving prediction accuracy. Such advancements
make RXET a flexible tool for intelligent production systems
that can adapt to different operating situations and provide
actionable insights to improve system reliability and efficiency.
The RXET model performs well, although it has limits. This
research uses data from one industrial facility, which may
restrict the Model’s applicability to different operating settings.
RXET’s scalability to bigger and more varied datasets needs

additional study. Future research might expand the dataset,
optimize the Model for real-time deployment in dynamic
industrial environments, and use transfer learning to improve
its flexibility across industrial domains.

Moreover, the RXET model advances fault detection and
predictive maintenance by tackling significant industry con-
cerns with its new design and methods. RXET lays the ground-
work for intelligent manufacturing system developments by
integrating accurate performance measures with practical ap-
plication, improving operational efficiency and dependability.

VI. CONCLUSION

This paper introduces the RXET model, a unique deep-
learning architecture for intelligent manufacturing system
status monitoring and defect diagnostics. Residual learning,
depthwise separable convolutions, compound scaling, and
Transformer-based attention techniques let RXET handle high-
dimensional and time-series data effectively for industrial
applications. Using both old and novel performance crite-
ria, the Model consistently outperformed CNN, ResNet, and
VGG16. RXET outperformed all baseline models in numerous
assessment criteria, including the new TFDI and FDVC, with
an F1-Score of 98.5% and an AUC of 99.2%. Our extensive
investigation reveals that Transformer-based attention improves
RXET’s real-time problem detection and classification by
capturing long-range relationships and minor operational data
fluctuations. Advanced preprocessing methods like Dynamic
Skew Correction and Unbalanced Feature Compensation make
the Model resilient in actual applications, especially for unbal-
anced datasets. This research showed that RXET may be used
for predictive maintenance and defect detection in industrial
settings.

The research acknowledges limitations despite its impor-
tance. RXET’s effectiveness is verified using a five-year dataset
from a single industrial facility, which may restrict its ap-
plicability to other industrial settings with varied operating
characteristics. Further research is needed on the Model’s scal-
ability to bigger and more varied datasets. Optimizing RXET’s
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real-time deployment in highly dynamic industrial applications
might minimize computing overhead and preserve accuracy.
Extension of the dataset, adaptive mechanisms to manage
changing industrial situations, and transfer learning approaches
to improve scalability and applicability across larger industrial
domains will address these constraints in future study.
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[18] M. Nagy, G. Lăzăroiu, and K. Valaskova, Machine intelligence and
autonomous robotic technologies in the corporate context of SMEs: Deep
learning and virtual simulation algorithms, cyber-physical production
networks, and Industry 4.0-based manufacturing systems, Applied Sci-
ences, vol. 13, no. 3, pp. 1681, 2023.

[19] T. Ademujimi, and V. Prabhu, Model-Driven Bayesian Network Learn-
ing for Factory-Level Fault Diagnostics and Resilience, Sustainability,
vol. 16, no. 2, pp. 513, 2024.
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Abstract—Virtual Assistants (VAs) are widely used in many
fields. Recently, VAs have been effectively applied in technical
drawing tasks, such as in Photoshop and Microsoft Word.
Understanding multi-intent commands in VAs poses a signifi-
cant challenge, especially when the language in query is low-
resource, like Vietnamese (no training dataset available for
technical drawing domain), which features complex grammar
and a limited domain of usage. In this work, we proposing
a three-step process to develop a voice assistant capable of
understanding multi-intent commands in VAs for low-resource
languages, particularly in responding to the SCADA Framework
(SF) for performing drawing tasks: (1) for the training dataset,
we developed a semi-automatic method for building a labeled
command corpus; applying this method to Vietnamese, we built
a corpus that includes 3,240 labeled commands; (2) for the multi-
intent command processing phase, we introduced a method for
splitting multi-intent commands into single-intent commands to
enable VAs to perform them more efficiently. By experimenting
with the proposed method in Vietnamese, we developed a VA that
supports drawing on SF with an accuracy of over 96%. With the
results of this study, we can completely apply them to SCADA
system products to support the automatic control of techinical
drawing operations in them as VAs.

Keywords—Vietnamese command corpus; chatbot; virtual as-
sistants; multi-intent command; artificial intelligence; technical
drawing; SCADA framework; build semi-automatic data; low-
resource languages

I. INTRODUCTION

Nowadays, virtual assistants (VAs) are widely used in daily
life, and the number of people using VAs has significantly
increased [11] for a few decades. This is because of its ability
to support organizations and individuals in doing their tasks in
various aspects and scopes, such as Google Assistant, Apple’s
Siri, Samsung’s Bixby and Microsoft’s Cortana. They can
operate on mobile phones and use sensors of the device to
better react to specific contextual information. Besides, VAs
such as Amazon Echo and Google Home can operate in smart
homes and help users fulfill various daily tasks [14].

Thanks to the rapid development of AI and information
technology areas, VAs will soon become increasingly intelli-
gent [12]. VAs have come a long way. In the past, VA only
focused on helping functions in textual form, but personal

*Corresponding authors.

assistants on mobile phones can now process natural language
and react in a human-like way. One challenge of the VA
problem is to develop their drawing capabilities, which means
that the user interacts with the VA to draw pictures in natural
language. This problem is difficult when implemented on rich-
resource languages because: (1) technical drawing field usually
has no training data and how to build a dataset that fully covers
common commands in the technical drawing domain; (2)
command utterances are often abbreviated and have incorrect
grammar, spoken. It is even more difficult when implemented
on languages with low resources and complex grammar, such
as Vietnamese.

In this work, we focus on solving the VA problem in two
aspects: the first studying how to build a high-quality training
data. The second is to efficiently handle multi-intent commands
in low-resource languages.

There are two approaches for solving the VA problem:
using Large Language Modles (LLMs) and the traditional
method (such as the Rasa* platform). We chose Rasa platform
for our proposed method because: (1) it could be controlling
and explaining when using the Rasa framework, this is an
important feature in technical drawing; (2) RASA has the
advantage of execution speed, so it is suitable for limited
hardware platforms, such as deploying on CPUs (but LLMs
need run on GPUs).

Our contribution is as follows:

1) Proposing a three-step process to develop a voice assistant
capable of understanding multi-intent commands in the
field of technical drawing.

2) Proposing the method of semi-automatic data building
and building the labeled Vietnamese command corpus,
which includes 3,240 commands. This corpus is shared
with the community.†

3) Proposing the method for splitting a multi-intent
command into single-intent commands so that the VA
can perform them more efficiently.

To the best of our knowledge, this is the first
comprehensive study of understanding intent-command

*https://rasa.com/
†https://github.com/HaHVU/VAVietnam
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for the drawing virtual assistant with Vietnamese
language.

The remainder of this paper is structured as follows: Sec-
tion II reviews related works on voice assistant architectures
and their advancements. Section III presents our proposed
method for addressing challenges in low-resource language
VAs. Section IV details our experimental setup, datasets, and
results, highlighting the effectiveness of our approach. Finally,
Section V concludes the paper and outlines future research
directions.

II. RELATED WORKS

VAs have become increasingly popular and have been
widely integrated into our daily lives. They respond to voice
commands and offer various functionalities, like scheduling
appointments, controlling smart home devices, and performing
web searches. Most VAs follow a common architecture. Firstly,
Speech Recognition module converts spoken commands to
text. Natural Language Understanding (NLU) module extracts
necessary information from the text. After that, Dialog man-
agement (DM) module determines the response action based
on the the information obtained from previous steps. Finally,
Natural Language Generation (NLG) module formulates a
response [9]. In recent years, the design of VAs has attracted
the attention of many researchers.

Matthew B. et al. [10] have introduced to readers the
concept of voice assistants and their growing presence in daily
life. It aims to provide a basic understanding of these virtual
helpers, including:

• What they are: Software agents that can understand spo-
ken language and respond through synthesized voices.

• How they work: Briefly explain the technology behind
speech recognition and response generation.

• What they can do: Common functionalities like setting
alarms, playing music, controlling smart home devices,
and answering questions.

By introducing these key points, the work ideally empow-
ers readers with foundational knowledge of voice assistants
and their potential applications.

Timo Strohmann et al. [26] provided guidelines for design-
ing in-vehicle VAs that offer a clear and structured overview
of what designers have to consider when designing an in-
vehicle VA for a convincing user experience. They designed
guidelines based on the existing literature on the requirements
of assistant systems and on the interviewing results of experts.
In order to demonstrate the applicability of the guidelines, they
developed a virtual reality prototype that considered the design
guidelines. In a user experience test with 19 participants,
they found that the prototype was easy to use, allowed good
interaction, and increased the users’ overall comfort.

Anxo Pérez et al. [18] presented the design of an assistant
that is developed with open-source and widely used compo-
nents. They proposed an end-to-end process, from information
gathering and processing to visual and speech-based interac-
tion.

Marco Brambilla et al. [5] proposed a VA that allows
model building using voice commands. They describe three

alternative strategies that apply voice-based assistance at three
levels: a fully guided strategy; a template-based strategy; and
an element-based strategy to demonstrate the generality of
the approach. They describe their implementation experience
with developing a design assistant that incorporates the three
strategies described above for OMG’s IFML (Interaction Flow
Modeling Language) in the context of user interaction design,
including integration with the Amazon and Alexa VA.

Sanju Ahuja et al. [1] made arguments in which designers
and policymakers need to be aware of the ethical side of
the future of VAs and systematic frameworks are required to
aid their moral imagination. They proposed a framework that
helps designers imagine potential ethical concerns pertaining
to users’ autonomy. They demonstrated the usefulness of
the framework that they proposed by showing how existing
ethical concerns can be situated within the framework. They
also used the framework to imagine ethical concerns with
emerging VA technologies. This framework can aid in the
systematic identification of autonomy-related ethical concerns
within human-computer interactions.

Piñeiro-Martı́n et al. [17] presented an extension of their
previous work. They analyze the current regulatory framework
for AI-based VAs in Europe and delve into ethical issues,
examining the potential benefits and drawbacks of integrat-
ing large language models (LLMs) into VAs. Based on the
analysis, their paper argues that the development and use
of VAs powered by LLMs should be guided by a set of
ethical principles that prioritize transparency, fairness, and
harm prevention. It presents specific guidelines for the ethical
use and development of this technology, including recommen-
dations for data privacy, bias mitigation, and user control.
By implementing these guidelines, the potential benefits of
visual assistants powered by LLMs can be fully explored
while minimizing the risks of harm and ensuring that ethical
considerations are at the forefront of the development process.

For the technical drawing field: Dries Van Daele et al. [29]
presented a software tool that is able to interpret different parts
of a drawing and translate this information to allow automated
reasoning and machine learning on a huge database of tech-
nical drawings. To achieve that, the proposed the method that
automatically learns a parser capable of interpreting technical
drawings with Using limited interaction from the expert. Their
method uses both neural networking and symbolic methods.
Neural network methods to interpret visual images and recog-
nize parts of two-dimensional drawings. Symbolic methods to
process relational structures and understand data encapsulated
in complex tables contained in technical drawings.

Rodrigo Pereira et al. [15] systematically reviewed the
applications of VAs in the context of Industry I4.0, discussed
the design principles of technical assistants, and identified the
characteristics, services, and limitations associated with the use
of VAs in production environments.They found that Virtual
Assistants offer Physical and Virtual Assistance. Virtual As-
sistance provides real-time contextualized information mainly
for support, while Physical Assistance is oriented toward task
execution. In terms of services, applications include integration
with legacy systems and static information processing. Limi-
tations of the application include concerns about information
security and adaptation to noisy and unstable environments.
They argue that the future should focus on expanding the
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scope of research to provide more significant conclusions and
research capabilities with new AI models and services

Published works have focused on reviewing and address-
ing various aspects of the VA problem to make VAs more
user-friendly and functional. However, these approaches face
significant limitations when applied to low-resource languages
due to the lack of training data. Additionally, little attention
has been given to handling multi-intent commands, and studies
on VAs in the field of technical drawing are particularly
scarce. This paper seeks to address these gaps by tackling the
challenges of limited training data, enabling VAs to perform
technical drawing tasks, and facilitating interaction with users
in low-resource languages. Notably, this is the first study
to explore multi-intent command recognition for technical
drawing in Vietnamese.

III.OUR PROPOSED METHOD

The challenge of the VA problem in low-resource lan-
guages is the lack of training data and an efficient solution
in handling multi-intent commands. To overcome these chal-
lenges, we propose a three-step process, as follows:

• Phase 1: Build semi-automatic data for training and
testing.

• Phase 2: Choose the good model for training VA. This
phase will make a VA that takes single-intent commands
from the user in the input and outputs the JSON file that
contains information about their requirements.

• Phase 3: Generate the JSON file. In this phase, the multi-
intent command from the user is split into single-intent
commands before being fed into the VA to get a JSON
file and send it to SF to do the drawing task.

Our proposed method is illustrated in Fig. 1.

Fig. 1. Our proposed method

A. Build Semi-automatic Data

Being built specifically for providing SF users with tech-
nical support, the VA is designed to have two main functions.
The first function, called automatic answering, is the ability of
a VA to answer the questions given by the user. The questions

that are within the domain of this function are related to SF,
particularly about the instruction manual, the main functions of
the software, and frequent bugs and difficulties that users may
encounter when coding in the script and interacting with the
working interface of the software. The second main function
of the VA is user-task assistance, in which the assistant does
some tasks directly in the software working interface when
asked by the user. The supported tasks are tasks that most
users usually do at the interface of the software.

To have a dataset for training this VA. The first thing we do
is design and define intent and entity labels that are presented
in Section III-A1. then generate types of commands, and finally
use the built label set to label them. The last two processes
are presented in Section III-A2.

1) Designing intent and entity labels

Firstly, we have to define the intent and entity label set that
match the domain of the SF. The intents are used to define the
overall requirement in a user command. The dataset is split
into 3 groups. The first intent group contains intents in which
the user wants to choose objects in the software interface.
The second intent group is involved in changing attributes of
objects, and the last one is about drawing objects directly on
the SF interface. The intent and entity label list for Vietnamese
is shown in Tables X and XI in Appendix.

2) Semi-automatic data construction

a) Manual Data Construction

Initially, raw data generation and annotation are carried
out manually by humans. Particularly, data builders role-play
as platform users and give orders indicating the content of
a specific intent. Each intent requires one or several specific
pieces of information to appear in the command, and these
pieces of information are dedicated in various ways and appear
in different orders in different commands.The semi-automatic
data construction method requires a few data to initialize, so
we will build them manually. The more and better the quality
of the initial data, the higher the efficiency of the method
achieved. For Vietnamese, we have built 540 commands in
total manually.

After it is annotated following the format of Rasa chatbot
framework [20]. Rasa is an open-sourced framework used
to build conversational chatbots. One of its advantages over
other chatbot frameworks is its various number of integrated
machine learning and deep learning models used to solve intent
classification (IC) and entity extraction (EE) which are the two
main tasks of a VA. That makes building an efficient VA much
faster than building from scratch.

In the Rasa framework, the data is stored in a .yml file
and the commands are grouped by intent. In a command, each
labeled phrase is included in a couple of square brackets, and
the entity label used to label that phrase is included in the
couple of braces that are next to the square bracket couple.

Semi-automatic data construction methods require some
data to train the model, so we have to build them manually.
The more and better quality data, the higher the efficiency of
the method.
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b) Semi-automatic data construction

In this process, we propose to use an NLU model trained
on the manual-built data as a core component of the semi-
automatic data construction process. Our proposed method is
illustrated in the Fig. 2.

Fig. 2. Data building pipeline.

The idea of our proposed method is as follows: Firstly,
we design prompts that are put into LLMs to generate the
raw commands. Then, in these commands, we remove ones
that have cosine similarity to existing commands in the dataset
greater than the α threshold. Next, the remaining commands
from the previous step are put into the NLU model (which
is trained on manual building data) to get the labeled data.
Finally, we use instructed annotators to manually check and
correct the automatically labeled data. The dataset obtained
after the last step is the expected high-quality dataset. It is
also combined with existing data to retrain the NLU model in
order to make that model better at labeling raw data.

Raw data generation: In this stage, the data samples built
in the manual data construction process will be used as
reference examples to guide Large Language Models (LLMs)
to generate high-quality raw commands for a specific intent
in larger quantity and faster speed compared to manual data
construction. The guidance includes three main parts:

• Description of the main requirements of the task indicated
by intent.

• Description of auxiliary requirements.
• Reference examples (few-shot).

Fig. 3 shows an example of guidance for raw data gener-
ation sent to LLM.

In the example guidance in Fig. 3, the description of
the main requirement includes the content of the intent in
which the user wants to do and the types of information that
should appear in the user’s command. Furthermore, the last
two sentences in this section also require LLMs to generate
more diverse and realistic commands because, in reality, users
of popular VAs barely provide the assistant with all of the
information needed for completing the task. The description
of auxiliary requirements in the guidance is mainly about the
quantity and writing style of data, which makes the generated
data more diverse and the generating process faster. Lastly,
the reference examples contain commands created manually in
the previous process. These commands are supposed to teach
LLMs such things as:

Fig. 3. Example of raw data generation for intent “change length” indicating
that user wants to change the length of an object.

• The way information appears in the command.
• The order in which information appears in the command.

This is necessary because if only 1 or a few commands
are given, LLMs have the tendency to generate commands
with the same order of information, similar to fixed words
or phrases filled in an available pattern.

Raw data similarity checking: As the dataset grows, new
raw data generated by LLMs is likely to have great similarity
with the available one in the dataset. If this kind of raw data is
added to the dataset, it will make the dataset reduce diversity
and coverage, thus making the training process less effective.
To prevent this phenomenon, each new command (called new
raw command set) generated by LLMs for one specific intent
is compared with commands that already exist in the dataset
of the same intent (called old raw command set) in terms of
consine similarity [6]. Particularly, after the new raw command
set and the old raw command set are encoded into vectors using
pre-trained models specialized in sentence encoding, these two
vector sets are used to compute the cosine similarity matrix
by Eq. (1) shown below.

cosine simij =
Mi ·Nj

∥Mi∥∥Nj∥
(1)

Where cosine simij is the cosine similarity value between
ith command in the new raw command set and jth command
in the old raw command set. Mi and Nj are vectors obtained
by encoding the ith and jth commands in the new and old raw
command sets, respectively.

Finally, the commands in the new set will be removed if
their similarity with any commands in the old set is over a
threshold.
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Data labeling: The NLU model trained on manual-built
data is integrated into Label-Studio, which is an automated
data labeling tool, and its predicted results for raw commands
are displayed and corrected in this tool. This is a robust
and powerful open-sourced labeling tool that supports both
manual and automatic labeling processes. Built on the Web-
UI platform, this tool provides flexibility and convenience
for users, allowing them to customize and personalize their
experience.

However, due to the nature of the dataset, which is used
to train a model to solve two tasks, which are IC and EE
simultaneously, while the labeling tool only supports labeling
for datasets used for one task, the raw data needs to be
preprocessed before being fed into the integrated NLU model
of the automatic labeling tool. Particularly, all raw commands
are normalized by Underthesea‡ and added a special token
“¡i¿” at the beginning. This token is used to store the in-
tent of the command and is labeled with a special entity
label that has the following format: “intent—¡intent name¿”.
Other normal entity labels have the following format: “¡group
name¿—¡entity name¿” and are used to label phases and words
indicating the information used to complete the task in the
user’s command.

After being labeled automatically by the NLU model,
the data is checked and corrected manually. The accurately
checked data is then stored in the overall dataset. This dataset,
after a specific time of building, is used to retrain the NLU
model to make it better at labeling data.

Applying this method to Vietnamese, we have built a
dataset of 2700 samples in total. This dataset is combined with
the manually built dataset to create the overall dataset that is
used to train and evaluate the VA.

B. Train the VA

In our proposed method, the mission of a VA is to extract
valuable information to complete the required task given the
user command. To obtain this information, our VA is modeled
to solve two tasks simultaneously. The first task is IC which
is used to identify the task required by the user. The second
task is EE which is used to extract valuable information to
complete the required task in the user’s command. The existing
state-of-the-art (SOTA) models of the two tasks are built from
variants of Transformers [27] which are pretrained on a unified
language dataset (BERT, GPT, ...). Although making SOTA
results in a variety of NLU datasets, most of them have some
disadvantages. Firstly, they need high training and computation
costs to produce good results. Furthermore, due to their large
size and long inference time, it is very difficult to deploy them
on various platforms. Therefore, choosing a suitable model for
each language is important.

For Vietnamese, we suggest to use the DIETClassifier
[4] with components pretrained on Vietnamese datasets in
training VA. In the paper publishing this model, it is shown
to overcome SOTA models on varius NLU datasets, including
NLU-Benchmark [13], ATIS [2] and SNIP [24] while being
about six times faster to train. We also have used phoBERT
[16] which is a language model pretrained on Vietnamese

‡https://pypi.org/project/underthesea/

as the dense featurizer of DIETClassifier. The reason we
choose this model is because it is the first public large-scaled
monolingual language model pretrained for Vietnamese and
has archived SOTA results in many Vietnamese-specific NLP
tasks. Its performance when integrated into the architecture of
the DIETClassifier model on our test data is shown in Tables
IV and V in the Section IV-C. In the training process, the
weight of the dense featurizer is frozen, which makes it much
faster to train the model.

C. Generate the JSON File for Foundation Software

In this phase, the commands of the user are recorded and
saved as an audio file. Then, it is converted to a text file. Next,
the command in text that is a multi-intent command is split into
single-intent commands based on our proposed method. Next,
we feed single-intent commands into the VA to get information
about the required task, which is then post-processed to store
in a JSON file. Finally, the JSON file is sent to the SF to do
the drawing requests of the user.

1) Convert speech to text

To convert the voice input of the user into text, we suggest
using Whisper [30]. This is a speech-to-text multilingual
model. In practical usage, it has proven to be suitable for the
functional requirements of the VA. Particularly, it can catch
the voice input fractions that represent numbers and convert
them into Arabic numbers instead of plain text, which makes
the transcribed text more similar to the normal text inputs of
the user.

2) Split multi-intent commands

In practical usage, users often give commands that contain
multiple tasks (compound command), also known as multi-
intent or complex commands, to VAs in order that the whole
work process is completed quickly. For users, giving com-
mands for single tasks and waiting for them to finish are
inconvenient and time-consuming. Attempting to build VAs
capable of handling complex commands by directly training
the assistant on labeled complex commands is a simple and
straightforward approach. The author in [21] proposed the first
work to handle multi-intent commands, which has hierarchical
structures to identify multiple intents in the user’s command.
In 2020, [19] proposed a model named AGIF which uses an
adaptive graph attention network to model joint intent-model
interaction. However, these existing works have some draw-
backs. Firstly, the data collection cost for complex commands
is very high because of the uncontrollable variety of this kind
of command, especially in the case of a large number of
single intents. Particularly, with a dataset of n single intents,
the number of bi-intents (a mutli-intent containing 2 single
intents) is n∗(n−1)

2 and the number of tri-intents (a multi-
intent containing three single intents) is also very big, which
is the polynomial value of n, making collecting data for
all combinations of intents nearly impossible. Furthermore,
the labeling process for multi-intent commands is also very
challenging. To effectively annotate entities of a multi-intent
command, the entity labels have to indicate both the role of
labeled phrases and which intent in the command that phrases
belong to, instead of just indicating the role of the phrases like
in normal single-intent commands. For example, in the multi-
intent command “Draw a yellow rectangle at the center of the
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screen and move the black square to the left” which has two
intents named draw square and move left, the word “yellow”
has to be labeled by a label indicating the color of an object
of the first intent. Lastly, this approach potentially reduces the
effectiveness of modules of VAs when they have to extract too
much information (multiple intents and entities aligned to each
intent) in a single command.

Another approach for handling multi-intent commands
used in recent studies is to build a module specified for
detecting and splitting a multi-intent command into a list of
single-intent commands for a VA and feed these commands
into the remaining modules. This approach overcomes the
limitations of the previous approach when it does not need to
label multi-intent commands. The author in [28] have proposed
DialogUSR, a module built as a sequence-to-sequence model
so that from a multi-intent command, it can generate a list of
single-intent commands in the form of a text string with each
single-intent commands separated by a special token “¡SEP¿”.
One year later, [25] proposed a module built as a NER model
with entities used to bound the single-intent commands in a
multi-intent command. However, the two studies above have
their own limits. Firstly, the module proposed by [28] heavily
relies on training data, thus poorly performs when confronted
with inputs that are highly different from training data, i.e. it
rarely can split a triple-intent command accurately when being
trained only with single and bi-intent commands. On the other
hand, the SPM module of [25] is likely to split commands
with more intents than ones in the training data accurately
because of its building strategy to model multi-intent command
splitting as a NER task to bound single-intent commands.
Nonetheless, this modeling approach absolutely cannot split
a multi-intent command whose information of each intent is
interleaved due to its modeling strategy. For example, the
commands “Draw a square and a circle whose sizes are 50x50
pixels and 60x60 pixels, respectively, in random positions” has
two intents named “draw square” and “draw cirle” but the
information of each intent is mentioned separately throughout
the command instead of standing next to each other.
To overcome these limitations, we proposed to build a mod-
ule specified for splitting these multi-intent commands into
sequences of single-intent commands based on in-context
learning using LLMs with a context database of multi-intent
commands built from single-intent commands.

Our proposed approach has three main processes:

• Context database construction: This process involves us-
ing LLMs to merge single-intent commands chosen from
the previously built training data into a multi-intent com-
mand.

• Context retrieval model construction: In this process, we
build a model that is able to choose contexts that are
semantically similar to the user’s input from the context
database.

• LLMs input construction: This process involves building a
complete input from the user’s input and contexts chosen
by the context retrieval model.

The overall architecture of the multi-intent command split-
ting module is illustrated in Fig. 4.

Fig. 4. Overall architecture of the multi-intent utterance splitting module.

a) Context database construction

To build the context dataset, two single-intent commands
with different intents are chosen from the VA training dataset
and then fed into LLMs to construct a multi-intent command.
Along with single-intent commands, a merging instruction
snippet is also added into the input of the LLMs to make good
multi-intent commands. The example input built for LLMs to
create multi-intent commands is shown in Fig. 5.

Fig. 5. Example guidance of input for LLMs to create multi-intent
commands.

As Fig. 5 shows, it can be seen that the LLMs are required
to merge pieces of information extracted from single-intent
commands to create multi-intent commands instead of just
concatenating single-intent commands by linking words or
punctuation. That can make resulting multi-intent commands
more diverse and complicated to segment with pieces of infor-
mation being interleaved, or even become tricky. For example,
from the above input and two single-intent commands “Choose
all objects on the screen” with intent “select all objects”
and “Give up choosing all cirles” with intent “exit select”,
the LLMs can generate a multi-intent command “Choose all
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objects on the screen, except for circles”. At first glance, this
multi-intent command has only one intent, but to complete the
required task, the visual assistant has to select all objects, then
give up selecting all circles. However, this kind of input can
make LLMs potentially align information incorrectly, or even
get rid of some of the information of single-intent utterances.
Furthermore, due to the lack of reference examples of inputs
and expected outputs, the output in reality of LLMs is usually
unstable, making post-processing challenging.

To overcome these drawbacks, some reference examples
are added to the input for LLM to stabilize its inference
process. Two types of reference examples we used are basic
examples (normal few-shot) and advanced examples (Chain-
of-thought few-shot, also known as CoT few-shot) which are
listed in Fig. 6 and 7, respectively.

Fig. 6. Basic examples added into input of LLM as references to make its
inference process more stable.

While basic examples just contain input (a list of single-
intent utterances) and corresponding output (multi-intent utter-
ance), advanced examples contain interpretation for the output,
apart from input and output. With the two types of examples,
the resulting multi-intent commands generated by LLMs are
more stable and can contain all the information of single-intent
commands, but seem to be monotonic in term of information
presentation. As a result, we have used all three types of inputs
to build context database in the experiment. Particularly, the
basic input with no example is called “zero-shot merging”, the
input with simple examples is called “few-shot merging” and
the input with analyzing examples is called “few-shot CoT
merging”.

In the work, we build multi-intent commands by combining
two single-intent commands with different intents. Further-
more, five single-intent commands of each intent are also
randomly chosen from training data in order that module can
detect single-intent command.

Context retrieval model construction

The target of context retrieval is to provide LLMs with
informative examples to refer to, thus allowing LLMs to
process users’s input accurately and give the correct output for

Fig. 7. Advanced examples added into input of LLM as references to make
its inference process more stable.

other modules of VAs. As a result, retrieved contexts need to be
greatly similar to the user’s input. To be able to retrieve these
contexts, the model is designed to solve the Semantic Textual
Similarity (STS) task. The input of this task contains two text
sequences, and the output is the similarity score between the
two sequences. The model instruction process consists of two
parts: STS dataset building and model training on the STS
dataset.

STS dataset building: To build a STS dataset, the two
inputs of each sample in this dataset are chosen arbitrarily from
the previously built context dataset, and the output (similarity
score of two input sentences) is identified by the intents
included in each input sentence. The equation used to compute
the similarity score is below:

sim score =



1.0 if a1 = b1 and a2 = b2
0.75 if a1 = b2 and a2 = b1

0.5 if
a1 = b1 and a2 ̸= b2 or
a1 ̸= b1 and a2 = b2

0.25 if
a1 = b2 and a2 ̸= b1 or
a1 ̸= b2 and a2 = b1

0.0 otherwise

(2)
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Where a1, a2 are the first and the second intent of the
first multi-intent command and and b1 and b2 are the first
and the second intent of the second multi-intent command.
This equation is applied in the case that both input sentences
are bi-intent commands, which make up the majority of the
context dataset. In the case that both input sentences are single-
intent commands, the assigned similarity value is 1.0 if the
intents of both sentences are the same and 0.0 in the other
case. If one of the input sentences is single-intent and the
other is bi-intent, the assigned value is 0.25 if the intent of
the single-intent command is the same as one of the intents
of the bi-intent command and 0.0 in other cases. The reason
why the maximum similarity value between two sentences with
different numbers of intents (1 intent compared to 2 intents)
is just 0.25 is that in some cases, multi-intent commands and
single-intent commands can be greatly similar to each other.
e.g. “Let’s move the red square to the left for 10 pixels, then
flip it horizontally” and “Let’s move the red square to the left
for 10 pixels.” If the user’s input is the same as the example
multi-intent command and the result of the retrieval model is
the same as the example single-intent sentence, the module
is likely to segment the user’s input incorrectly. As a result,
by setting a low similarity value for couples of sentences
with different numbers of intents, especially between single-
intent commands and multi-intent commands, being trained
on that dataset can allow the retrieval model to be capable of
clearly discriminating between single-intent and multi-intent
commands.

Context retrieval model building and training: The module
trained on the previously built STS dataset is a variant of
the sentence-BERT [23]. In this model, we use MEANpooling

pooling layer to get the sentence vector from the hidden state
matrix encoded from the input sentence by BERT model. The
loss function used to optimize the retrieval model is Mean
Square Error (MSE) loss.

LLMs input construction: To build a complete input for
LLMs, contexts with great similarity with the user’s input need
to be retrieved. To get these contexts, all contexts in the context
dataset are encoded by the context retrieval model, which
has been trained in the previous stage to get their semantic
representative vectors. This collection of vectors, along with
raw contexts, is then stored in a database. The vector obtained
by encoding the user’s input is used to compute the similarity
value between it and other contexts to get the most suitable
context.

3) Generate the JSON file for SF

After the multi-intent command handling module separates
the user’s command into a list of single-intent commands, that
list of commands is fed into the VA one by one. After each
command is processed, the intent and entity values extracted
from that command are obtained and postprocessed. After
post-processing, intent and entity values are filled into a pre-
defined form whose keys are intent and entity names. For entity
names with no corresponding entity values extracted from the
user’s utterance, their value is assigned NULL value. Finally,
this form is stored in a JSON file and sent to the SF by
calling its API. The Fig. 8 shows the content of the JSON file
obtained from the Vietnamese user’s input, which is a multi-
intent command, and how the required tasks are done directly
on the user interface of the SF.

IV.EXPERIMENTS

In this section, we conduct the experiment of our proposed
method on Vietnamese, which is a low-resource language.
The first describes the training and testing datasets for VA,
then presents the configuration settings and evaluation metrics.
Next, we show the archived results, and finally, we present
some discussions related to the results of the experiment.

A. Experimental Datasets

1) Experiment datasets for evaluating the quality of semi-
automatically built data and the performance of VA

Our dataset includes 3240 labeled commands (or 3240 sam-
ples). It is made up of a manually built dataset of 540 samples
and a semi-automatically built dataset of 2700 samples. We
split this dataset into two subsets: the training dataset and the
testing dataset.

a) Testing dataset

It is denoted NLUtest including 360 samples that are
randomly taken from the manually built dataset, such that 10
samples of each intent type.

b) Training dataset

It includes 2880 remaining samples (denote NLUtrain)
divided into six different training datasets. Dataset are denoted
as NLUn means we take the n first samples of each intent
type in NLUtrain for making it. Statistics of these datasets
are shown in Table I.

TABLE I. STATISTICS OF THE COMMAND NUMBERS IN EACH DATASET

Datasets Number of samples
NLUtest 360
NLU40 1440
NLU50 1800
NLU60 2160
NLU70 2520

NLUtrain 2880

2) Experiment datasets for evaluating the performance of
multi-intent handling module

The multiple context datasets are made by choosing data
from NLUtrain dataset by different context-building methods.
Particularly, the context datasets made by Zero-Shot Merging,
Few-Shot Merging and Few-Shot CoT Merging methods are
called Contextzero−shot, Contextfew−shot and
Contextfew−shotCoT respectively. Each of these context
datasets contains 2696 samples, including 180 single-intent
commands and 2516 multi-intent commands.

a) Testing dataset

Our context testing dataset, called Contexttest, contains
1754 samples, including 1662 multi-intent commands and 92
single-intent commands. It is built based on all three merging
methods with single-intent commands taken from NLUtest

dataset. After that, all incorrect and duplicated samples are
removed.
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Fig. 8. The user’s command which has the English translation text : “draw a circle with radius of 100 pixels at the center of the screen, then draw a square with
size of 50 x 50 pixels at the coordinates (20, 40)” and the content of the obtained JSON file after VA handles the command are shown in the box 1 (surrounded

by the thick blue border). The result after sending the JSON file to the SF by calling its API are shown in the box 2 (surrounded by the thin green line).

b) Training dataset

The STS datasets used to train context retrieval models
is built by choosing two samples randomly from the corre-
sponding context datasets. However, if all combinations of two
samples are chosen, the STS training datasets will become very
large and imbalanced in term of similarity value. Particularly,
each of STS training datasets will have over 3,632,860 samples
in total, including over three million samples with Intent Label
Similarity Value of 0 (ILSV0). As a result, only a specific
number of samples with ILSV0 chosen randomly. Particularly,
each of the three training datasets contains 770,926 samples in
total. Table II shows the statistics of each STS training dataset
in terms of Intent Label Similarity Value.

TABLE II. STATISTICS OF STS TRAINING DATASET

Similarity value Number of samples
1 1618

0.75 2516
0.5 170816
0.25 195976
0.0 400000

Based on three context datasets, namely Contextzero−shot,
Contextfew−shot and Contextzero−shotCoT , we have
built three STS training datasets, namely STSzero−shot,
STSfew−shot and STSfew−shotCoT . Similarly, Sentence-
BERT model trained on these datasets is called
SBERTzero−shot, SBERTfew−shot and SBERTfew−shotCoT .

c) STS Validation dataset

To evaluate the training process of each Sentence-BERT
model, a STS validation dataset, called STSvalid, is also
created based on Contexttest dataset. Its samples are created
by all three merging methods, then filtered manually to get rid
of incorrect and duplicated ones. This dataset contains 31,763
samples in total. The below Table III shows the statistics of
the STSvalid in terms of Intent Label Similarity Value.

TABLE III. STATISTICS OF THE STS VALIDATION DATASET

Similarity values Number of samples
1 638

0.75 1125
0.5 5000

0.25 5000
0.0 20000

B. Experimental Setup

1) Configuration setup

a) Hardware configuration

Both the NLU module and multi-intent handling module
are trained on GTX 3090 GPUs (24GB VRAM). The training
processes of the two models can take up to 20 GB of VRAM.

b) Model configuration

In the VA, we have used DIETClassifier model [4] with
some customization on its components. Particularly, we use
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Bag-Of-Word (BOW) method with vocabulary built by n-
grams whose length is from 1 to 5 characters as the main
sparse featurizer for the model.

For dense featurizer, we use two methods. First, we use
phoBERT pretrained model [16] to get dense features from
input tokens and its vector output from the special token “¡s¿”
acts as the sentence feature of the model. The DIETClassifier
model using this dense featurizer is called DIETpB+BOW . The
second method, inspired by an existing work of [7], uses the
Fasttext model [8] pretrained on the Vietnamese dataset§ as
the main dense featurizer and the sentence feature is computed
by averaging all dense features obtained from input tokens.
The DIETClassifier model with that dense featurizer is called
DIETFt+BOW . In the last model configuration, we do not use
any dense featurizer, thus is called DIETBOW . The number of
Transformer layers and the number of attention heads in each
Transformers layer used in all configurations are two and four,
respectively.

Furthemore, in order to evaluate the effectiveness of using
Vietnamese pretrained language models as dense featurizers,
we have also used a DIETClassifier model with no dense
featurizer and compared its performance with the above two
DIETClassifier models.

c) Training configuration

In experiments evaluating VA, we have trained DIETClas-
sifier model on training dataset for 100 epochs with batch size
of 16 and the learning rate of 0.001. The loss function we used
to optimize the model is Cross Entropy and the optimizer used
to adjust the learning process is AdamW optimizer.

In experiments evaluating the multi-intent handling mod-
ule, we have trained Sentence-BERT model on training dataset
for 20 epochs with batch size of 16 and the learning rate of
0.25×10−4. The loss function we used to optimize the model
is Mean Square Error and the optimizer used to adjust the
learning process is AdamW optimizer. Furthermore, to evaluate
the contribution of the context retrieval model, we have also
used a LLM (called Baseline) with static contexts, containing
three single-intent commands and four multi-intent commands,
and compared it with LLMs using the above context retrieval
model.

2) Evaluation metrics

a) VA evaluation metrics

The two tasks used to evaluate performance of NLU
module are IC and EE. Two main metric used in two tasks
are Accuracy and F1.

b) Multi-intent handling evaluation metrics

Firstly, to evaluate the training process of context retrieval
model when being trained on different STS training datasets,
we have used Spearman’s rank correlation coefficient. Sec-
ondly, in the experiment evaluating the overall performance of
multi-intent handling module, we have used various metrics.

Secondly, to evaluate the output single-intent commands
of the module, we have concatenated the two lists of output

§https://huggingface.co/facebook/fasttext-vi-vectors

single-intent commands and ground-truth single-intent com-
mands with the special token “¡SEP¿” into two single strings
and used BLEU [3] and ROUGE [22]. Furthermore, we have
also used 2 metrics named Split Accuracy (SACC) and Exact
Match (EM) proposed by [28]. In the original paper, SACC
is used to measure the ratio of correct command splitting and
computed the following Eq. (3):

SACC =
1

n

∑
1≤i≤n

I
(len(Q(i)

pred)=len(Q(i)
ref ))

(3)

Where n is the number of samples, Q
(i)
pred and Q

(i)
ref are

the ith predicted and references single-intent command list,
respectively. As for EM, [28] considered the correct result if
the predicted command is exactly the same as the reference
one:

EM =

∑
i

∑
j F (Q

(ij)
pred, Q

(ij)
ref )∑

1≤i≤n len(Q
(i)
ref )

(4)

Where Q
(ij)
pred and Q

(ij)
ref are the jth predicted single-intent

command and ground-truth single-intent command in the ith

sample in the evaluation dataset. The function F (Q
(ij)
pred, Q

(ij)
ref )

in the above equation is the indicator function:

F (Q
(ij)
pred, Q

(ij)
ref ) = I

(Q
(ij)
pred=Q

(ij)
ref )

(5)

However, applying the metric EM directly in our experi-
ment is not suitable. We have seen that our merging methods
only retain the essential information of the merged single-
intent commands (considered as ground-truth commands in an
evaluation sample) and get rid of their writing style, e.g. for-
mal, informal, or even humorous, in the resulting multi-intent
command. As a result, the output single-intent commands that
are predicted by the multi-intent handling module are mostly
different from the ground-truth, which means the metric EM
cannot make an accurate evaluation. As a result, apart from EM
metric, we proposed a new metric called proportional match
(PM), which modifies the F function in EM. This new metric
is used to measure the accuracy in the essential information
of predicted single-intent commands. The F function in the
metric is computed by Eq. (6):

F (Q
(ij)
pred, Q

(ij)
ref ) =


0 if

∃k ∈ D
(ij)
ref and

D
(ij)
refk

̸= NULL and

D
(ij)
refk

̸= D
(ij)
predk

1 otherwise

(6)

Where D
(ij)
pred and D

(ij)
ref are the dictionaries containing

the intents and entity values extracted from Q
(ij)
pred and Q

(ij)
ref

respectively by the VA (trained on the overall dataset). k is the
key in D

(ij)
pred and Dij

ref . The condition that D(ij)
ref ̸= NULL

is set to get rid of abundant information, which appears very
common in almost every sample of the evaluation dataset.
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C. Experimental Results

1) VA experimental result

We conducted an evaluation of all three DIETClassifier
models that are trained on the same NLU40 training dataset
on the NLUtest testing dataset. The DIETpB+BOW is chosen
for our proposed method (called Our model). The results are
shown in Table IV.

TABLE IV. RESULT OF DIETCLASSIFIER MODELS ON NLUtest

Model IC EE
F1 Acc F1 Acc

Our model 0.93 0.93 0.96 0.98
DIETFt+BOW 0.92 0.92 0.96 0.98
DIETBOW 0.92 0.92 0.95 0.97

Table IV shows our model achieved the best performance
for both IC and EE tasks on the NLUtest.

In order to know the quality of the our semi-automatically
built datasets, we used Our model to train on NLU datasets.
The results are shown in Table V.

TABLE V. RESULTS OF DIETpB+BOW MODEL ON NLUtest

Training dataset IC EE
F1 Acc F1 Acc

NLU40 0.93 0.93 0.96 0.98
NLU50 0.94 0.93 0.96 0.98
NLU60 0.94 0.93 0.97 0.98
NLU70 0.95 0.95 0.97 0.98
NLUtrain 0.96 0.96 0.97 0.99

2) Multi-intent handling experimental result

Fig. 9 shows the result of three sentence-BERT on STSvalid

throughout their training processes.

Tables VI and VII show the BLEU, ROUGE SACC, EM
and PM score of the multi-intent handling module using
static contexts and different context retrieval models. The
SBERTfew−shotCOT is chosen in our proposed method.

D. Discussion

1) Our semi-automatically data built method and VA

Table V shows that the model is trained on the training
dataset NLU40 includes 180 samples made manually and 1260
samples made by our proposed method that achieved a 0.93
F1 and Acc score in the IC task and a 0.96 F1 and 0.98 Acc
score in the EE task. This demonstrates that our data is of high
quality, and the VA we made works so well.

The dataset NLUtrain is made by adding 1440 samples
is built by our proposed method to NLU40. The model is
trained on NLUtrain achieved F1 and Acc score are higher
than the model is trained on demonstrates our proposed
semi-automatically data building method is a good method.
Especially its ability to update itself with new data to become
better.

2) Multi-intent handling experiment

In the first experiment evaluating the performance of
sentence-BERT models on STSvalid throughout their training
process shown in Fig. 9, it can be clearly seen that the best
performance that all three models can achieve converges at
a result of 0.82. Their convergence speeds, however, differ
greatly from each other. The model SBERTzero−shot trained
on STSzero−shot dataset converges much slower than the
other two sentence-BERT models when needing about 100
training steps to converge compared to just about 30 to 50
training steps of SBERTfew−shot and SBERTfew−shotCOT .
The reason for its slow convergence speed is because its
training dataset STSzero−shot is built from the context dataset
Contextzero−shot which has plenty of false multi-intent com-
mands. Fig. 10 shows some examples of these kinds of
commands in the Contextzero−shot dataset.

The false multi-intent commands shown in the “merged
multi-intent commands” column in the Table X are actu-
ally single-intent commands. When this kind of command is
matched with true multi-intent commands in the dataset, it
will make the false sample in the STS dataset used to train
the context retrieval dataset, thus making the training process
of the model divergent.

In the second experiment shown in Tables VI and VII
which evaluates the performance of multi-intent handling mod-
ule when using trained context retrieval models compared to
using static contexts with various metrics, it can be clearly
seen that the performance of multi-intent handling module
using trained context retrieval models is relatively higher than
one of multi-intent handling module using static context in
every metric, emphasizing the great contribution of context
retrieval models trained on STS training datasets to the per-
formance of multi-intent handling module. In Table VI, the
difference in ROUGE in BLEU metric between the worst-
performing model (Baseline model) and the best-performing
model (SBERTfew−shotCOT ) is not really notable, ranging
around 0.02 and 0.04. We hypothesize that we have concate-
nated the output single-intent command list into a single string
and evaluated on this concatenated string so that the evaluated
strings of different models may be similar to each other in
some substrings. The results in SACC, EM and PM metrics
shown in Table VII, on the other hand, see a significant gap
between the worst-performing and the best-performing model,
ranging from 0.04-0.05. Furthermore, what we can clearly see
in that table is that the gap between the results of multi-intent
handling module using a trained context retrieval model is
pretty trivial, indicating that with contexts that are relatively
similar to the user’s input, the LLMs can accurately split the
input into single-intent commands in terms of intent and assign
the correct information to each of the output commands.

To investigate the capability of multi-intent handling in
single-intent and multi-intent command detection, we have
conducted two additional experiments for the module with
different configurations on single-intent commands and multi-
intent commands separately. The Tables VIII and IX show the
results in SACC metric of the two experiments.

In Table VIII, the multi-intent handling module using
SBERTzero−shot as context retrieval model archives the worst
result, even much worse than the Baseline module. This
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Fig. 9. Spearman’s correlation coefficient of three sentence-BERT models trained on three different STS datasets

TABLE VI. ROUGE AND BLEU SCORE OF MULTI-INTENT HANDLING MODULE USING STATIC CONTEXTS AND DIFFERENT CONTEXT RETRIEVAL
MODELS

Model ROUGE-1 ROUGE-2 ROUGE-L ROUGE-S BLEU
Baseline 0.87 0.81 0.84 0.84 0.7
SBERTzero−shot 0.89 0.83 0.85 0.85 0.74
SBERTfew−shot 0.89 0.83 0.86 0.86 0.74
SBERTfew−shotCOT 0.9 0.84 0.86 0.86 0.75

TABLE VII. SACC, EM AND PM OF MULTI-INTENT HANDLING
MODULE USING STATIC CONTEXTS AND DIFFERENT CONTEXT

RETRIEVAL MODELS

Model SACC EM PM
Baseline 0.87 0.75 0.83
SBERTzero−shot 0.93 0.79 0.87
SBERTfew−shot 0.90 0.79 0.86
SBERTfew−shotCOT 0.92 0.79 0.87

TABLE VIII. THE RESULT IN SACC METRIC ON SINGLE-INTENT
COMMANDS OF THE EVALUATION DATASET

Module SACC Score
Baseline 0.93
SBERTzero−shot 0.85
SBERTfew−shot 0.94
SBERTfew−shotCOT 0.96

TABLE IX. THE RESULT IN SACC METRIC ON MULTI-INTENT
COMMANDS OF THE EVALUATION DATASET

Module SACC Score
Baseline 0.87
SBERTzero−shot 0.94
SBERTfew−shot 0.91
SBERTfew−shotCOT 0.92

is due to the false multi-intent commands in its context
database, as mentioned in Fig. 10. That makes the model
likely to retrieve true multi-intent commands when receiving
the single-intent command of the user, leading to the wrong
segmentation. In contrast, the multi-intent handling module
using SBERTzero−shot as context retrieval model achieves the
best result, and the gap between the modules using trained
context retrieval models is relatively trivial. This is due to the
majority of multi-intent commands in the evaluation dataset
being simple commands that have single-intent commands
linked by linking words and punctuation, which appear very
common in all three context datasets. The remaining multi-
intent commands in the evaluation dataset, however, have
information interleaved or even tricky to assign to an intent.
The Contextzero−shot context dataset can have many complex
multi-intent commands due to the lack of reference examples
in the Zero-shot merging method, which is used to generate
multi-intent commands in that dataset, thus making LLMs
likely to generate out-of-the-box commands with no limit.

V. CONCLUSION

In this work, we have proposed the effective method for
recognizing multi-intent commands in low-resource languages
and respond to SF in doing the drawing task. In the phase
of data building, we proposed a semi-automatic data building
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Fig. 10. False multi-intent commands in the Contextzero−shot dataset.

method. Applying it to the Vietnamese language, we built an
intent list including 36 intents, an entity list including 31 en-
tities, and the labeled Vietnamese command corpus including
3240 commands. In the phase of generating the JSON file, we
proposed the method that separates the multi-intent command
from the user’s command into single-intent commands to be
better understood by the VA, from which it supports more
effectively for SF. Our labeled command corpus and the open
source code of the splitting tool are shared with the research
community. In the future, we will continue to research and
improve our data construction method and extend it to some
low-resource languages. Furthermore, we will conduct research
to improve the capabilities and accuracy of the VA problem.
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APPENDIX

Table X shows all intent labels we have used in our dataset and their meanings.

TABLE X. THE INTENT LABELS AND THEIR MEANING

Intent Meaning
select all object The user wants to select all object (with optionally the same properties) on the

interface of the SF
exit select The user wants to give up selecting some (or all) selected objects (with optionally

the same properties) on the interface of the SF
delete selected objects The user wants to delete some (or all) selected objects (with optionally the same

properties) on the interface of the SF
selected area The user wants to select all objects (with optionally the same properties) in an area

defined by a pair of coordinates on the interface of the SF
rotate left The user wants to rotate a specific object on the interface of the SF to the left side
rotate right The user wants to rotate a specific object on the interface of the SF to the right

side
horizontal flip The user wants to flip a specific object on the interface of the SF horizontally
vertical flip The user wants to flip a specific object on the interface of the SF vertically
move left The user wants to move a specific object on the interface of the SF to the left side
move right The user wants to move a specific object on the interface of the SF to the right

side
move up The user wants to move a specific object on the interface of the SF upward.
move down The user wants to move a specific object on the interface of the SF downwards.
color background The user wants to paint the background of a specific object on the interface of the

SF by a specific color.
color foreground The user wants to paint the foreground of a specific object on the interface of the

SF by a specific color.
change width The user wants to change the width of a specific object on the interface of the SF.
change height The user wants to change the height of a specific object on the interface of the SF.
change length The user wants to change the length of a specific object on the interface of the SF.
change radius The user wants to change the radius of a specific object on the interface of the SF.
change top The user wants to move a specific object on the interface of the SF in the vertical

direction so that its new position is a certain distance from the top border of the
interface of the SF.

change left The user wants to move a specific object on the interface of the SF in the horizontal
direction so that its new position is a certain distance from the left border of the
interface of the SF.

change right The user wants to move a specific object on the interface of the SF in the horizontal
direction so that its new position is a certain distance from the right border of the
interface of the SF.

change bottom The user wants to move a specific object on the interface of the SF in the vertical
direction so that its new position is a certain distance from the bottom border of
the interface of the SF.

draw line The user wants to draw a line on the interface of the SF. The information about
attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw circle The user wants to draw a circle on the interface of the SF. The information about
attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw ellipse The user wants to draw a ellipse on the interface of the SF. The information about
attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw rectangle The user wants to draw a rectangle on the interface of the SF. The information
about attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw square The user wants to draw a square on the interface of the SF. The information about
attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.
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draw rhombus The user wants to draw a rhombus on the interface of the SF. The information
about attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw parallelogram The user wants to draw a parallelogram on the interface of the SF. The information
about attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw trapezoid The user wants to draw a trapezoid on the interface of the SF. The information
about attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

draw arrow The user wants to draw an arrow on the interface of the SF. The information about
attributes of the object is optionally provided. Any attributes with no provided
information will be set to its default value.

copy selected objects The user wants to copy all selected objects (with optionally the same properties)
to the clipboard.

cut selected objects The user wants to cut all selected objects (with optionally the same properties) and
save them into the clipboard.

paste The user wants to paste the object saved in the clipboard to a certain position on
the interface of the SF.

undo The user wants to undo the task.
redo The user wants3 to redo the task.

Table XI shows all entity labels which are grouped into entity groups with their meanings.

TABLE XI. ENTITY LABELS AND THEIR MEANINGS

Entity group Entity Meaning
Object (used to label
phrases describing
attributes of the object)

object—shape Indicates the shape of the object

object—width Indicates dimensions like the upper base of a trapezoid,
radius of a circle, width of a rectangle, etc.

object—height Indicates the height of various shapes such as triangles
and parallelograms

object—length Indicates the length of various shapes like rectangles,
arrows, etc.

object—color Indicates the color of the object
object—thickness Indicates the thickness of the object’s border

object—destination Indicates the end point of a line (e.g. center of the
screen or top left corner)

object—angle Indicates the value of the angle at the top left corner of
the object

object—destination x Indicates the x-axis of the end point of the line
object destination y Indicates the y-axis of the end point of the line

Value (used to label
phrases indicating
essential parameters for
specific tasks)

value—color Indicates the color for tasks like ”color background”
and ”color foreground”

value—change Indicates changes to the size of an object (e.g. increase,
decrease, set new value)

value—move Indicates the distance between the new and old positions
of the object

value—angle Indicates the angle for rotating the object (e.g. “ro-
tate left”, “rotate right”)

Position (used to label
phrases indicating the
position of the object)

position—source Indicates the current position of the object, like “top left
corner” or “center of the screen”

position—source x Indicates the x-axis of the current position of the object

www.ijacsa.thesai.org 1291 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

position—source y Indicates the y-axis of the current position of the object

position—destination Indicates the target position for tasks like “paste” or
selecting an area

position—destination x Indicates the x-axis of the target position
position—destination y Indicates the y-axis of the target position
position—center Indicates the center of the object
position—center x Indicates the x-axis of the object’s center
position—center y Indicates the y-axis of the object’s center

Selected area (used for
“select area” tasks) selected area—height Indicates the height of the selected area

selected area—width Indicates the width of the selected area
selected area—length Indicates the length of the selected area

Change action (used for
resizing objects) change action—increase Indicates that the user wants to increase the size of the

object

change action—decrease Indicates that the user wants to decrease the size of the
object

change action—set Indicates that the user wants to set a new size for the
object

Aspect aspect Used to compare an object with others based on features
like size or length

Comparison comparison Used to label phrases that compare objects (e.g. “bigger
than”, “equal to”)
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Abstract—Steganography is a technique used to hide data
within an image or audio in order to maintain the secrecy of the
message being communicated. There are several methods used in
steganography to achieve this, but commonly, the data hiding is
between the same stego-entity, such as an image with an image or
audio with audio. One drawback of hiding data within the same
entity is that once the security is compromised, one may be able to
access the particular data. Therefore, this research proposes hiding
audio within an image. The first step is to transform the audio into
a hexadecimal value. Next, the hexadecimal value is hidden within
the shortened uniform resource locators. The uniform resource
locators are concatenated, shuffled, and converted into a quick
response code. Finally, the quick response code is embedded into
an image. The simulation results show the successful hiding of the
audio message within the image, while maintaining the security
and confidentiality of the hidden messages.

Keywords—Steganography; image steganography; audio
steganography; data hiding; stego-entity

I. INTRODUCTION

As the rapid growth of the Internet and the bandwidth
continues, cryptography is responsible for ensuring secure com-
munication over insecure interconnected networks, guaranteeing
transmission privacy and authentication [1], [2]. There are two
common methods for sending secret messages: data encryption
[3] and data hiding [4], [5]. In the case of an encrypted
message, only the intended recipient can view the message by
decrypting it with a secret key. Even if an attacker obtains the
encrypted message, they will be unable to decipher the content.
However, if the key is revealed to the public or stolen by the
attacker, the message can be compromised [6]. Data hiding, or
steganography, which falls under the cryptography umbrella, is
another technique that is widely used to hide secret messages
within harmless messages in a way that prevents attackers from
detecting the existence of the secret message.

Generally, data hiding includes the process of generating
a stego-image (embedding payload into the image), while
extraction is the process of viewing the payload from the
stego-image [5]. The security level of the stego-image is based
on its similarity to the original image, making it difficult for
unintended observers to be aware of the existence of the hidden
secret message. There are two common types of steganography:
audio steganography and image steganography.

Image steganography [8], [9], [10] refers to the process of

hiding data within an image file. The image selected for this
purpose is known as a cover image, and the image obtained after
steganography is called a stego-image. The least significant bit
(LSB) technique is one of the simplest approaches by replacing
the LSB of each pixel in the cover image with a piece of the
hidden data [11], [12]. Since it only involves one bit change in
a pixel, the stego-image appears identical to the original image.
Hence, these changes will be hard to detect by the human eye,
which is not sensitive.

Audio steganography is a technique of inserting hidden
messages within sound files [13], [14], [15]. Users can insert
a secret message into the audio by manipulating the binary
sequence of the file, like adjusting its length or making subtle
changes to its structure. This is undetectable to the human
senses, as human are not sensitive to the small changes.
Common audio steganography sound file formats to date include
waveform audio file format (WAV), audio units (AU), and
MPEG audio layer 3 (MP3) [16]. The process of embedding
secret messages in digital sound is typically more complex
than embedding messages in other forms of media, such as
digital images.

However, information shared online by individuals often
faces various risks, such as being maliciously intercepted by
third parties or misused in terms of ownership. Steganography
offers effective solutions to address these issues. The objective
of this research is to develop and evaluate audio steganography,
which conceals audio within images, to enrich people’s compre-
hension beyond the traditional methods of steganography. The
significance of utilizing both image and audio steganography
lies in taking advantage of the lack of sensitivity of the
human ear and eye to subtle changes, which makes it easier to
hide communication information and enhances security [17],
[18]. This will aid in protecting communication privacy and
preventing unauthorized access to the information.

The remainder of this paper is organized as follows: Section
II presents the literature review. Section III shows the proposed
AudioMag. The AudioMag simulation is shown in section IV.
Section V contains the result discussions. Finally, Section VI
concludes the paper.

II. LITERATURE REVIEW

Steganography is a technique of hiding secret information in
a host, such as an image, audio, or video. The secret information
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is known as payload which could be a message, image, or
audio. Steganography ensures that this hidden information is
not noticeable to anyone who is not specifically looking for
it. Therefore, individuals are able to transmit confidential data
without raising suspicion through steganography. There are three
common techniques for steganography: image steganography
and audio steganography.

A. Image Steganography

Vleeschouwer, et al. proposed a method for embedding the
payload into the stego-image based on patchwork theory, which
has certain robustness against JPEG loosely compression [7].
Loosely compression meant that even though the image being
compressed, there will be loss of some information, but with
this proposed method, they still are able to retrieve back the
payload. The image is divided into two zones. The histogram of
each zone is mapped to a circle where it is the place to allocate
the payload. That is, each bit of the payload is associated with
a group of pixels, for example a block in an image, and then
the payload is map into the associate zones. The embedding
process hides the payload by changing the whole pixel value
of the image. This algorithm suffers from the salt-and-pepper
noise. To overcome this problem, this algorithm is suitable for
small size of payload with multi-tone image and not suitable
for halftone images.

Honsinger’s group patent the data hiding technique used
for fragile authentication [8]. The method that they carried
out is based on adding the payload to original image, pixel
by pixel using modulo 256 additions to form the stego-image.
This method is comfortable only for those payloads with the
capacity in category from 1k to 2k bits. Overall, the process of
embedding the payload can be described in two mathematics
equation, the first one as I ′(x, y) = I(x, y) + αM(x, y) ∗
C(x, y), this formula is used to find the location of payload in
original image, where and I ′(x, y) is the location of payload in
the image, αM(x, y) ∗ C(x, y) denotes as payload coordinate
and I(x, y) as location of original image. While the second
equation is Iw = (I+W ) mod 256, Iw denotes marked image,
I original image, W is the payload comes from the hash
function of the original image and the modulo 256 addition
ensures that the modified image values are always be in the
same range as the original image values. By using these two
equations, with first equation they find the location in original
image then second equation responsible in avoiding over or
underflow happens in stego-image. This technique changes the
entire pixel value of the original image, hence, stega-image
suffers salt-and-pepper noise.

Chandran and Khoushik compared the efficacy of LSB,
discrete cosine transform (DCT), and discrete wavelet transform
(DWT) techniques in the context of steganography [9]. The
findings indicated that the DCT technique demonstrated superior
performance when compared to both LSB and DWT methods.
The evaluation was centered on the quality of the stego-image
and the original cover image. Limitations of each approach
were highlighted, with the LSB method showing weaknesses in
terms of invisibility and robustness, the DCT method lacking
robustness, and the DWT method exhibiting lower PSNR values
and higher MSE.

Moon and Kawitkar proposed data hiding by using four
LSB (4 LSB) substitution method and password for advance

security [10]. With the protection layer by using password, the
user only can view the payload with correct password. Without
the password, the user only can get back the cipher text which
is the junk characters. And this technique can embed large size
of payload. But, stego-image is suffer with noise as well if
the original image is halftone image, thus the attackers easily
notice that particular image is the stego-image then he can
break the password to get the payload.

There are many researchers [11], [12] tend to use LSB
method for concealing data by utilizing the least significant
bit of the cover image, making it imperceptible to the naked
eye. However, this technique is deficient in terms of limited
payload capacity.

B. Audio Steganography

Biswajita Datta et al. [13] presented an innovative method
that employs LSB encoding across multiple layers, allowing
for the simultaneous embedding of two data bits into the
cover media to increase stego-audio capacity. The extraction
procedure entails bitwise operations, adding complexity to
interpreting the data without understanding these operations.
Furthermore, techniques such as bit adjustment and flag setting
are utilized to maintain the perceptual transparency of the
stego-audio.

Sayed et al. [14] investigates the integration of two distinct
steganography methods in a multi-level steganography frame-
work. The initial method entails concealing a message in an
audio cover through a modified LSB technique, whereas the
second method involves concealing a second message in the
output of the first level using a phase coding approach. The
stego-audio file that results contains two audio covers with
concealed messages.

Nugraha explores the utilization of steganography in audio
data through the direct sequence spread spectrum technique
which transmitting hidden messages via radio waves, where the
message is carried by a noise-like wave [15]. This technique
can be adapted for concealing messages within audio data,
where the embedded information will manifest as noise. The
proposed method requires a key to embed messages within the
noise, generating a pseudo-noise waveform. Prior to embedding,
the information to be hidden must first be modulated using this
pseudo-noise signal.

C. Image Processing Methods

1) Discrete Wavelet Transform: Discrete wavelet transform
(DWT) decomposes an image into a sequence of images with
different spatial resolutions. Fig. 1 shows how the image
is decomposed into the first level, resulting in ‘LL’, ‘LH’,
‘HL’ and ‘HH’. The second level is then applied to the low
frequency ‘LL’ only, where ‘L’ represents low frequency bands
and ‘H’ represents high frequency bands. Threshold is applied
to the wavelet coefficients in the high frequency levels, as the
noise present in the low frequency wavelet coefficients will
be averaged out. This calculation can effectively reduce noise
without significantly distorting the underlying signal [19].

2) Discrete Cosine Transform: Discrete cosine transform
(DCT) converts a series of pixels in an image into a series of
frequency domain coefficients [20]. Eq. (1) computes the (i, j)
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Fig. 1. 2D-DWT with 2-Level decomposition.

entry of the DCT of an image, where i and j are the coordinates
of the transformed image. The p(x, y) is the x and yth element
of the image, and N is the size of the block calculated by the
DCT. Eq. (2) represents a normalization constant.

Lorem ipsum dolor sit amet, consectetuer adipiscing elit.
Ut purus elit, vestibulum ut, placerat ac, adipiscing vitae, felis.
Curabitur dictum gravida mauris. Nam arcu libero, nonummy
eget, consectetuer id, vulputate a, magna. Donec vehicula augue
eu neque. Pellentesque habitant morbi tristique senectus et netus
et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra
metus rhoncus sem. Nulla et lectus vestibulum urna fringilla
ultrices. Phasellus eu tellus sit amet tortor gravida placerat.
Integer sapien est, iaculis in, pretium quis, viverra ac, nunc.
Praesent eget sem vel leo ultrices bibendum. Aenean faucibus.
Morbi dolor nulla, malesuada eu, pulvinar at, mollis ac, nulla.
Curabitur auctor semper nulla. Donec varius orci eget risus.
Duis nibh mi, congue eu, accumsan eleifend, sagittis quis, diam.
Duis eget orci sit amet orci dignissim rutrum.

Y (i, j) =
1√
2K

C(i)C(j)

k−1∑
x=0

k−1∑
y=0

p(x, y)∗

cos

[
(2x+ 1)iπ

2K

]
cos

[
(2y + 1)iπ

2K

]
(1)

C(b) =

{
1√
2
, if b = 0

1, if b > 0
(2)

The equation computes the value of one specific entry (i,
j) in the transformed image by using the pixel values from
the original image matrix. For example, in the case of a 4 x 4
block image, the value of N is 4 and the range of x and y is
0 - 3. Therefore, Y (i, j) is determined based on Eq. (3).

Lorem ipsum dolor sit amet, consectetuer adipiscing elit.
Ut purus elit, vestibulum ut, placerat ac, adipiscing vitae, felis.
Curabitur dictum gravida mauris. Nam arcu libero, nonummy
eget, consectetuer id, vulputate a, magna. Donec vehicula augue
eu neque. Pellentesque habitant morbi tristique senectus et netus
et malesuada fames ac turpis egestas. Mauris ut leo. Cras viverra
metus rhoncus sem. Nulla et lectus vestibulum urna fringilla
ultrices. Phasellus eu tellus sit amet tortor gravida placerat.
Integer sapien est, iaculis in, pretium quis, viverra ac, nunc.
Praesent eget sem vel leo ultrices bibendum. Aenean faucibus.
Morbi dolor nulla, malesuada eu, pulvinar at, mollis ac, nulla.
Curabitur auctor semper nulla. Donec varius orci eget risus.
Duis nibh mi, congue eu, accumsan eleifend, sagittis quis, diam.

Duis eget orci sit amet orci dignissim rutrum.

Y (i, j) =
1√
8
C(i)C(j)

3∑
x=0

3∑
y=0

p(x, y)∗

cos

[
(2x+ 1)iπ

8

]
cos

[
(2y + 1)iπ

8

]
(3)

3) Singular Value Decomposition: Singular Value Decompo-
sition (SVD) manipulates the original image into three different
matrices as shown in Eq. (4) [21]. A is original M X N matrix,
U is the M X R matrix with orthonormal columns matrix, σ is
the R X R diagonal matrix of singular values, and V T is the
transpose orthonormal columns matrix with dimension of R X
N . It should be noted that, M , N , and R are the dimensions
of the original matrix A.

A = UσV T (4)

D. Caesar Cipher

Caesar cipher is one of the simplest and most widely known
encoding and decoding techniques. The encoding [see Eq. (5)]
and decoding [see Eq. (6)] techniques are based on a substitution
method where the letters of plaintexts are shifted backwards
(or forwards) by a fixed number (d) to produce encoding letters
[22].

c = p+ d mod n, (5)

p = c− d mod n, (6)

For example, when the letters of plaintext are based on
ASCII table, then the n value is 128. Let the “d” be 15 and
the plaintext is “Pe@C3”, the encoding process is shown in
Table I.

TABLE I. CAESAR CIPHER - ENCODING PLAINTEXT OF “PE@C3”

Plaintext 80 101 64 67 51

c = p + d mod 128 75 96 59 62 46

Ciphertext K ‘ ; > .

The decoding process is the reverse of the encoding process.
If the encoding of “d” is 15, then the value of “d” for decoding
is −15. Let’s decode the ciphertext of “K‘;¿.”, the complete
process is shown in Table II.

TABLE II. CAESAR CIPHER - DECODING CIPHERTEXT OF “K‘;¿.”

Ciphertext 75 96 59 62 46

p = c − d mod 128 80 101 64 67 51

Plaintext P e @ C 3
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III. PROPOSED AUDIOMAG STEGANOGRAPHY

The proposed AudioMag steganography data hiding tech-
nique involves hiding audio data within an image. This process
is illustrated in Fig. 2. Audio consists of time and amplitude,
modification must be made to the audio in order to embed it
into the image, which consists of the x-axis and y-axis. The
explanation is provided in 1. The algorithm outlines the specific
modifications and calculations that need to be performed on
the audio data in order to align it with the x-axis and y-axis
of the image.

Fig. 2. AudioMag steganography - audio hiding.

The proposed AudioMag steganography audio extraction
technique involves extracting the QR code from the stego-
image, reading the string of the QR code, manipulating the
string into hexadecimal value, and finally converting it into
audio. This process is illustrated in Fig. 3. The explanation is
provided in Algorithm 2.

Fig. 3. AudioMag steganography - audio extraction.

IV. AUDIOMAG SIMULATION

An audio recording is made using Realme UI 3.0. The
spoken text is “Cryptography” and lasts approximately 1 second.
The audio file is 41.5 kilobytes (kb) in MP3 format. The audio
is then converted into a hexadecimal value, as illustrated in
Fig. 4, resulting in a file size of 82.5kb. The hexadecimal
value is then divided into blocks, resulting in three blocks and
consequently, three shortened URLs.

Fig. 4. Fraction hexadecimal of the audio.

Each block hexadecimal value is prefixed with “http” at
front and suffixed with “.com” at back. A tinyurl website is
used to generate the shorten URL. The last eight characters
of each shortened URL are used and concatenated. The entire
string is “sn3mjvze5n6un8s2mwwefvc6”.

The ASCII is a character set with 128 characters, each
represented by seven bits. It includes the numbers 0-9, both
upper and lower case English letters from A to Z, and a selection
of special characters. The string “sn3mjvze5n6un8s2mwwefvc6”
is consider input plaintext which is shuffled using the Caesar
cipher. The key for the Caesar cipher is “-5” and modulus 128,
resulting in the output ciphertext “ni.hequ‘0i1pi3n-hrr‘aqˆ1”.
This output ciphertext is used to generate the QR code. The
generated QR code is in “.png” format, with dimensions of
414 x 414, and a file size of 1.29kb bytes, as shown in Fig. 5.

Fig. 5. QR code consists shuffled URL string.

Next, the generated QR code is embedded into an image
(see Fig. 6a) and results the embedded image (see Fig. 6b).
The size of the original image and embedded image is in “.jpg”
format, with dimensions of 5109 x 3400 and a file size of
1.71mb. With the naked eye, it is hard to notice the difference
between the original image and the stego-image, as only a
single bit is changed per pixel, as shown in Fig. 6.

To retrieve the audio one first needs to extract the QR code
from the embedded image. The extracted QR code, shown in
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Algorithm 1 AudioMag steganography - data hiding

Require: Input: Audio, Original image.
1: Audio is converted into hexadecimal, the size of audio hexadecimal is denoted as la.
2: The audio hexadecimal la is divided into block, each block hexadecimal is 32 kilo byte (kb). The last block can be less than

32kb.
3: Each block’s hexadecimal value is prefixed with “http” at front and suffixed with “.com” at back. The entire string is then

used to generate a shortened uniform resource locator (URL).
4: The last eight characters of each shortened URL are used, concatenated, and shuffled. The shuffling step is based on the

Caesar cipher, with the modulus size based on the total number of ASCII characters, which is 128.
5: The shuffled string is converted into a quick response code (QR code). The QR code is in two dimensions, the size is M x

N , where the values of M x N are fixed as 414 x 414. Maximum string embedded into the QR code is 140 bytes.
6: Flatten the QR code. Converts the flatten QR code value into binary, we denoted it as qr.
7: Retrieves the original image. Note that the original image must be at least eight times larger in dimensions than the QR code.
8: Obtains red, green and blue (RGB) of original image.
9: Transforms RGB of original image into brightness and color (YUV).

10: Decomposes the YUV original image into four sub-images via discrete wavelet transform (DWT). The sub-images are known
as approximation (cA), horizontal (cH), vertical (cV), and diagonal (cD) respectively. The size for each sub-image is M

2 x N
2 .

11: The cA is further divided into 4 x 4 block via discrete cosine transform (DCT), we denote the number of block as b.
12: for i← 1 to b do
13: The block of cA, bi is decomposed via singular value decomposition (SVD), the return value (S) contains singular values.

One bit data of qri is embed into the first singular value.
14: end for
15: Reconstructs cA via inverse discrete cosine transform (IDCT).
16: Converts the embedded cA together with cH, cV and cD into YUV data via inverse wavelet transform (IDWT).
17: Transforms YUV data into RGB.
18: Output: Stego-image.

(a) Original image. (b) Stego-image.

Fig. 6. Original image and stego-image.

Fig. 7, is in “.png” format with dimensions of 414 x 414 and
a file size of 83.6kb. One may observe noise, but the QR code
content remains.

Fig. 7. Extracted QR code from stego-image.

The ciphertext “ni.hequ‘0i1pi3n-hrr‘aqˆ1” is decoded using
Caesar cipher with decoded key of“+5” and modulus 128,
resulting in the string “sn3mjvze5n6un8s2mwwefvc6”. This
string is divided into three sub-strings, with each sub-string
containing eight characters. Each sub-string is prefixed with

“https://tinyurl.com/” to complete as URL. Place the URL in
a web browser and navigate to it; it will display a long URL
string. Remove the prefixed “http” and suffixed “.com”, and
you will get the hexadecimal value. Repeat this process for
each sub-string. Finally, concatenate all the hexadecimal values
to recover the audio.

A. Robustness of Stego-image

This section examines the robustness of stego-images, as
shown in Table III. The rationale behind this experiment is to
determine if stego-images can be sabotaged, yet still be able to
extract the embedded QR code. To assess this risk, two potential
scenarios were investigated: 1) when the stego-image is masked,
and 2) when the stego-image is cropped. The findings show that
the QR code can be extracted from manipulated stego-images,
even when subjected to higher levels of noise compared to the
results depicted in Fig. 7. It is noted that the information in the
QR code remains readable. This means the proposed method
maintains the integrity of the embedded data indirectly.

V. RESULT AND DISCUSSION

The proposed method for concealing secret audio in an
image begins by converting the audio into hexadecimal values,
which are then split into fixed 32kb strings. The strings are
hidden using shortened URLs, with the last eight characters of
each URL concatenated. This means that each shortened URL’s
size is 8 bytes. The concatenated string is shuffled using a
Caesar cipher and the resulting shuffled string is used to create
a 414 x 414 QR code. Lastly, the QR code is embedded into
the image. Note that the image must be at least eight times
larger than the QR code; therefore, the minimum size of the
image is 3319 x 3319.
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Algorithm 2 AudioMag Steganography - Data Extraction

Require: Input: Stego-image.
1: Obtains RGB of stego-image.
2: Decomposes the RGB stego-image into four sub-images via DWT. The sub-images cA, cH, cV, and cD respectively. The size

for each sub-image is M
2 x N

2 .
3: The cA is further divided into 4 x 4 blocks via DWT, we denoted the block as b.
4: for i← 1 to b do
5: The block of cA, bi is decomposed via DCT.
6: Flatten the output of DCT into one-dimensional array and then indexed it, such that Dj , where j ∈ 0, 1, 2, 3.
7: The indexed array is rearranged back into a 4*4 shape.
8: Performs SVD on the rearranged array.
9: Obtains first singular value (S0) by extracting the first value of S0.

10: Calculates binary data extraction.
11: for j ← 1 to 3 do
12: Obtains first singular value (Sj) by extracting the first value of Sj .
13: Calculates binary data extraction and merge with Sj−1.
14: end for
15: Calculate the average extracted bit information.
16: end for
17: Each mean bit block is multiplied by 255 to convert the normalized pixel value into the actual pixel representation so that it

can correctly represent color or brightness in the image.
18: Retrieves the QR code.
19: Read the string in the QR code.
20: Decodes the string using Caesar cipher.
21: The decipher string is divided into eight characters sub-strings. We denoted the number of sub-strings as ls. Let’s an empty

string is stringsub.
22: for i← 1 to ls do
23: Each sub-string is prefixed with “https://tinyurl.com/” and navigated to in a web browser.
24: The web browser will show the long URL string, removes the prefixed “http” and suffixed “.com”. We denoted it as

URL′.
25: Concatenate the URL′ into stringsub, such that stringsub = stringsub||URL′.
26: end for
27: Convert the stringsub into audio.
28: Output: Audio.

TABLE III. ROBUSTNESS OF STEGO-IMAGE

Case Stego-image QR code

1

2

The 414 x 414 QR code can only contain a maximum
of 140 bytes of a string. According to the simulation, the
audio file size is approximately 41kb per second. Once the
audio is converted into hexadecimal values, the total size of the
hexadecimal values is 82kb, resulting in a total of 24 bytes for
three different URLs. This implies that the maximum amount

of secret audio that can be embedded in a single image of
minimum size 3319 x 3319 is roughly six seconds worth of
secret audio. The six seconds secret audio consists of 492kb
hexadecimal values, resulting in a total of 128 bytes for three
different URLs.

The proposed method embeds the QR code into the an
image via DWT, DCT, and SVD, based on the simulation, the
original image (see Fig. 6a) appears similar to the stego-image
(see Fig. 6b). This ensures that the hidden QR code (also known
as converted secret audio) is invisible to the naked eye.

However, a flaw occurs when extracting the QR code from
the stego-image (see Fig. 7); noise appears in the extracted QR
code due to its high robustness. High robustness in this case
means that even if the stego-image is corrupted, we can still
retrieve the QR code as being discussed in Section IV-A. The
noise, however, does not affect the efforts to retrieve the shuffled
string stored in the QR code. Therefore, we can successfully
decode the shuffled string and ultimately recover the secret
audio.

VI. CONCLUSION AND FUTURE WORK

Audio steganography is a covert communication technique
that involves embedding secret information within an audio
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signal, making it undetectable to the human ear. Image
steganography is a technique used to hide secret messages
within an ordinary images. Our innovative approach, AudioMag,
converts audio data into hexadecimal format and then encodes
it into a QR code. This QR code is subsequently inserted
into an image, offering a beyond than traditional secure way
to transmit hidden information, thereby preventing potential
attackers from detecting the concealed audio message.

The effectiveness of this method lies in the fact that the
proposed algorithm has been successful in converted audio into
the QR code while preserving the similarity between the stego-
image and the original image. This added layer of security helps
to ensures that the hidden audio message remains undetectable
by eavesdroppers. Hence, preserving the confidentiality of the
transmitted data over digital channels.

However, one limitation of our design is that it only
allows for embedding audio up to a maximum of six seconds.
Therefore, as future work, we plan to design the QR code
dimensions in a more flexible manner, allowing for the
embedding of longer strings. This means that we will be able
to record arbitrary lengths of audio to embed into the image.
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Abstract—By the end of December 2019, the novel coronavirus
2019 (COVID-2019), became a world pandemic affecting the
respiratory system. Scientists started investigating using Deep
Learning and Convolutional Neural Networks (CNNs) to detect
COVID-19 using Chest X-rays (CXRs). One of the main diffi-
culties researchers reported in the detection of lung diseases is
the fact that radiographic images can tell that the lungs are
abnormal, but they might miss specifying the type of pneumonia
exactly. Only the expert radiologist can tell the difference based
on patches shapes and distribution on the affted lungs. Also
CNN’s require big datasets to provide good results. When new
pandemics spread, The limited benchmark datasets for COVID-
19 in CXR images, especially during the onset of the pandemic,
is the main motivation of this research. In this research, we will
introduce the use of Vision Transformers (ViTs). We consider an
updated version of ViT called Compact Transformer (CT) which
was proposed to reduce the expansive computations of the self-
attention mechanism in ViT and to escape the big data paradigm.
As a contribution of this study, We propose using a Hybrid
Compact Transformer (HCT) in which a pretrained CNN is used
in place of the convolutional layers in CT. Hence, with the hybrid
model design, we aim to combine the localization power of CNNs,
with the generalization power (attention mechanism or distanced-
pixel relations) of ViTs. Based on experimental results using
different performance metrics, the Hybrid Compact Transformer
is shown to be superior over Compact Transformers and Transfer
Learning models. Our proposed technique enjoys the benefits of
both worlds; a faster training of the model due to TL with CNNs
and reduced data requirements due to CT. Combining localized
filters of CNNs and the attention mechanism of CT seems to
provide a better discrimination between common pneumonia and
Covid-19 pneumonia.

Keywords—Deep convolutional neural network; CXR chest X-
Ray; COVID-19 pneumonia; vision transformers; compact convo-
lutional transformer; hybrid compact transformer

I. INTRODUCTION

At the end of December 2019, there was a cluster of
Pneumonia cases discovered in the city of Wuhan. By the
end of January 2020, the World Health Organization (WHO)
announced that the disease had become a world pandemic
caused by Severe Acute Respiratory Syndrome Corona Virus-2
(SARS-CoV-2), commonly called COVID-19.

The test that is mostly used to detect COVID-19 infection
is the Reverse-Transcription polymerase chain reaction (RT-
PCR) [29]. In the early days, this test was not approved
to be used for the detection of respiratory diseases because
of the low sensitivity of the test and the high possibility
of false negatives that might occur. Instead, chest imaging

such as CXR or computed tomography (CT) was used to
diagnose respiratory diseases. However, with the pandemic of
Coronavirus, Using CXR is considered faster and cheaper than
using RT-PCR. However, CXR interpretation requires expert
radiologists. If we consider the number of radiologists in each
hospital compared to the number of patients’ CXR images,
radiologists would not be able to study that massive amount
of CXR images.

In 2016, a research paper was published demonstrating the
efficacy of deep learning algorithms in the medical field [12].
This research discusses the employment of deep learning mod-
els in the task of grading for diabetic retinopathy to recapitulate
the majority decision of the board-certified ophthalmologists
in the US. Deep learning is a type of Machine Learning
algorithm that employs neural networks (NN) to learn complex
relationships among huge amounts of data.

In 2020, a research paper was published by Google
team [7], introducing the new state-of-the-art image classi-
fication. Inspired by the Transformers scaling successes in
NLP [45], Transformers have accomplished quick successes in
computer vision. Vision Transformers (ViTs) are emerging as
an architectural paradigm alternative to CNNs. However, the
lack of the typical convolutional inductive bias makes these
models extremely data-hungry and computationally expensive
compared to common CNNs [7]. Consequently, the cost of
training such models is only affordable by the lucky few at
the large industrial companies.

Data Efficient Image Transformer (DeiT) [43] is one of the
first papers to show that it is practical to train transformers for
computer vision tasks. DeiT trained with a procedure more
adapted to a data-starving regime. Subsequently, it requires
far fewer data and far less computer power to produce a high-
performance image classification model. Recently, numerous
related work has been proposed to democratize AI research
for transformers [23] [13]. To help researchers with limited
resources to verify the research results and to take these
results for granted. Both CNNs and Transformers have highly
desirable qualities for different computer vision tasks, but each
comes with their own costs [13].

Recently, many researchers have used radiology images
for COVD-19 detection. Authors in [36] compared four
popular neural networks for the classification of CXR im-
ages. AlexNet [22], ResNet18 [14], DenseNet201 [15], and
SqueezeNet [16]. They used radiographic images from the
Kaggle [33] database. Image Augmentation is applied to the
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data set and three classification schemes were compared: nor-
mal vs pneumonia, bacterial vs viral pneumonia, and normal,
bacterial and viral pneumonia. This paper demonstrates that
the deeper the network the better the accuracy, such that
DenseNet201 outperforms the other three networks in all
the three classification schemes. The classification accuracy
achieved was 95%.

The authors in [38] proposed an algorithm called Data
Augmentation of Radiograph Images (DARI) which combines
GANs architecture with generic data augmentation methods to
maximize the training data. DARI algorithm is applied to the
input images when the class imbalanced ratio is greater than a
given threshold. The accuracy achieved training this model was
93.94%. Further, the authors of the DARI algorithm compared
the performance of their proposed method with another paper
called DarkCovidNet [31]. The model is designed for the
diagnosis of the COVID-19 disease. In their study, the main
model was inspired by the DarkNet architecture that has proven
itself in deep learning. DarkCovidNet achieved an accuracy of
87.02%.

Since the early onset of COVID-19, there was a global
scientific response to help in diagnosing and curing. Many of
these efforts considered automated COVID-19 detection from
CXRs, such as [2] or [3]. Deep Neural Networks (DNNs), and
CNNs has boosted medical image analysis over the past years.
This research aims to investigate the use of CNNs and ViTs
for the automated detection of COVID-19 from CXR images.

Detection of COVID-19 from CXRs involves two prob-
lems: COVID-19 vs non-COVID-19 in which case a dataset
like [6] can be used, and COVID-19 vs Other Pneumonia vs
healthy, in which case a dataset like [4] can be used along
with [6]. In this research, we will consider having a benchmark
dataset that contains three classes COVID-19 Pneumonia (CP)
vs Community-Acquired Pneumonia (CAP) and Normal cases
for our study.

Most medical applications suffer from limited datasets, and
as Deep Convolutional Neural Networks (DCNNs) are data-
hungry, the medical community has almost universally adopted
transfer learning to build a CNN for medical imaging. For
example [31] uses initial model weights from ChestNet [37] for
pneumonia disease detection. In this research, we will consider
using a pretrained model on a benchmark dataset.

Moreover, as COVID-19 is a respiratory disease such that
the virus directly infects the lungs area, having a model that
focuses on studying the infection only by segmenting the
lungs area in CXR images from other parts in the image, can
add improvement in the performance of the used models as
proposed by [28] and [47]. In this research, we will apply
an image segmentation algorithm to segment the lungs before
classification.

The considered aspects below state the contributions of this
research:

1) Combining existing CXR Datasets: The main obstacle
for a neural network to learn is that there are not enough
data examples for training. Currently, as COVID-19 is a new
disease, many websites are trying to encourage people and
hospitals to contribute and share COVID-19 CXR images from
patients all over the world to gather a sufficient number of

CXRs and make them public for researchers. In this research,
we will not gather our own dataset, but rather we will use
a combination of existing ones such as [6] [33] [18]. Images
are classified into three classes COVID-19 Pneumonia (CP)
vs Community-Acquired Pneumonia (CAP), and Normal cases
for our study.

2) Balanced Dataset: Since the available COVID-19 cases
are much fewer than healthy cases or even other pneumonia
types, image augmentation techniques that can enlarge the
minority class, will be used to accomplish a balance between
input classes to reach good accuracy of trained model [26].

3) Image Segmentation: One of the main difficulties re-
searchers reported in the detection of lung diseases is the fact
that radiographic images can tell that the lungs are abnormal,
but they might miss specifying the type of pneumonia ex-
actly. Only the expert radiologist can tell the difference [5].
Therefore, data scientists proposed using image segmentation
techniques to segment the lungs so that the model will focus
on studying only the lungs and the infection if available [47].
In this research, U-net model proposed by [17], will be used
for the segmentation process.

4) Proposed model design: In this research, we will ex-
amine using a version of vision transformers called Compact
Transformer(CT) [13]. Our proposed method, called Hybrid
Compact Transformer (HCT) uses a pretrained CNN in place
of the convolutional layers in the original Compact Convo-
lutional Transformer (CCT). In addition, we will reduce the
number of transformer encoding layers.

The remainder of this paper is organized as follows:
Section II introduces our proposed technique and Section III
explains our research methodology. Experimental results are
provided in Section IV and the analysis of its results are
proposed in Section V. Section VI provides conclusions and
suggestions for future improvements.

II. PROPOSED MODEL ARCHITECTURE

A. Segmentation Network

U-Net [17] is a deep learning architecture used for image
segmentation problems and was released particularly as a
solution for biomedical segmentation tasks. It is the adopted
segmentation architecture for any problem domain in Kag-
gle [33]. Inspired by the early success of previous work [28]
[47], and [30], claimed that segmentation can increase the
sensitivity of the network such that the network classification
result is based on the pixels related to the lung area that
contains information about the disease. In this research, we
will adopt U-Net to perform semantic segmentation with the
benchmark dataset to separate lung and heart contour from the
chest radiography images.

Instead of training a Unet model from scratch, a pretrained
Unet model, that was shared by [20], is used in this research.
This model was pretrained to segment CXR images. In the first
phase, all images in the dataset will be segmented using the
Unet model. For segmentation, images will be resized to the
shape 512 X 512 X 1, as the Unet model architecture requires
input images of that size [20]. All segmented images are then
saved in the dataset.
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TABLE I. CXR DATASETS

Data-set Classes Size of images Pre-processing Author
Italian Society of Medical
and Interventional Radiol-
ogy [18]

COVID-19 : 68 Image size is not
fixed for all images.

Original CXR im-
ages.

Asif, Sohaib, et al [3]
Ahishali, Mete, et al. [1]

GitHub repository shared
by Dr. Joseph Cohen [6]

- Aute Respiratory Distress Syndrome (ARDS): 465
- COVID-19 : 319
- Middle East Respiratory Syndrome (MERS) : 481
- Pneumonia
- Severe Acute Respiratory Syndrome (SARS) : 465

Image size is not
fixed for all images.

Original CXR im-
ages.

Asif, Sohaib, et al [3]
Sakib, Sadman, et al. [38]
Waheed, Abdul, et al. [46]

Chest Imaging (Spain) at
thread reader. [42]

COVID-19 : 50 Image size is not
fixed for all images

Original CXR im-
ages.

Ahishali, Mete, et al. [1]

Radiopaedia [34] - COVID-19 : 28
- Pneumonia : 3200

Image size is not
fixed for all images.

Original CXR im-
ages.

Ahishali, Mete, et al. [1]

Kaggle [33] - Normal : 1342
- Bacterial Pneumonia : 2561
- Viral Pneumonia : 1345

400 X 2000 Original CXR im-
ages.

Rahman, Tawsifur, et al. [36]
Ahishali, Mete, et al. [1] Wa-
heed, Abdul, et al. [46]

CheXpert dataset collected
by Stanford ML group [19]

Contains 14 different classes with: 224,316 Chest radio-
graphs
- No COVID-19 cases

Image size is not
fixed for all images.

Original CXR im-
ages.

Sakib, Sadman, et al. [38]

Japanese Society of Radio-
logical Technology (JSRT)

247 posteroanterior chest images including normal and lung
nodule cases.
The images in the database were grouped according to the
degree of subtlety of the lung nodule.

2048 X 2048 Original CXR im-
ages.

Oh, Yujin, Sangjoon Park, and
Jong Chul Ye. [28]

Chest X-14 [48] Contains 112,120 CXR images. 14 common thoracic dis-
eases classes.

1024 X 1024 Original CXR im-
ages.

Wang, Kun, et al. [47]

B. Classification Network

Transformers have rapidly been increasing in popularity
and have become a major focus of modern deep learning
research. They are emerging as an architectural paradigm
alternative to CNNs [7]. ViTs can capture global relations
between image elements and they potentially have a larger rep-
resentation capacity. However, the fact that ViTs are extremely
data hungry and require large sets of data to be trained, leads
to the exclusion of those with limited resources from research
in the field [13] [43]. Moreover, based on the findings of an
earlier study [32], the use of existing ViT is not optimal in the
field of pneumonia detection, since feature embedding through
direct patch flattening is not intended for CXR images. Fig. 1
shows the original architecture of ViT architecture.

Today, researchers persist to dispel the myth that ViTs
are data-hungry and can only be applied to huge datasets.
Several updates on the architecture of ViT have been proposed
like [43] [23], to reduce the expansive computations of the
self-attention mechanism and to escape the big data paradigm.
In this study, we will use an updated version of ViT called
Compact Transformer or CT proposed by [13].

1) Compact Convolutional Transformer (CCT): In [13], the
author’s contribution is escaping the big data paradigm, as
most medical applications with AI suffer from limited data
availability. The authors in [13] split their experiments into
two phases: In the first phase, they proposed an updated
version of the original ViT architecture (Compact Vision
Transformer(CVT)), and in the second phase, they proposed
using a shallow NN, composed of one convolutional layer
and a Relu activation layer, to create the patches instead
of extracting them directly from the original input image

(Compact Convolutional Transformer (CCT)). Fig. 2 shows
the architectures of both CCT and CVT.

The results show that CCT in comparison to CVT can be
quickly trained from scratch on small datasets while achieving
high accuracy. Based on the findings, it can be argued that
transformers can perform head-to-head with state-of-the-art
CNNs on small sets of data, often with better model perfor-
mance, better accuracy, and fewer parameters.

In our study, we propose using a Hybrid Compact Trans-
former (HCT) in which a pretrained CNN is used in place
of the convolutional layers in CCT. The attention mechanism
allows transformer architecture to compute in parallelized
manner. It can simultaneously extract all the information we
need from the input and its inter-relation, compared to CNNs.
CNNs are much more localized, using small filters to compress
information towards a general answer. While this architecture
is powerful for general classification tasks, it does not have
the spatial information necessary for many tasks like instance
recognition [7]. This is because convolution does not consider
distanced-pixel relations (Fig. 3A), like in Vision Transformers
where the attention of patches of the images and their relations
to each other are calculated (Fig. 3B).

Hence, with the hybrid model design, we aim to combine
the localization power of CNNs, with the generalization power
(attention mechanism or distanced-pixel relations) of ViTs.
Fig. 4 shows an overview of the proposed Hybrid Compact
Transformer (HCT). This will allow to achieve good perfor-
mance even with reduced datasets.

2) Proposed Model Design (Hybrid Compact Transformer):
In the proposed HCT model design, a pretrained CNN (transfer
learning) is used as a backbone feature extractor and its outputs
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Fig. 1. Vision transformer [7].

are fed to the Compact Transformer. The input CXR image is
primarily fed into a backbone CNN to create a feature map
then into the compact transformer for classification. The HCT
model design is illustrated in Fig. 5.

The architecture of the compact transformer differs from
the original Vision Transformer architecture in the following
variants, fewer transformer encoder layers (only 2 layers) and
smaller dimensions of patches. A transformer encoder consists
of a series of stacked encoding layers. Thus, each encoder
layer consists of two sub-layers: a Multi-Layer Perceptron
(MLP) head and Multi-headed Self-Attention (MSA). Each
sub-layer is followed by a layer normalization (LN), and
followed by a residual connection to the next sub-layer, as
illustrated in Fig. 1. The compactness in the CT results in a
lightweight vision transformer with as few as 200K learnable
parameters only. Furthermore, in the CT, a novel sequence
pooling technique was introduced to remove the needs of the

Fig. 2. Overview of CCT vs CVT [13].

class token. This sequence pooling is a linear layer placed after
the transformer encoder to make the model more compact and
accurate. Eventually, the output of the pooling layer is then fed
into the final classification layer, as in the original ViT model,
to classify the image into one of three classes: CP, CAP, or
Normal.

Fig. 3. Illustration of the localization power of CNNs (A), and the
generalization power (attention mechanism or distanced-pixel relations) of

ViTs (B).
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Fig. 4. Overview of Hybrid Compact Transformer (HCT).

TABLE II. TOTAL NUMBER OF CXR IMAGES BEFORE APPLYING
AUGMENTATION

Class Total Number of Images

Normal 5800

COVID-19 CXRs (CP) 6500

Non-COVID-19 CXRs (CAP) 6100

III. RESEARCH METHODOLOGY

A. Dataset

A careful analysis of the available datasets (Table I) will
let us decide which data to consider in the experimental study
and which possible preprocessing to be use.

We can summarize the results as follows: in our research,
we will utilize many of these datasets proposed and used
by previous works. Datasets, like [6], shared by Dr. Joseph
Cohen, were used in most of the previous works. This dataset
contains a good number of COVID-19 CXRs in comparison
to all the others. The Kaggle dataset contains images of good
quality and resolution for normal and other pneumonia cases.
The quality of CXR images helps for better segmentation
and model learning. Table II shows the total number of CXR
images before to augmentation.

B. Image Augmentation

An investigation of enlarging the number of CXR images
by using two different image processing methodologies was
discussed in [24]. The main idea in this paper was to eval-
uate the test accuracy of five pretrained models (AlexNet,
VGGNet16, VGGNet19, GoogleNet, and ResNet50) in four
scenarios: the first scenario, when using the original dataset,
second scenario, when performing data augmentation using
classical data augmentation techniques [26] on input dataset to
enrich the COVID-19 CXR images, the third scenario, when
performing Generative Adversarial Network (GAN) [8]. And
the last scenario, when combining classical data augmentation
and GAN to generate more CXR images. The results show
that ResNet50 is the best deep learning classifier and with

Fig. 5. Illustration of the proposed model design, HCT network. In this
study, the backbone or the features extractor is going to be one of three
state-of-the-art networks, namely, (A) VGG19, (B) ResNet50, and (C)

EfficientNetB0.

TABLE III. TOTAL NUMBER OF CXR IMAGES AFTER APPLYING
AUGMENTATION

Class Total Number of Images

Normal 8000

COVID-19 CXRs (CP) 8000

Non-COVID-19 CXRs (CAP) 8000

augmented COVID-19 medical CXR images achieved the best
performance to detect the COVID-19 from the input dataset.

In this research different methods for data augmenta-
tion techniques such as zooming, rotation, shifting, and flip-
ping [26] were selected to be applied to the original dataset.
In the end, the total number of CXR images we have in our
dataset is 24000 images as shown in Table III.
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C. Classification Performance Metrics

The most common performance measures in the field of
deep learning are accuracy, precision,specificity, recall (or sen-
sitivity), and Fβ score [10]. In this research we will utilize all
these five performance measures in addition to the confusion
matrix to measure and analyze the classification results of the
CNN models.

The formulas of the measures are given below, where true
positive (TP) is the correctly identified predictions for each
class. True negative (TN) is the correctly rejected predictions
for a particular class. False positive (FP) is the incorrectly
identified predictions for a particular class, and false negative
(FN) is the incorrectly rejected predictions for a certain class.
After the completion of training phase, the performance of
different networks for testing dataset is evaluated. The 5
metrics for performance evaluation were calculated as below:

1) Confusion Matrix: A confusion matrix is used to eval-
uate the results of a predictive model [49]. This matrix
will be generated after making predictions on the test data.
For a classifier with n output classes, the predicted values
on test instances and the actual values are represented as an
nxn matrix. Each row of the confusion matrix represents the
samples in a predicted class, and each column represents the
samples in an actual class.

2) Accuracy: It is the percentage of correct predictions
among all decisions made on examples of a dataset. For
a classification problem with two classes, (Eq. 1) defines
Accuracy in terms of TP, TN, FP, and FN:

Accuracy =
(TP + TN)

((TP + FN) + (FP + TN))
(1)

3) Precision: It represents the percentage of the classifier’s
correct decisions in favor of the target class (Eq. 2).

Precision =
(TP )

(TP ) + FP )
(2)

4) Recall (Sensitivity): It represents the percentage of the
classifier’s correct decisions made on the other class (Eq.3).
In particular, sensitivity is the classifier’s ability to identify a
diseased person as diseased. Sensitivity is also known as True
Positive Rate (TPR).

Recall(Sensitivity) =
(TP )

(TP ) + (FN)
= TPR (3)

5) Specificity: It represents the percentage of the classifier’s
correct decisions made on the other class (Eq. 4). That is,
specificity is the ability of the classifier to correctly identify a
healthy person as non-diseased while not confusing a diseased
one as healthy [46]. Specificity is also known as True Negative
Rate (TNR).

Specificity =
(TN)

(TN) + (FP )
= TNR (4)

6) ROC curve (The Receiver Operating Characteristics
curve): One of the most important evaluation metrics for
checking any binary classification model’s performance [50].
The ROC curve is a graphical plot, plotted with the TPR (Eq.
3), against the False Positive Rate (FPR) (Eq. 5), where TPR
is on the y-axis and FPR is on the x-axis. The closer the ROC
curve towards the upper left corner, the better the model’s
performance. The curve is created with the two variables at
various threshold settings [44].

FPR = 1− TNR (5)

7) AUROC curve (Area Under The Receiver Operating
Characteristics curve): Area Under the ROC curve is often
used as a classification model’s quality measurement. In this
research, we will utilize this performance measure for each of
the two binary classifiers in the two-stage CNN to visualize
how well our proposed cascade classifier is performing. The
AUROC for an optimal classifier is 1. In practice, the AUROC
value is usually between 0.5 and 1 [44].

8) F1 Score: F1 score is the harmonic mean of precision
and recall (Eq. 6) [10] . As sensitivity and precision are both
important measurements in medical applications, the β value
is 1 as shown in (Eq. 7).

Fβ = (1 + β2) ∗ (Precision ∗Recall)

(β2 ∗ Precision) +Recall
(6)

F1 = 2 ∗ (Precision ∗Recall)

(Precision+Recall)
(7)

D. Pretrained Backbone CNN Models

In this research, we will investigate the detection of
COVID-19 with three classifiers ResNet50 and VGG19 on
the benchmark dataset. Additionally, we will study the effi-
ciency of a new family of models invented by [40], called
EfficientNets. It has been demonstrated in the paper and as
the name suggests, EfficientNets are computationally efficient
and achieve much better accuracy and efficiency than previous
CNNs. We will study the performance of EfficientNetB0 on
our benchmark dataset.

E. Experimental Setup

Python programming language was used to train the pro-
posed deep transfer learning models. Considering having a
large dataset, all experiments were performed on Google
Colaboratory Pro (Google Colab Pro) on Mac Operating Sys-
tem using the online cloud service with Graphics Processing
Unit (GPU) hardware for free. Colab Pro supports longer
running notebooks, access to faster GPUs and TPUs, and
provides high RAM [9]. CNN models (VGG19, ResNet50,
and EfficientNetB0) were pretrained on ImageNet weights.
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TABLE IV. TESTING ACCURACY OBTAINED BY THE HCT MODELS
TRAINED WITH DIFFERENT BATCH SIZES

Model Batch Size
32 64 128

HCT (VGG19) 92.00% 90.04% 90.62%

HCT (ResNet50) 96.82% 96.70% 97.25%

HCT (EfficientNetB0) 98.35% 98.38% 98.63%

IV. EXPERIMENTAL RESULTS

A. Segmentation Performance

Based on the segmentation results on our dataset, generally,
the pretrained Unet model performance is great. Lung segmen-
tation before classification helped in removing the irregular
regions and the irrelevant objects (e.g. medical devices). An
example of the segmentation results is shown in Fig. 6.

B. Classification Performance

To illustrate, all following experiments were implemented
using the same dataset for multiclass classification. Moreover,
the entire dataset was randomly split into training (70%),
validation (20%), and testing (10%).

1) Optimal learning rate selection: To determine the op-
timal learning rate for all models, the models were trained
using three different learning rates, .0001, .00001, and .000001.
The best learning rate of a model was chosen based on the
minimum loss, as such, the optimal learning rate for all three
networks is 0.000001 as shown in Fig. 7.

2) Results comparison with different batch sizes: In this re-
search, the impact of batch size on testing accuracy is studied.
Table IV demonstrates the test accuracy of all networks when
trained using three different batch sizes. Based on the findings,
it can be argued that a stable and higher testing performance
is obtained for ResNet50 and EfficientNetB0 models with a
batch size of 128, and for VGG19 model with a batch size of
32.

3) Stratified K-fold Cross-Validation Results:

• Hybrid Compact Transformer (HCT) model Results:
After training and testing, the accuracies achieved
by the proposed HCT models were 92.00%, 97.25%,
and 98.63% when using different features extractors:
VGG19, ResNet50, and EfficientNetB0, respectively.
The batch size, learning rate, and the number of
epochs were experimentally set to 128, 0.000001,
and 100, respectively for all models except for HCT-
VGG19 the training procedure was completed in 200
epochs using a batch size of 32.

• Compact Convolutional Transformar (CCT) model
Results:
As proposed by the author of the CCT model, the
batch size, learning rate, and the number of epochs
were experimentally set to 128, 0.001, and 100, re-
spectively. The model achieved an over all test accu-
racy of 81.79%.

• Transfer Learning (TL) model Results:

In the fine-tuning of the individual DCNNs, we tried
various combinations of batch sizes and learning rates
to get the best models’ performance. The batch size,
learning rate, and the number of epochs, for all
networks, were experimentally set to 64, 0.0001, and
100, respectively, except for VGG19 the batch size
used was 32. The overall test accuracies achieved were
89.52%, 94.62%, and 96.74% for VGG19, ResNet50,
and EfficientNetB0, respectively.

The detailed classification results obtained from all net-
works are compared in terms of various metrics and are
tabulated in Table V. As can be seen from these results, the
HCT model produced better accuracy scores than the fine-
tuned deep CNN models. This result was considered reason-
able as adding one simple ViT encoding layer (generalization
power) can enhance the power of Deep CNNs. The best
accuracy score overall was 98.63%, and was produced by
HCT with EfficientNetB0 as backbone. It can be noticed that
EfficiantNetB0 produced the best accuracies for both fine-
tuned CNNs and HCT models.

C. Analysis of Models Execution Results

1) Sensitivity-Specificity Analysis: In a diagnostic test
(Neural Network), the network’s sensitivity (True Positive
Rate) refers to the network’s ability to correctly classify
COVID-19 patients who have the condition, whilst specificity
(True Negative Rate) is a measure of how well a network
can identify those who do not have the condition [51]. In
medical applications, it is always preferable to have a network
with high sensitivity such that the probability that a network
produces false negatives is low [51]. FN is the proportion
of positives (COVID-19) that are mislabeled as negatives
(Normal) by the model. These false negatives are crucial and
might threaten humans’ life. Table VI and Table VII show
comparisons between the fine-tuned CNN networks and the
the proposed ones in terms of Sensitivity and Specificity,
respectively.

It can be observed that the COVID-19 class sensitivities
of the proposed models are higher than the sensitivities of
the fine-tuned models. Compared to the fine-tuned models, the
overall sensitivities and specificities obtained by the proposed
models are higher, which confirms the efficacy of our method.

2) Confusion matrix: We presented the confusion matrices
on the test data of all seven models in Fig. 8. Fig. 8(A) presents
the confusion matrix obtained by our proposed HCT model,
using VGG19 as a backbone feature extractor. While 757
COVID-19 samples, 739 Pneumonia samples, and 717 Normal
(healthy) samples were classified correctly, 43 COVID-19 sam-
ples, 61 Pneumonia samples, and 83 Normal (healthy) samples
were misclassified. Therefore, the rate of correct classification
of COVID-19 samples was 95%, whilst it was 92.5% for the
Pneumonia samples and was 89.62% for the Normal (healthy)
cases. On the other hand, Fig. 8(B) presents the confusion
matrix obtained by the HCT model, using ResNet50 as a
backbone features extractor, the rate of correct classification
of COVID-19 samples was 97.5%, whilst it was 98.87%
for the Pneumonia samples and was 94.37% for the Normal
(healthy) cases. Further, Fig. 8(C) presents the confusion
matrix obtained by the HCT model, using EfficientNetB0 as a
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Fig. 6. One example of the segmentation result.

Fig. 7. Histogram represents the loss obtained by HCT Models for different learning rates, using: (A) VGG19, (B) ResNet50, (C) EfficientNetB0 as a
backbone feature extractor.

backbone features extractor, the rate of correct classification
of COVID-19 samples was 98.37%, whilst it was 98.75%
for the Pneumonia samples and was 98.75% for the Normal
(healthy) cases. It can be observed that our proposed method
with EfficientNetB0 was able to classify 98.37% of COVID-19
infection cases accurately.

In addition, we also wanted to show the confusion matrices
obtained by the CCT model and the individual fine-tuned
networks, to compare their classification performance to the
performance of the HCT proposed models. It can be argued
that the False Positives(FP) and False Negatives(FN) has been
reduced for each CNN using HCT. Similarly, if we compare
the percentage of the correctly classified samples between
(HCT-VGG19 and pretrained VGG19), (HCT-ResNet50 and
pretrained ResNet50), and (HCT-EfficinetNeB0 and pretrained
EfficinetNeB0), it can be observed that HCT models yielded
a higher classification accuracy for all the three classes.

Whereas the FPs and FNs obtained by the CCT model are
the highest among all the seven models. Moreover, it can be
observed from the confusion matrix reported in Fig. 8, that the
HCT-VGG19 proposed model has detected 757 out of 800 with
COVID-19 as having COVID-19, achieving a COVID-19 class

sensitivity of .946 compared to the fine-tuned VGG19 that has
achieved a COVID-19 class sensitivity of .924 (see Table VI).
The HCT-ResNet50 proposed model has detected 787 out
of 800 with COVID-19 as having COVID-19, achieving a
COVID-19 class sensitivity of .975 compared to the fine-
tuned ResNet50 that has achieved a COVID-19 class sensitivity
of .965. Our best-proposed HCT-EfficientNetB0 model has
detected 787 out of 800 with COVID-19 as having COVID-19,
achieving a COVID-19 class sensitivity of .984 compared to
the fine-tuned EfficientNetB0 that has achieved a COVID-19
class sensitivity of .97.

3) The AUROC: ROC curves are typically used in binary
classification to study the output of a classifier. To extend the
ROC curve and ROC area to multi-class classification, there
are two averaging strategies: one-vs-rest (OvR) and one-vs-one
(OvO) [39]. In this study, we deployed the OvR algorithm,
which computes the average of the ROC scores for each class
against all other classes. Fig. 9 shows the AUROC curves of
all seven models implemented in this research. The achieved
AUC values for the fine-tuned models and the HCT models
are above 0.97, which confirms that these models are reliable
when performing the classification. Whereas the CCT model
achieved an AUC value of 0.93.
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Fig. 8. Confusion matrix obtained by all the seven models implemented in this research: (A) HCT-VGG19, (B) HCT-ResNet50, (C) HCT-EfficientNetB0, (D)
CCT, (E) pretrained-VGG19, (F) pretrained-ResNet50, (G) pretrained-EfficientNetB0.
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TABLE V. SUMMARY OF ALL EXPERIMENTS FOR MULTI-CLASS CLASSIFICATION

Model pretrained CNN Accuracy Precision Recall Specificity F1 Score

VGG19 89.52% 0.8811 0.8597 0.9420 0.8702

TL ResNet50 94.62% 0.9737 0.9176 0.9737 0.9315

EfficientNetB0 96.74% 0.9591 0.967 0.9793 0.9630

CCT 81.79 0.7856 0.7455 0.8972 0.7641

VGG19 92.00% 0.9217 0.9479 0.9597 0.9346

HCT ResNet50 97.25% 0.9702 0.9672 0.9851 0.9687

EfficientNetB0 98.63% 0.9857 0.9862 0.9928 0.9860

Fig. 9. ROC curve obtained by all the seven models implemented in this study: (A) HCT-VGG19, (B) HCT-ResNet50, (C) HCT-EfficientNetB0,(D) CCT, (E)
pretrained-VGG19, (F) pretrained-ResNet50, (G) pretrained-EfficientNetB0.
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Fig. 10. Illustration of a classification result of a COVID-19 CXR image, obtained by the HCT model.

Fig. 11. Illustration of a misclassification result of a COVID-19 CXR image, obtained by the HCT model.

TABLE VI. A COMPARISON BETWEEN THE FINE-TUNED AND THE
PROPOSED MODELS IN TERMS OF THEIR SENSITIVITIES

CNN \Backbone CNN Model TL Models HCT Models

VGG19 0.8597 0.9479

ResNet50 0.9176 0.9672

EfficientNetB0 0.967 0.9862

V. ANALYSIS AND DISCUSSIONS

A. Analysis of Classification Results

To demonstrate the performance of HCT, we randomly
selected a COVID-19 CXR image, gave it input to the network,
and acquired output on the image as shown in Fig. 10. The

TABLE VII. A COMPARISON BETWEEN THE FINE-TUNED AND THE
PROPOSED MODELS IN TERMS OF THEIR SPECIFICITIES

CNN \Backbone CNN Model TL Models HCT Models

VGG19 0.9420 0.9597

ResNet50 0.9737 0.9851

EfficientNetB0 0.9793 0.9928

classification result was obtained by the best HCT model using
EfficientNetB0 as a features extractor. Nevertheless, there is
some confusion from the model sometimes between COVID-
19, and Pneumonia samples, Fig. 11. This misclassification
was possibly occurred because of our dataset. The Pneumonia
samples in our dataset include viral and bacterial pneumonia.
Considering that COVID-19 itself is a viral pneumonia disease.
Furthermore, the GUI is created with Gradio, which is an open-
source python library. Gradio permits researchers to quickly
create easy-to-use and customizable UI components for their
ML model [11].

B. Comparison with State-of-the-Art Methods

In order to evaluate the proposed HCT model, the general
performance comparison of our study with the state-of-art
methods is given in this section. All networks were trained
using our benchmark dataset. It can be observed that the
proposed HCT-EfficientNetB0 model achieved higher perfor-
mance than the other existing schemes. The results that are
reported in this section are summarized in Table VIII.

Khan et al. [21] propose CoroNet, a Deep Convolutional
Neural Network based on Xception architecture pretrained on
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TABLE VIII. COMPARISON WITH STATE-OF-THE-ART STUDIES

Study Model Used Accuracy
Asif et al. [3] Inception-v3 94.58%

Ozturk et al. [31] DarkCovidNet 96.89%

Khan et al. [21] CoroNet 89.30%

Mahmud et al. [25] CovXNet 90.75%

Narin et al. [27] Deep CNN ResNet-50 94.62%

Apostolopoulos &
Mpesiana [2] VGG19 89.52%

HCT-VGG19 92%
Proposed Method HCT-ResNet50 97.25%

HCT-EfficientNetB0 98.63%

ImageNet dataset. The CoroNet model obtained an overall
accuracy of 89.30%. Ozturk et al. [31] present DarkCovidNet
design to the diagnosis of COVID-19. In their study, the main
model was inspired by the DarkNet architecture that has proven
itself in deep learning. Their model produced a 96.89% overall
accuracy. Mahmud et al. [25] propose a deep neural network
named CovXNet. The network architecture utilizes depth-wise
convolution with varying dilation rates for efficiently extracting
diversified features from CXRs. CovXNet achieved an overall
accuracy of 90.75%. Oh et al. Further, Asif et al. [3], Narin et
al. [27], and Apostolopoulos and Mpesiana [2], use transfer
learning and obtained an overall accuracy of 94.58%, 94.62%,
89.52%, respectively. Indeed, DarkCovidNet achieved the best
performance among the other proposed methods with a test ac-
curacy of 96.89%. However, our proposed HCT-EfficientNetB0
surpasses DarkCovidNet and the other proposed methods with
a test accuracy of 98.63%.

VI. CONCLUSIONS

In this research, we studied the deployment of deep learn-
ing models for COVID-19 detection using CXRs. As has
been shown in research such as [24] [35] [2] [27], Transfer
Learning (TL) gives the best classification results for the
problem of pneumonia detection from CXR images. In our
study, we investigated the use of our proposed Hybrid Compact
Transformer (HCT), in which we integrate TL with Vision
Transformers (ViTs) in one model. We aim to combine the
localization power of CNNs, with the generalization power
of ViTs. Based on the experimental results, HCT has shown
satisfactory improvements over the respective accuracies of
compact transformers (CTs) and models based on TL.This
result could be useful for dealing with future respiratory
pandemics where at their beginnings, only a few CXRs would
be available for researchers.

Choosing the pretrained model can largely affect the ac-
curacy of the final classifier. Performance results show that
EfficientNetB0 pretrained model yielded the best performance
among the three models. The proposed classification model
with EfficientNetB0 as a feature extractor achieved more than
98% accuracy.

As a future research direction, we intend to increase the
number of classes in our dataset to include: COVID-19,
Viral-Pneumonia, Bacterial-Pneumonia, and Normal cases in
order to have a more applicable model. We also want our
model to be more interpretable. Thus, we will try to use

interpretable saliency maps to correlate with the radiological
findings. Moreover, the segmentation results could be further
improved by training the Unet model with CLAHE enhanced
CXR images, as mentioned in [41]. Authors in [28] pro-
posed FCDenseNet103 as a backbone segmentation network
architecture. They claimed that in comparison with Unet, FC-
DenseNet103 has higher segmentation performance. So using
FCDenseNet103 on our dataset could improve the performance
of our final proposed model. It would also be very interesting
to assess the extent of usefulness of image segmentation in
light of using pretrained models, like in our solution.
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Abstract—The use of the MQTT protocol in critical sectors
such as healthcare and industry has prompted research to propose
solutions for strengthening its security and preventing it from
attacks that are growing exponentially and becoming increasingly
sophisticated and difficult to detect. This paper aims to improve
the security of the MQTT architecture, ensuring it is resilient to
current attacks and adaptable to potential future attacks while
considering the constraints of the IoT environment. To achieve
this, the proposed architecture is based on the interaction between
the AI model, which continuously analyzes device behavior, and
smart contracts, which automatically apply appropriate security
measures once fraud is detected. A device reputation mechanism
is used to prevent malicious devices from rejoining the network.
The AI model proposed in this article was initially trained on a
set of malicious behaviors using supervised learning. The results
show that the detection accuracy achieved 95.97%. This accuracy
is expected to improve over time through the integration of un-
supervised learning into the architecture, enabling the discovery
of new attack patterns and additional parameters for malicious
behavior identification. For simulation testing, the architecture
was applied to supply chain management as a case study of
critical applications, and smart contracts were deployed in the
Remix environment. The architecture demonstrated resilience
and robustness across various attack scenarios.

Keywords—IoT; MQTT; blockchain; smart contracts; AI hybrid
model; device reputation

I. INTRODUCTION

The advent of the Internet of Things (IoT) has revolution-
ized the interaction between real objects and the digital world
by breaking down the boundaries between these two worlds.
Indeed, The emergence of cutting-edge technologies such as
wireless sensor networks (WSN), Radio Frequency Identifica-
tion (RFID), cloud computing, and others that facilitate real-
time data collection, sharing, and analysis has enabled better
real-time decision-making, remote supervision and control of
environments, and the automation of tasks and processes. This
has opened up a wide range of IoT advanced services in
several domains ranging from simple applications such as
smart household appliances to critical applications like supply
chain management, smart grids, and healthcare applications.
According to [1], by the end of 2025, the number of IoT
devices worldwide is expected to exceed 75 billion devices
and the compound annual growth (CAGR) in the IoT market
is forecast to average 10.49% between 2024 and 2029, bringing
the total market value to $1,560 billion by 2029 [2].

Nevertheless, the expansion of connected objects into
more sensitive and critical areas has raised concerns about
the security of the protocols frequently employed in this
environment. The native security measures of these protocols

no longer meet the requirements of critical applications, and
attacks targeting the IoT environment have become more
numerous and complex. For instance, the Message Queuing
Telemetry Transport (MQTT), the most widely used protocol
in this environment, is vulnerable to several types of attacks,
including man-in-the-middle (MITM) attacks due to a lack
of encryption, denial-of-service (DoS) attacks because of the
centralized architecture and the broker’s single point of failure,
and unauthorized access resulting from weaknesses in the
authentication mechanism.

To overcome these challenges, many articles have proposed
an enhanced security architecture using blockchain as the one
of the promising solutions [3]–[8]. Indeed, the decentralized
nature of blockchain minimizes denial-of-service attacks and
avoids the single points of failure, which are considered
nightmares in the field of cybersecurity. Moreover, it ensures
data integrity and enables the traceability of actions carried out
on the network. The use of smart contracts to automate actions
on the network is another advantage of using blockchain
technology. Artificial intelligence (AI) is also another a cutting-
edge technology that is used to enhance the MQTT architecture
by proposing solutions to detect the malicious behaviors and
potential MQTT attacks [9]–[11].

The goal of this article is to propose an MQTT archi-
tecture that meets the security requirements of critical IoT
applications, is resilient to current attacks, and is adaptable to
potential attacks, while taking into account the IoT constraints.
To this end, it aims to improve the architecture proposed in
our previous research work [4] by adding an additional layer
of protection based on artificial intelligence. The advantage
of the proposed solution is that it combines AI technology to
detect the abnormal behavior of connected devices or those
attempting to connect to the network, with smart contracts
to automatically apply the appropriate security measures. It
also introduces the concept of device reputation to prevent
malicious devices from rejoining the network.

The remainder of this paper is structured as as follows: Sec-
tion II provides a summary of research works that have been
proposed improved MQTT architectures using cutting-edge
technologies. Section III outlines the paper’s contribution by
combining blockchain and AI technologies to enhance MQTT
protocol security. Section IV presents our proposed solution
that combines blockchain and AI for a resilient and attack-
resistant MQTT architecture. Section V discusses the results
of attack test scenarios on the proposed solution. Section VI
summarizes the main ideas discussed in this paper and provides
an overview of future research directions to further improve the
security of the MQTT protocol while respecting the constraints
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of the IoT environment.

II. RELATED WORKS

Several research works have proposed solutions to improve
the security of the MQTT protocol, which is the most widely
used protocol in the IOT environment to meet the IOT critical
applications requirements. Indeed, many articles have used
blockhain [3]–[8] to enhance the MQTT security since it
ensures data integrity, avoids a single point of failure, and en-
ables the traceability of the actions performed in the network.
Moreover, the use of smart contracts to automate network
actions is another advantage of blockchain technology. On the
other hand, several articles have leveraged artificial intelligence
(AI) to enhance the security of the MQTT protocol. However,
these studies primarily focus on attack detection. Indeed,
article [9] has proposed an optimized model for intrusion
detection in the MQTT-based IoT networks. For this purpose,
an empirical comparison between 22 machine learning (ML)
algorithms was established, concluding that the Generalized
Linear Model (GLM) classifier with the random oversampling
technique showed the best detection performance. Along the
same lines, article [10] has proposed an AI model based on
supervised learning to detect attacks threatening the MQTT
protocol. To achieve this, a comparative analysis of various
supervised learning algorithms was conducted. It ultimately
concluded that the convolutional long short-term memory neu-
ral network (CNN-LSTM) algorithm outperforms other models
in terms of accuracy and performance for intrusion detection
on the MQTT protocol. Although these articles contribute
to the selection of the most effective learning algorithms
for MQTT attack detection, they have however, proposed AI
models based on supervised learning algorithms, making them
limited to the attacks specified in the training phase. To address
this, article [11] has introduced an MQTT intrusion detection
system based on a Generative Adversarial Network-based auto-
encoder (GAN-AE), an unsupervised learning algorithm that
allows the detection of different types of attacks by analyzing
the behavior.Although the solution showed its ability to adapt
to new and evolving attack scenarios and the overall detection
rate reached 99.2%, however, like the above-mentioned arti-
cles, the proposed system is limited to intrusion detection with-
out implementing security measures to prevent these attacks.
Additionally, since the proposed solution may introduce false
positives, it will be difficult to implement security measures
automatically. Combining AI solutions for attack detection and
blockchain, more specifically, smart contracts to automatically
apply appropriate security measures seems to be a promising
solution. Article [1] has proposed a framework that combines
AI and blockchain technologies to enhance security in the IOT
environment. It has introduced a new security layer, integrating
blockchain and AI into the traditional three-layer IoT archi-
tecture [12]. However, the article does not propose any real
implementation and it emphasizes the need for further research
to develop effective strategies for combining these technologies
to create reliable and secure digital ecosystems in the IoT
landscape. The research in [13] has proposed an intelligent
architecture that detects smart meter authentication fraud and
consequently prevents their access to the network. In addition,
it introduced the notion of reputation to prevent malicious
smart meters from rejoining the network. Unlike previous
articles, this paper implements smart contracts to automatically

apply the appropriate security measures when fraud is detected.
However, the paper only proposes a theoretical solution for
the IOT architecture, without specifying the protocol used or
implementing the AI model. Moreover, it focuses only on
authentication attacks. Table I summarizes the approaches used
in related works, focusing on the contribution of the articles
to enhancing the security of the MQTT protocol to meet the
requirements of critical applications, the technologies used,
and the limitations of the proposed solutions.

Limits and Issues: By analyzing the solutions presented in
Table I, two major challenges can be identified:

• Although solutions based on blockchain and smart con-
tracts meet the security requirements of IoT critical
applications in terms of confidentiality, integrity, and
availability, they cannot address all types of attacks or
predict potential ones.

• Solutions designed to detect MQTT attacks are either
based on supervised learning, which is limited to the
attacks specified during the training phase, or on unsu-
pervised learning, which may introduce false positives.

Combining these two promising solutions can significantly
enhance MQTT security by leveraging AI techniques to detect
attacks and utilizing smart contracts to enforce appropriate
security measures. However, existing articles addressing this
combination mainly propose theoretical models without im-
plementing the full process. To this end, the contribution of
this paper lies in implementing and testing the interaction
between an AI model for attack detection and smart contracts
to apply the corresponding security measures. Additionally,
the solution relies on a hybrid AI model that combines a
supervised learning algorithm to detect known attacks and an
unsupervised learning algorithm to identify potential new or
unknown attack types.

III. PAPER’S CONTRIBUTION

The solution proposed in this article combines the use of
blockchain and AI technologies to improve the security of
the MQTT protocol. Indeed, the AI model allows the real-
time detection of malicious behaviors and consequently the
automatic application of the appropriate security measures
using smart contracts, ensuring a fast and efficient response to
potential attacks. Furthermore, the decentralized nature of the
blockchain minimizes the risk of denial-of-service attacks and
eliminates the challenges associated with the single point of
failure. Blockchain also guarantees data integrity and ensures
accountability for actions performed in the network, which is
useful for monitoring and post-incident analysis. Moreover,
the hybrid approach of the AI model enables continuous
learning of sophisticated and complex attack patterns and
relevant parameters for identifying malicious devices. For
added security, the concept of reputation has been introduced
to maintain records of device behavior and therefore prevent
previously classified malicious devices from rejoining the
network. Although the solution used consistent technologies
such as blockchain and AI algorithms, it does not adversely
affect the performance of the constrained IoT environment
since resource-intensive operations are managed on the brokers
network side, typically located in the cloud or data centers
while the only operation executed on the device side is the
OTP calculation.
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TABLE I. SUMMARIZATION OF APPROACHES USED IN RELATED WORKS FOR ENHANCING MQTT SECURITY

Article Main objective Technology Limitations

[4] Proposes a decentralized MQTT architecture that meets the security requirements of critical
applications without affecting the overall protocol performance or the constraints of the IoT
environment.

Blockchain and smart contracts Cannot cover all types of attacks or predict potential ones.

[5] Improves the authentication process using a one-time password (OTP) and smart contracts to
provide an independent channel for managing two-factor authentication. The solution also ensures
accountability through blockchain.

Blockchain and smart contracts
• Does not address the single point of failure issue as it relies on a broker.
• Focuses only on the authentication process.
• Cannot cover all types of attacks or predict potential ones.

[6] Proposes a novel approach solution that relies on blockchain sharding to achieve robust security
while minimizing computational overhead.

Blockchain and smart contracts Cannot cover all types of attacks or predict potential ones.

[7] Proposes a decentralized solution that meets the security requirements of critical IoT applications
regarding confidentiality, integrity, and control access to the topics managed by the broker.

Blockchain and smart contracts
• Does not address the single point of failure issue as it relies on a broker.
• Focuses only on the authentication process.
• Cannot cover all types of attacks or predict potential ones.

[8]
• Proposes a holistic, decentralized solution for securing MQTT.
• Introduces a token stored on the blockchain to control topic access and avoid permanent

credentials.

Blockchain and smart contracts
• Uses TLS in resource-constrained environments.
• Impacts the overall protocol performance.
• Cannot cover all types of attacks or predict potential ones.

[9] Proposes an optimized model for intrusion detection in the MQTT-based IoT networks. AI model based on supervised learn-
ing algorithm: Generalized Linear Model
(GLM) classifier with the random over-
sampling technique.

• Provides a solution for detecting attacks without implementing security measures.
• Supervised learning models are limited to attacks specified in the training phase.

[10] Proposes an AI model based on supervised learning to detect attacks threatening the MQTT
protocol.

AI model based on supervised learn-
ing algorithm: The convolutional long
short-term memory neural network (CNN-
LSTM).

• Provides a solution for detecting attacks without implementing security measures.
• Supervised learning models are limited to attacks specified in the training phase.

[11]
• Proposes an MQTT intrusion detection system based on a Generative Adversarial

Network-based auto-encoder (GAN-AE) to detect various types of attacks by analyzing
behavior.

• The solution demonstrated adaptability to new and evolving attack scenarios with an
overall detection rate of 99.2%.

AI model based on unsupervised learning:
Generative Adversarial Network based
auto-encoder (GAN-AE)

• Provides a solution for detecting attacks without implementing security measures.
• May introduce false positives.

[1] Proposes a framework combining AI and blockchain technologies to enhance security in IoT by
adding a new security layer to the classical three-layer architecture. • Blockchain and smart contracts.

• AI technology.

The framework is theoretical and lacks real-world implementation.

[13]
• Proposes an intelligent architecture that detects smart meter authentication fraud and

consequently prevents their access to the network.
• Introduces the notion of reputation to prevent malicious smart meters from rejoining the

network.

• Blockchain and smart contracts.
• AI technology.

• Doesn’t implement the AI model.
• Focuses only on authentication attacks.

IV. THE ENHANCED MQTT PROTOCOL

Since attacks targeting connected objects in general, and
the MQTT protocol in particular, are constantly evolving and
it is impossible to anticipate and cover all potential threats,
this article aims to enhance the architecture proposed in our
previous work [4] by introducing a new layer of protection
based on artificial intelligence. As depicted in Fig. 1, the
basic architecture is based on a consortium blockchain and
smart contracts to automate the MQTT authentication, pub-
lication, and subscription processes. It comprises a client,
which can be a publisher or a subscriber, and a brokers
network that executes the smart contracts. Communication
between the components is divided into three phases: the
registration phase, the connection phase, and the publication
phase. The AI solution proposed in this paper aims to analyze
the behavior of devices connected to the network, as well
as those attempting to authenticate, in order to effectively
interrupt or prevent malicious connections accordingly. The
behavior analysis is based on a set of relevant parameters that
enable the identification of the device’s behavior to determine
whether it is malicious or legitimate. Once a device is detected
as malicious, its reputation is automatically changed to false
to prevent its reintegration into the network. It is important to
note that the device’s reputation can be changed either when
it matches a predefined rule in the smart contracts (wrong
One-Time-Password (OTP), unregistered device, unauthorized
publication, etc.) or when the AI model detects a malicious
behavior. Despite the use of technologies such as blockchain
and intelligent algorithms, which require the use of resources,

Fig. 1. MQTT architecture for supply chain management [4].

the solution aims to account for IoT environment constraints
by offloading resource-intensive operations to the brokers’
network, typically located in the cloud or data centers, while
leaving only the OTP calculation to the MQTT clients.

A. AI-Enhanced MQTT Architecture

As depicted in Fig. 2, the new architecture has introduced
an AI component to continuously analyze the devices’s be-
havior that are connected or in the process of connecting, to
detect potential fraud. Once fraud is detected, a transaction is
performed to invoke the smart contracts and apply the required
security countermeasures. Before integrating the AI model into
the operational MQTT architecture, it was first trained using
test datasets simulating a real state of the MQTT traffic, and
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Fig. 2. AI-enhanced MQTT architecture.

then the model was tested. It is also important to note that the
AI model will be permanently improved in order to integrate
new potential attack types. The key steps of building and
improving the AI model will be detailed in Section IV-A1.

1) AI model for device behavior analysis: The approach
used to build and improve the AI model is based on hybrid
learning, combining supervised learning to detect known at-
tacks and unsupervised learning to discover new patterns of
unknown attacks or other parameters for detecting malicious
devices. The key stages of our approach are detailed below:

a) Stage 1: Defining the initial parameters using supervised
learning
This phase aims to design an AI model that allows the
prediction of malicious devices based on a set of parame-
ters defined in Table II. The model is based on supervised
learning, which uses labeled data for the model training
to predict device Tbehavior subsequently. Workflow 3
defines the steps to be followed during this phase, and is
created using KANIME software.1
Workflow detail
• Dataset: The dataset used by the AI model in this

phase either for training and testing is available via
the link2; it simulates real-world network conditions
during communication between an MQTT broker and
eight sensors, and includes both normal and malicious
activities. The behavior of devices is identified based
on a set of relevant parameters, as detailed in Table II.
The CSV Reader node is employed to load this data
into KNIME.

• Data Pre-processing: This step consists of data pre-
processing, which involves preparing the raw data so
that it can be used effectively by the machine learning
algorithms. This includes encoding categorical vari-
ables, and scaling numerical features [14].To do this,
a Label Encoding method which assigns a unique
integer to each category of a variable, and Standard
scaling method which consists of centering the data
around 0 with a variance of 1 are used, respectively.
The Category to Number and Normalizer KNIME
nodes are used for this purpose.

• Data Splitting: Using the Partitioning KNIME node,
the dataset was divided into two categories: 70% for

1Knime, https://www.knime.com/
2MQTTset, https://www.kaggle.com/datasets/cnrieiit/mqttset

training and 30% for testing.
• Model selection: The model used in this article is

the Random Forest (FR) classifier, as it provides
the higher accuracy (91%) compared with other mod-
els k-nearest neighbors (KNN) (90%) and Decision
Tree (85%) [15], and it is faster and more scalable
for a huge database with many features compared to
Support Vector Machine (SVM) which becomes very
expensive in terms of computing time and memory
for large databases [16]. Random Forest (RF) is an
ensemblistic classifier that works by creating multiple
decision trees. Each tree is built using a random sub-
set of training samples and variables. It is based on
Bootstrap Aggregating where each tree is trained on a
different sample of data, drawn with a discount. Each
decision tree in the forest makes its own prediction
based on the input features. The final result of the RF
classifier is determined by aggregating the predictions
of all the individual trees, usually by majority vote for
classification tasks or by average for regression tasks
[17].

• Model training and Evaluation: In this phase, the model
was trained and then tested using the training dataset
(70%) and test dataset (30%), respectively. For this
purpose, the Random Forest Learner and Random
Forest Predictor KNIME nodes are used. The Scorer
KNIME node is used for evaluation.

Interpretation and discussion of the results: To evaluate
the model’s ability to identify malicious behaviors, the
following metrics were used:
• Accuracy: This metric measures the model’s ability

to correctly classify devices based on their behavior.
In our case, as shown in Fig. 4, the model correctly
classified 95.97% of the devices.

• Recall: This metric indicates the proportion of actual
malicious behaviors correctly detected by the model.
It is calculated using the following formula: Recall =

TP
TP+FN = 0.937 TP (True Positive): The number of
malicious behaviors correctly identified as such by the
model. According to the confusion matrix (Fig. 4), this
value is 46,492. FN (False Negative): The number of
malicious behaviors that the model failed to detect.
From the same confusion matrix, this value is 3,110.
Thus, the model successfully detected 93.7% of the
malicious behaviors.

• F1 Score: This metric evaluates the balance between the
model’s precision (ability to avoid misclassifications)
and recall (ability to detect malicious behaviors). It is
calculated using the formula:
F1 Score = 2× Accuracy×Recall

Accuracy+Recall = 0.97

These results indicate that the model offers strong overall
performance, with an excellent compromise between the
ability to detect malicious behavior and avoid misclas-
sification of devices. Hence, upon completion of this
phase, the model can be considered robust enough for
deployment within the real-world MQTT architecture to
detect all malicious behaviors it has been trained on.

b) Stage 2: Discovering new parameters and patterns for
device behavior analysis using unsupervised learning
In this step the unsupervised learning algorithm will be
incorporated into the real-world MQTT architecture to
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TABLE II. FRAUD DETECTION PARAMETERS OVERVIEW

Parameters Description

IP source address The device’s IP address can help identify abnormal behavior, such as connecting from unusual regions or connecting with an IP address that belongs to the same
address range as a device already detected malicious.

Geolocation The device’s location can be used to detect suspicious connections from unusual or unauthorized regions.

Timestamp Timestamps can detect abnormal activities, such as connections occurring at unusual hours, inconsistent time intervals between connections, or instances where publish
and subscribe messages are sent before establishing a connection.

Message size and format An unusual size or format of MQTT messages can be used to identify malicious devices.

Messages Frequency This parameter is used to detect abnormal activity and behavior, such as multiple simultaneous MQTT connections from source IP addresses within the same range,
which may indicate that the device is part of a botnet network.

Session duration This parameter can identify irregular behavior or activity. For instance, a device that frequently connects and disconnects may be flagged as suspicious.

Open ports Open ports other than those used by the MQTT protocol or those used by standard applications can identify malicious devices.

Identifier format A device could be classified as malicious if its identifier format deviates from the standard format.

adapt to new forms of fraudulent behavior by analyzing
real-time traffic and identifying deviations from normal
patterns. This approach enables us to discover new pa-
rameters that were not previously identified. However,
due to the constraints of working within a real MQTT
architecture, we will use NS-3 [18] network simulation
environment in order to generate different types of traffic
and behaviors corresponding to both legitimate and mali-
cious activities. It’s also important to note that no security
measures are applied to the anomalies detected during this
phase. Worfflow 5 defines the steps to be followed during
this phase, and it is created using KANIME software (Fig.
3, 5).
Worflow detail
• Data preparation: After running the simulation script

in the NS-3 simulator, the data will be logged into
“simulation trace.csv”.This file will be loaded into
KNIME using the CSV reader node.

• Data Pre-processing: This step pre-processes the data
to make it suitable for the Isolation Forest algorithm,
the unsupervised learning algorithm used in this phase.
This includes handling missing values, encoding cate-
gorical data, and scaling data. The KNIME nodes used
for this purpose are: Missing value to handle missing
values by replacing them with a mean value, One to
many to encode categorical data, and Normalizer to
scale the data.

• Application of Isolation Forest: In this step, the Isola-
tion Forest algorithm was applied to identify potential
anomalies in the dataset. The isolation forest calculates
an anomaly score for each observation in the dataset.
This score provides a measure of the normality of each
observation relative to the entire dataset. To calculate
this score, the algorithm isolates the dataset in question
in a recursive manner: it chooses a variable at random
and sets a random cut-off point, then evaluates whether
this isolates a particular observation [19]. The KNIME
node used for this purpose is the Isolation Forest node.

• Anomalies analysis: Fig. 6, 7 depict the most relevant
parameters that can be added to the initial parameters
for devices behavior analysis. As shown in Fig. 6, for
all parameters, normal instances are centered around
the mean (0) with low standard deviations, while ab-
normal instances deviate significantly from the mean
with higher standard deviations. The above parameters
can be summarized as follows:
Device physical features: This parameter includes a
set of device characteristics namely computing power

(GHz), storage capacity (GB), and memory (GB). As
shown in Fig. 6, the abnormal instances have sig-
nificantly higher CPU, storage, and memory values
than the normal ones. Therefore, we can say that this
parameter is relevant for detecting malicious devices
since the sensors are generally equipped with low
computing power, storage capacity, and memory.
Device resources consumption: This parameter mea-
sures the rate of resource consumption, more specifi-
cally the percentage of CPU utilization (%) and power
consumption (W). As shown in Fig. 6, the abnormal
instances tend to consume more energy and processing
power, and this is likely due to the deployment of heavy
malicious applications or abnormal processing. Hence
this parameter is considered as relevant for identifying
malicious devices.
Installed software: This parameter is used to identify
the number of applications installed on the devices. As
can be seen in Fig. 6, abnormal instances contain a
relatively large number of applications compared with
normal instances, so this parameter can also be used
to identify malicious devices, since the applications
installed in sensors are generally limited.
Firmware type and version: This parameter is used to
identify the type and version of firmware installed on
the devices. To facilitate the interpretation of the results
for this parameter, we have converted the numerical
values used by the model into two categories (Fig.
7): Standard, which includes known firmware with
recent versions, and unkown, which contains unknown
firmware, obsolete or test versions. This parameter is
also relevant for identifying malicious devices.

Conclusion: The relevant parameters we identified during
this phase are device physical features, device resource
consumption, and firmware type and version. These
parameters will be added to the initial parameters to
improve the accuracy of the model and help better identify
malicious devices.

c) Stage 3: Model enhancements:
The new parameters identified by the unsupervised learn-
ing algorithm will be fed back into the supervised model
to refine detection criteria and improve model accuracy.

2) The communication phases: The communication be-
tween the brokers network and clients (Publisher/subscriber)
occurs in three main steps:

• Registration phase: In this phase, each device must be
registered in the blockchain by a trusted administrator.
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Fig. 3. AI-model workflow (phase 1).

Fig. 4. Confusion matrix.

Fig. 5. AI-model workflow (phase 2).

Fig. 6. Relevant parameters distribution for normal and abnormal instances.

The latter assigns publication and subscription rights to
specific topics and, in return, he retrieves the required
keys for authentication and message encryption and com-
municates them to the devices in out-of-band mode. When
an administrator registers a device, its reputation is set to

Fig. 7. Firmware type distribution for normal and abnormal instances.

true by default. The exchange details are illustrated in
sequence Fig. 8 and the functioning of the smart contract
responsible for this phase is described in the activity Fig.
9.

• Connection phase: As depicted in the sequence Fig. 10,
when the brokers network receives a connection request,
it verifies the packet number, the device registration,
and the reputation. If the device is not registered, the
connection will be denied and the device will be added
to the blockchain with a reputation set to False. Then,
if the device’s reputation is false, the connection to the
brokers network is denied; otherwise, a challenge is sent
to a device for OTP calculation. The device calculates the
OTP and sends the hashed OTP. If it is correct, the device
is connected to brokers network else, the connection is
denied and the reputation is set to false . Simultaneously,
the AI model constantly analyzes device behavior. Once it
detects malicious behavior, it invokes the smart contract to
interrupt the connection process and change the device’s
reputation to false. The functioning of the smart contract
responsible for this phase is described in the activity Fig.
11.

• Publishing phase: As depicted in sequence Fig. 12, in
this phase, once a device publishes a message to brokers
network containing a topic name, and encrypted data
using the secret topic key, the smart contract checks its
rights to publish to that topic as well as the data integrity
and then it notifies all the subscribers to that topic. If the
client doesn’t have the right to publish in this topic, the
connection is automatically interrupted and the reputation
is changed to false. During this phase, if the AI model
detects fraud, it invokes the smart contract to interrupt the
connection and change the device’s reputation to false.
The functioning of the smart contract responsible for this
phase is described in the activity Fig. 13.

V. ATTACK SCENARIOS ANALYSIS

For the test simulation, we apply the proposed architecture
in Supply Chain Management as an IOT critical application
and perform the tests in the Remix environment.3 Indeed,
the proposed solution fully fit the requirement of the sup-
ply chain management since it requires the intervention of
multiple independent entities such as suppliers, manufacturers,
distributors, retailers, and end customers. Each entity has the
right to publish and subscribe to specific topics. These rights

3Remix IDE, https://remix.ethereum.org/
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Fig. 8. Registration phase sequence diagram.

Fig. 9. Registration phase smart contract logic.

are granted by the administrator of each entity during the
registration phase.

A. Test Cases

• Scenario 1: Registration nominal scenario
As an example, the Manufacturer’s administrator registers
the temperature sensor for the concerned entity. As shown
in Fig. 14, they assign write-only permissions to the topic
“Man smart sensor/temperature”. Upon registration, the
sensor’s reputation is automatically set to “true” by de-
fault.

• Scenario 2:Attempted Connection of Unregistered Device
As depicted in Fig. 15, when an unregistered device
is connected to the brokers network, the connection is
refused and the device is registered in the blockchain with
the reputation equal to false.

• Scenario 3: Device connection with false reputation
As depicted in Fig. 16, when a device with a false
reputation attempts to connect to brokers network, the
connection is automatically denied.

• Scenario 4: Submission of incorrect OTP
◦ Manufacturer’s temperature sensor sends a connection

request to the brokers network.
◦ After checking the packet number, device registration,

and reputation, the brokers network send the challenge

Fig. 10. Connection phase sequence diagram.

Fig. 11. Connection phase smart contract logic.

to the Manufacturer’s temperature sensor for OTP cal-
culation.

◦ Manufacturer’s temperature sensor sends an erroneous
OTP.

◦ As depicted in Fig. 17, the connection is automatically
refused and the reputation is set to false.

• Scenario 5: Unauthorized Publication
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Fig. 12. Publishing phase sequence diagram.

Fig. 13. Publishing phase smart contract logic.

◦ As an example, the distributor’s administrator has reg-
istered the GPS device, allocating the rights described
in Table III to receive updates or instructions regarding
its configuration.

◦ As shown in Fig. 18, when the distributor’s GPS
is attempting to publish in an unauthorized topic
Smart Sensorupdateconfiguration, the connection is
interrupted and its reputation is set to false.

• Scenario 6: Detection of Known Authentication Fraud
◦ During the connection process of a customer’s end

device, the AI model classified the device as malicious
due to a malformed connection packet.

◦ The AI model invokes the smart contract to deny the
connection and set the device’s reputation to false Fig.
19.

• Scenario 7: Detection of abnormal known behavior
The AI model detected a flood attack from an already
connected customer’s end device. As depicted in Fig. 20,
it triggered the smart contract to interrupt the connection
and set the device’s reputation to “false”.

B. Discussing Test Results

In Section V-A, we have focused on simulating attacks
related to the new concepts introduced in this article, which

(a)

(b)

Fig. 14. Registration nominal scenario.

Fig. 15. Connection of unregistered device.

Fig. 16. Connection denied due to false reputation.

Fig. 17. Submission of incorrect OTP.
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TABLE III. SMART SENSOR REGISTRATION INFORMATION

Device address ”0x1aE0EA34a72D944a8C7603FfB3eC30a6669E454C”

Topic Name GPS/updateconfiguration

Read right True

Write right False

(a)

(b)

(c)

Fig. 18. Unauthorized publication.

Fig. 19. Authentication fraud detection.

Fig. 20. Abnormal behavior detection.

follow on from the attack tests carried out in the previous
work [4]. Attack simulation tests focus on two main areas: on
the one hand, the interaction between the artificial intelligence
(AI) model and the smart contracts to apply the appropriate
security measures once malicious behavior has been detected.
Indeed, as illustrated in scenario 6, the AI model analyzes the
device’s behavior during connection process and, as a result,
denies connection to the brokers network if malicious behavior
is detected. In scenario 7, malicious behavior is detected
while the device is already connected to the brokers network,
triggering hence a transaction to interrupt the connection. On
the other hand, these tests also monitor the device’s reputation
status, which must automatically change if malicious behavior
is detected. In fact, according to scenario 1, by default, the
state of the reputation when the device is registered is good
(true). Once malicious behavior is detected, the reputation
changes to bad (false). This is illustrated in the following
scenarios: connection of an unregistered device (scenario 2),

sending a wrong OTP (scenario 4), unauthorized publication
(scenario 5), and detecting abnormal behavior using the AI
model (scenarios 6 and 7). Additionally, the main aim of
the device reputation system is to prevent devices with a
bad reputation from rejoining the network, as demonstrated
in (scenario 3).

VI. CONCLUSION

Our research works aim to propose an MQTT architecture
that meets the security requirements of critical IoT applica-
tions, is resilient to current attacks, and is adaptable to potential
future attacks while taking into account the constraints of the
IOT environment. To this end, the proposed solution in this
paper aims to improve the MQTT architecture proposed in our
previous work [4] by adding an additional layer of security
based on artificial intelligence. Combining the advantages
of blockchain and AI technologies enables attack detection
by analyzing the behavior of devices connected or being
connected to the broker network using an AI hybrid model,
and then automatically applying appropriate security measures
using smart contracts. The solution has also introduced the
concept of device reputation to prevent malicious devices from
rejoining the network. The creation of the AI model involved
three essential phases: The first step was to train the model
on a set of known malicious behaviors using the Random
Forest supervised learning algorithm. Once the model was
trained, it was integrated into the MQTT architecture, where
the appropriate security measures were implemented through
smart contracts. Simultaneously, the Isolation Forest unsuper-
vised learning algorithm was added to the model in monitoring
mode, in order to discover new attack patterns and identify new
parameters for the detection of malicious devices. The attack
patterns identified in phase 2 will be reintegrated into the basic
model to improve the model’s accuracy and performance. To
fit the constraint environment requirements, all the resource-
intensive operations are managed on the brokers network side,
while the only operation executed on the device side is the
OTP calculation. For attack simulation tests, the architecture
was applied to supply chain management, and smart contracts
were implemented in the Remix environment. The test results
showed the architecture’s resistance to different types of at-
tacks. In our future work, we will continue to improve the
security of the MQTT protocol in constrained environments
by deploying our architecture in real-world situations. This
will allow us to expose the architecture to real attacks, which
will refine the AI model and strengthen the architecture’s
resilience against more complex and sophisticated types of
attacks. In addition, we will evaluate the performance of the
MQTT protocol by measuring key indicators such as latency,
energy consumption, and bandwidth utilization.
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Abstract—The rapid growth of digital communication has
led to a surge in spam messages, particularly through Short
Message Service (SMS). These unsolicited messages pose risks
such as phishing and malware, necessitating robust detection
mechanisms. This study focuses on a comparative analysis of ma-
chine learning models for SMS spam detection, with a particular
emphasis on a proposed SVM-DistilBERT model enhanced by a
voting classifier. Using the UCI SMS Spam dataset, the models are
evaluated based on recall, accuracy, precision, and Receiver Oper-
ating Characteristic Area Under the Curve (ROC AUC) scores to
assess their effectiveness in correctly identifying spam messages.
By leveraging Optuna for hyperparameter optimization, the
proposed model achieves superior performance, with an accuracy
of 99.6%, surpassing traditional methods like SVM with TF-IDF
Bi-gram and AdaBoost, which achieved 98.03%. The study also
examines the effects of lemmatization and synonym data aug-
mentation, with lemmatization shown to improve spam detection
by reducing feature space redundancy and enhancing semantic
understanding. To ensure transparency in decision-making, Local
Interpretable Model-Agnostic Explanations (LIME) is applied.
The results demonstrate that the optimized SVM-DistilBERT with
the voting classifier offers a robust and effective solution for SMS
spam filtering.

Keywords—SMS spam detection; Support Vector Machine
(SVM); DistilBERT; hyperparameter optimization; LIME

I. INTRODUCTION

The advancement of digital communications in modern
times has caused mass messaging, also known as spam, to
become widespread. These messages flood inboxes across var-
ious channels, bringing severe security risks such as phishing
and malware. The rise of spam is closely tied to technological
advancements, with Short Message Service (SMS) emerging
as one of the first mobile communication standards. As SMS
usage grew, so did the prevalence of spam, creating an urgent
need for effective spam detection methods.

A 2022 report [1] states that 68.4 million Americans, or
26% of the population, have been scammed via phone, com-
pared to the previous year’s 59.4 million (23%). Furthermore,
33% of people reported being involved in a phone scam,
with about 20% falling for a con more than once. These
scams not only have financial consequences but also affect
productivity, mental health, and personal privacy. As mobile
telecommunications have expanded, SMS spam has become a
significant irritant, contributing to substantial losses in working
time, network resource consumption, and performance costs
[2].

The rise of spam undermines trust in mobile communi-
cation platforms and consumes valuable network resources
and device storage. This highlights the necessity for effec-
tive spam reduction strategies to preserve user satisfaction
and optimize resource utilization [3]. Implementing advanced
spam detection mechanisms is crucial for protecting users
and ensuring compliance with privacy regulations [4]. This
underscores the importance of deploying sophisticated and
explainable spam detection methodologies to bolster user trust
and meet regulatory expectations.

Traditional spam detection methods have relied on rule-
based systems [5], which offer limited success due to their
inflexibility and inability to adapt to the evolving nature of
spam tactics and content. This necessitates more sophisticated,
adaptable, and accurate detection strategies. A survey of ex-
isting literature indicates ongoing efforts to combat this issue,
yet it remains a significant challenge, highlighting the need for
innovative approaches that can keep pace with the dynamic
landscape of spam messaging.

Machine learning emerges as a promising solution to
address the complex problem of spam detection [6]. These al-
gorithms, by learning from categorized datasets, can effectively
differentiate between spam and genuine (”ham”) messages,
thereby providing a robust barrier against unwanted commu-
nications. However, the success of machine learning models
in detecting spam relies heavily on choosing and fine-tuning
the features used for training [7], [8]. Challenges such as high
dimensionality, feature redundancy, and the dynamic nature
of spam content complicate feature selection [9]. Moreover,
the interpretability of models is crucial for building trust and
ensuring regulatory compliance, yet many advanced models
operate as black boxes [10].

This research addresses these challenges by improving
upon the work of SpotSpam [11], a recent approach that
utilizes Support Vector Machines (SVM) combined with Dis-
tilBERT embeddings for SMS spam detection. While SVMs
excel in high-dimensional spaces and work effectively with
smaller, well-labeled datasets, their performance is highly
contingent on meticulous hyperparameter tuning—a process
that is both complex and experimental. To overcome this
limitation, Optuna [12] is employed, an automatic hyperpa-
rameter optimization framework, to fine-tune the comparison
model, achieving significant improvements in classification
accuracy and overall model performance. Additionally, the
impact of lemmatization during preprocessing is explored, with
a comparison of models trained with and without this step.
Subtle synonym data augmentation is applied to introduce

www.ijacsa.thesai.org 1323 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 11, 2024

variability into the dataset, addressing the challenge of high
dimensionality and feature redundancy.

To enhance model interpretability, LIME (Local Inter-
pretable Model-Agnostic Explanations) [13] is employed. By
providing transparent and interpretable explanations of the
model’s decisions, to ensure that the predictions are not only
accurate but also explainable, contributing to greater trans-
parency in the spam detection process.

The contributions of this research are as follows:

1) Hyperparameter Optimization: Applying Optuna [12]
to fine-tune the hyperparameters of the comparison
models.

2) Lemmatization Analysis: Analyzing the impact of
lemmatization on model performance, comparing re-
sults with and without this preprocessing step to
determine its effectiveness in reducing feature space
complexity.

3) Model Explainability: This study employs LIME [13]
to provide transparent and interpretable explanations
of the model’s decisions, contributing to both accu-
racy and explainability in spam detection.

4) The proposed model SVM+DistilBERT with Voting
Classifier model achieves significant performance im-
provements over previous approaches like SpotSpam
[11].

This research presents a comprehensive evaluation of
machine learning models for SMS spam detection. Starting
with foundational approaches such as SVM [14] [15], the
study extends to more complex models, incorporating feature
engineering techniques like TF-IDF vectorization [16] and
ensemble classifiers such as XGBoost [17]. By integrating ad-
vanced embeddings like DistilBERT with SVM and optimizing
hyperparameters using Optuna, the gap between traditional
methods and modern advancements is bridged, enhancing
precision and flexibility. This provides valuable insights for
both academic researchers and industry practitioners seeking
to develop effective and explainable spam detection systems.

The remainder of this paper is organized as follows:
Section II presents the Literature Review. Section III provides a
Detailed Description of the Methodology. Results and Analysis
are presented in Section IV. Finally, Conclusions and Future
Work are discussed in Section V.

II. LITERATURE REVIEW

Spam detection remains a critical task in the field of text
classification, with numerous algorithms developed to address
the challenge of accurately identifying unsolicited messages
in datasets. Traditional machine learning methods, particularly
Support Vector Machines (SVMs), have been extensively stud-
ied for this purpose.

Singh et al. [18] explored the use of SVM with TF-IDF
and other feature extraction methods for SMS spam detection,
demonstrating the effectiveness of SVM in such tasks. They
noted the need for further comparative analyses of hybrid mod-
els and ensemble methods to enhance performance. Building
on their findings, this study provides a detailed comparison
of various SVM-based models, including combinations with
advanced embeddings like DistilBERT [19], and evaluates

the impact of preprocessing techniques such as lemmatization
on model performance. By integrating LIME, this study also
addresses the critical need for model explainability, enhancing
transparency in the decision-making process. These contribu-
tions aim to provide a more nuanced understanding of SVM’s
potential in modern spam detection frameworks, aligning with
the ongoing evolution of text classification techniques.

Almeida et al. [20] demonstrated the effectiveness of
SVM classifiers in detecting spam within text messages by
leveraging a comprehensive set of features extracted from
the messages. Despite their success, they highlighted that the
performance of SVMs is highly contingent on the meticulous
selection and tuning of kernels and hyperparameters—a pro-
cess that is both complex and experimental. Moreover, they
pointed out potential scalability issues, as SVMs can become
computationally intensive when applied to very large datasets.

In an effort to enhance SVM performance, Delany et al.
[21] experimented with the integration of n-gram analysis. This
hybrid approach improved spam detection rates by capturing
contextual information within the text. However, the generation
and processing of n-grams introduced additional computational
overhead, leading to longer training times and increased mem-
ory usage. This trade-off suggests that while the method is
robust, it may not be ideal for scenarios requiring immediate
processing.

Text preprocessing and hyperparameter optimization are
critical components in improving spam detection efficacy.
Lemmatization, a preprocessing technique that reduces words
to their base forms, can enhance traditional machine learn-
ing models like SVM by reducing feature space complexity
and improving recall and precision. Akhmetov et al. [22]
demonstrated the benefits of lemmatization across multiple
languages, noting its importance in handling morphologically
rich datasets.

The advent of transformer-based models has further revo-
lutionized natural language processing tasks, including spam
detection. Xiaoxu Liu et al. [23] demonstrated that models
based on the vanilla transformer architecture perform well
in SMS spam detection tasks. They suggested that utilizing
more complex architectures like BERT could yield even better
performance due to their ability to capture deeper contextual
relationships with fewer features and ease of fine-tuning.

Despite these advancements, there is a notable gap in the
literature concerning the integration of advanced embedding
techniques with traditional machine learning models. Guzella
et al. [24] reviewed the application of SVMs in spam filtering,
highlighting their adaptability and accuracy. However, their
work did not directly compare SVMs with emerging deep
learning methods, which have shown potential for superior
performance in text classification tasks.

To address this gap, the current research focuses on enhanc-
ing SVM models with modern embedding techniques such as
DistilBERT. By combining the strengths of SVMs with the
contextual understanding provided by advanced embeddings,
the aim is to improve both the accuracy and adaptability
of spam detection models. This research approach also in-
volves evaluating various enhancements to traditional SVM
models, including the use of term frequency-inverse document
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frequency (TF-IDF), ensemble techniques, and preprocessing
methods like lemmatization.

Considerations of model interpretability and complexity are
crucial in the selection of appropriate spam detection methods.
Metsis et al. [25] found that while SVMs generally outper-
form other machine learning algorithms in spam detection
tasks, they suffer from a lack of interpretability compared to
more transparent models like decision trees. Drucker et al.
[26] attempted to enhance SVMs by incorporating boosting
techniques, which improved accuracy but also introduced
risks of overfitting and added complexity. These factors could
hinder the deployment of such models in real-time prediction
environments.

III. METHODOLOGY

The methodological approach focus is on the comparative
analysis of various machine learning models for SMS Spam
filtering purposes using the SVM based centric approach. The
performance of these models will be evaluated based on their
recall, accuracy, precision and the score of ROC AUC in
correctly identifying spam messages. The flowchart of the
process can be seen in Fig. 1.

Fig. 1. Flowchart of the SVM comparison process.

A. Data Collection

The dataset utilized in this study is sourced from the UCI
Machine Learning Repository [27], comprising 5,574 instances
[28] with no missing values. Detailed information about the
dataset composition and source distribution is presented in
Table I.

TABLE I. SUMMARY OF SMS MESSAGE SOURCES FOR SPAM DETECTION

Source Description Numb. of Messages
Grumbletext Web-
site

UK forum reports of SMS spam. 425 spam

NUS SMS Corpus
(NSC)

Legitimate messages from Singapore,
mostly from students.

3,375 ham

Caroline Tag’s PhD
Thesis

Collection of SMS messages for re-
search.

450 ham

SMS Spam Corpus
v.0.1 Big

Combined collection of ham and spam
messages for academic research.

1,002 ham, 322 spam

The bar chart in Fig. 2 revealed a significant imbalance in
the dataset [28], with ham messages substantially outnumber-
ing spam messages. To handle imbalance dataset, weight class
balanced is employed on the SVM model. By completing these

data preparation procedures, a well-organized and processed
dataset is generated, which is now ready for the training and
assessment of the classification models.

Fig. 2. Distribution of ham and spam messages in the dataset.

B. Data Preprocessing Selection

Before training the experimented models in this study,
data cleaning is employed. For the SVM with DistilBERT
embeddings, minimal cleaning is performed, involving con-
verting the text to lowercase and removing extra white spaces.
This approach retains most of the original raw data, as BERT
embeddings are powerful enough to capture the semantic
context.

To improve the generalization capability of the model,
synonym data augmentation using WordNet was applied during
the preprocessing stage for the proposed model. This technique
introduces subtle variations in the text by replacing randomly
selected words with their synonyms. The rationale behind this
approach lies in the inherent diversity of language use in
real-world communications, where different words can convey
similar meanings. During synonym replacement, some words
remain unchanged because WordNet may not have synonyms
for them. The examples are shown in Table II.

While the application of synonym replacement in this study
resulted in relatively minor changes to the text, it served two
key purposes:

• Lexical Variety: The augmentation process exposed
the model to variations in word usage that it might
encounter in unseen data.

• Robustness to Minor Variations: Synonym replace-
ment, despite introducing small changes, ensures that
the model is less reliant on exact word matches.

In addition, this study investigated the influence of lemma-
tization on SMS spam detection models by preparing data in
two different ways: with and without lemmatization. Lemma-
tization reduces words to their base forms (e.g. “congratula-
tions” and “congrats” to “congratulate”), reducing the feature
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space for model training. This preprocessing step enables for
a comparative analysis of its impact on model performance.

TABLE II. COMPARISON OF ORIGINAL AND SYNONYM-REPLACED SMS
MESSAGE

Original Text Text After Synonym Re-
placement

Actually I decided I was too
hungry so I haven’t left yet :
V

Actually I decided I was too
hungry so I haven’t leave yet
: V

That’s the thing with apes, u
can fight to the death to keep
something, but the minute
they have it when u let go,
that’s it!

That’s the thing with apes, u
can fight to the death to keep
something , but the moment
they have it when u let go,
that’s it !

Glad to see your reply. glad to see your reply.

C. Feature Extraction

1) TF-IDF: Term Frequency (TF) estimates the frequency
of terms in a sentence by dividing the number of repetitions
by the total number of words in the sentence. The IDF score
determines the word’s rarity within a corpus, suggesting that
words that aren’t used as frequently might hold more important
information [29].

2) Bi-gram: The SVM TF-IDF will be enhanced with the
bi-gram to capture more information context. A Bi-gram is
two ceonsecutive elements which takes forms of words taken
from the sequence of tokens. The bi-gram focuses on the word
pair rather than capturing the meaning of the individual text
itself.

For example, combining words like “customer service” is
a bi-gram, which have more nuanced sentiment compared to
an individual words such as “customer” or “service” [29].

3) DistilBERT: This study utilizes DistilBERT, a con-
densed version of the BERT (Bidirectional Encoder Represen-
tations from Transformers) model [30]. DistilBERT reduces
the size of BERT by approximately 40%, making it more
efficient in terms of memory and computational resources
while retaining about 97% of BERT’s performance on lan-
guage understanding benchmarks.

DistilBERT achieves this efficiency through knowledge
distillation [31], where a smaller student model learns to mimic
the behavior of a larger teacher model. This process involves
training the student model to reproduce the outputs of the
teacher model, effectively capturing the essential knowledge
in a more compact form without the need for extensive
mathematical computations during inference.

The architecture of DistilBERT retains the Transformer-
based design [32] but reduces the number of layers from 12
to 6. Despite this reduction, it maintains the ability to capture
complex contextual relationships within the text through self-
attention mechanisms. The self-attention mechanism allows
the model to weigh the importance of different words in a
sequence, enabling it to understand the context and nuances
of language effectively. The architecture of DistilBERT can
be seen in Fig. 3.

By integrating DistilBERT embeddings into the model,
It leverages rich contextual representations of the input text,
which enhances the performance of the spam detection task.
This approach provides a balance between computational effi-
ciency and model accuracy, making it suitable for applications
requiring quick response times without significant loss in
performance.

For detailed information on the mathematical formulations
and training objectives of DistilBERT, readers are referred to
Sanh et al. [19] and the foundational works on Transformers
by Vaswani et al. [32].

Input Text

Tokenization

Embedding Layer

Transformer Layers (6 Layers)

Multi-Head Attention

Feed-Forward Network

Output Prediction

Fig. 3. Architecture of DistilBERT.

D. SVM Model Selection

1) Support Vector Machine: This study focuses on using
Support Vector Machines (SVM) to filter spam in the SMS
dataset. SVMs are supervised learning models used for re-
gression analysis and classification. Gaye et al. (2021) [33]
found that the SVM works by choosing the best hyperplane
that separates the data into different classes. The main goal is
to maximize the margin—the gap between the hyperplane and
the nearest data points of each class—which can be either
hard or soft. This separation challenge is transformed into
a quadratic programming problem, allowing for the optimal
hyperplane to be found efficiently.

This transformation is pivotal as it enables the SVM model
to effectively handle linearly inseparable cases through the
introduction of slack variables for soft margin optimization and
the employment of kernel functions. Kernel functions, such as
polynomial, radial basis function (RBF), and sigmoid, allow
SVM to operate in high-dimensional spaces, facilitating the
classification of complex datasets [34].

For the task of SMS spam filtering, the application of SVM
is particularly promising due to its ability to discern between
spam and legitimate messages with high precision. By con-
structing a feature vector from the SMS dataset and applying
an appropriate kernel function, SVM can effectively classify
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messages, leveraging the textual and contextual differences
between spam and non-spam SMS. This capability is further
evidenced by recent studies, which have demonstrated SVM’s
superior performance in text classification tasks compared to
other machine learning algorithms [35] [36].

Furthermore, the adaptability of SVM in handling various
types of data makes it an ideal choice for this study. By
fine-tuning the SVM parameters, including the regularization
parameter (C) and the kernel parameters, it can optimize the
model to achieve maximum accuracy in spam detection. This
optimization process is crucial for adapting the SVM model
to the specific characteristics of the SMS dataset, thereby
ensuring the effectiveness of the spam filtering solution.

2) AdaBoost: This study implements the ensemble classi-
fier method AdaBoost for comparison analysis. AdaBoost is a
powerful machine learning technique that combines multiple
weak classifiers to create a robust, highly accurate classifier.
It is simple to implement and relatively insensitive to noise in
the data, but it can be affected by specific types of noise, such
as class imbalance or outliers.

The following equation describes how each training in-
stance’s weight is updated by AdaBoost:

Dt+1(i) =
Dt(i) exp(−αtyiht(Xi))

Zt
(1)

In this equation, Dt(i) represents the weight of the i-th
training instance at iteration t, and αt denotes the weight of
the classifier. The exponential term adjusts the weight based
on whether the prediction ht(Xi) matches the true label yi.
The normalization factor Zt ensures that all weights sum to
one, enabling the model to focus more on incorrectly classified
instances [37].

In this study, AdaBoost with SVM is used as a comparison
method to evaluate the performance of the proposed SVM-
DistilBERT-based model and to assess the impact of lemma-
tization in classifying SMS spam messages.

3) eXtreme Gradient Boosting (XGBoost): XGBoost was
employed in this study for comparative analysis alongside
other models to evaluate the impact of lemmatization. XG-
Boost, or “Extreme Gradient Boosting”, is a powerful and effi-
cient machine learning algorithm built on the gradient boosting
framework. Its high performance and speed make it popular
for various supervised learning tasks. This algorithm is known
for its scalability, sparsity awareness, and considerations for
data compression, sharding, and cache-aware access [38].

These features enable XGBoost to efficiently manage large
datasets with billions of entries, using fewer computational
resources than many other systems [39]. In this study, it serves
as a benchmark to understand how lemmatization affects model
performance relative to other methods.

4) Voting Classifier: In this study, several machine learning
models were combined with a voting classifier to create a
reliable SMS spam detection system. The classifier combined
Support Vector Machine (SVM), Random Forest, Gradient
Boosting, Logistic Regression, and K-Nearest Neighbors into a
single predictive model. The goal was to enhance the system’s

overall performance by using the advantages of each particular
model.

The key to building an efficient SMS spam detection
system is to balance the advantages of different machine
learning models with each one’s drawbacks. The ensemble
approach seeks to use each model’s robustness by combining
these various models into a single voting classifier, producing
a forecast that is more accurate and dependable. Every model
makes a distinct contribution to the classifier; some are better
at managing enormous datasets or offering interpretability,
while others are better at handling high-dimensional data.
Combining these models guarantees a more balanced approach
to categorization that can handle the subtleties of SMS data
with better accuracy while also improving the system’s overall
performance.

Support Vector Machine are very effective in a high di-
mensional data spaces and it is robust against outliers which
is very good in handling noisy environments [40]. However,
SVM also has its drawbacks that it faces scalability issues and
is computationally intensive when handling a large datasets
[41].

Random Forest(RF) can be integrated to help solve to
address SVM drawbacks as they are very efficient in managing
large datasets that leads to better generalization [41]. Random
Forest is also very good in handling the missing data and
conducting variable selection, however Random Forest may
struggle on interpretability and imbalanced datasets [42] [43].

To add more strength to the ensemble, Logistic Regression
were added to the Voting Classifier, that is known for it’s
simplicity and interpretability. It is very effective against
binary classification problems and it is widely used for social
sciences/medical field because of its interpretable and clear
coefficients [44]. Logistic Regression can reduce the potential
bias by handling the categorical predictor and continuous vari-
ables and also can effectively control confounding variables
[45]. However, logistic regression has its drawbacks which is
sensitive to outliers [46] and also has the assumption that there
is a linear relationship between the predictors and the log-
odds of the outcome that will effect on the limitation on its
effectiveness for nonlinear boundaries [47].

On the other hand, Gradient Boosting model strength lies
on it’s high predictive accuracy and it’s ability to adapt to the
ensemble, especially when managing noisy data and multiple
features [48] [49]. Gradient Boosting complements very good
with the versatile capabilities of logistic regression and the
robustness of Random Forest [50].

K-Nearest neighbor (KNN) contributes to the model be-
cause it’s simple and effective to perform well in classification
task, especially on how it groups the data based on the
similarity. The flexibility of K-Neares neighbor (KNN) by
leveraging different distance metrics improves its adaptability
to different kinds of data [51]. When K-Nearest Neighbor
(KNN) pairs with a structured models like Gradient Boosting
and Random Forest, the combined model will perform better
in handling complex data scenario [52].

The final output is generated by averaging the predictions
made by each model in an ensemble technique. The voting
classifier produces a more balanced and dependable detection
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system, which integrates the outputs from SVM, Random
Forest, Logistic Regression, Gradient Boosting, and K-nearest
neighbors.

Using this method, the study shows that properly adjusted
voting classifiers may greatly increase the precision and de-
pendability of an SMS spam detection system.

E. Hyperparameter Optimization Using Optuna

In this study, Optuna is employed for hyperparameter
optimization across various machine learning models for
text classification, including XGBoost, AdaBoost, and Voting
Classifiers with multiple base learners. To enhance read-
ability and reduce complexity, standardized hyperparameter
optimization across models were applied. For both XG-
Boost and AdaBoost, This study optimized the maximum
number of features in the TF-IDF vectorizer, max features
∈ {1000, 2000, 3000, 4000, 5000}, as well as the number of
estimators, nestimators ∈ {50, 100, 150, 200}, and the learning
rate.

For XGBoost, additional parameters such as the maxi-
mum tree depth, max depth ∈ [3, 10], and the subsampling
ratio, subsample ∈ [0.5, 1.0], were optimized. Class imbalance
was addressed using the scale pos weight parameter. In the
Voting Classifier ensemble, shared hyperparameters across its
constituent models were optimized to ensure consistency. The
classifiers included SVC and Logistic Regression, where the
regularization parameter C was optimized over a logarithmic
scale. Additionally, Random Forest and Gradient Boosting
classifiers were tuned for the number of estimators, with
Random Forest also having an optimized maximum depth, and
K-Nearest Neighbors varying in the number of neighbors.

When incorporating DistilBERT embeddings, the shared
hyperparameters were optimized to maintain consistency
across models. Stratified K-Fold cross-validation with k = 5
were employed, optimizing for metrics such as accuracy and
ROC AUC. This systematic approach with Optuna enhanced
model performance while reducing complexity and improving
clarity in the hyperparameter optimization strategies.

F. Comparing Performance Evaluation

To evaluate the performance of the tested models, this study
employ a technique called stratified k-fold cross-validation.
Stratified K-fold cross-validation is an improved variant of
k-fold cross-validation that is primarily used to ensure that
the dataset’s folds have similar class label distributions while
maintaining the distribution of different classes [53]. With this
method, over-fitting is reduced in datasets with imbalanced
classes, unlike the regular k-fold cross validation, it can pro-
duce folds with skewd distribution of class labels in unbalanced
datasets which may lead inaccurate performance measures.

After the integrated model is evaluated, the data is divided
into five sections. Four of the segments are utilized to train
the model, and the remaining one is used for testing. The
aim of this assessment is to evaluate the model’s differentiate
capability across classes, with a specific focus on how well
it can detect positive cases based on the ROC AUC score,
Precision, Recall, F1-Score, and Accuracy.

G. Evaluation Measures

To provide different insights for the performance of clas-
sification model that were tested, this study includes different
metrics such as Precision, Recall, F1-Score, ROC AUC Score
and the Accuracy.

1) Precision: It is a statistical measures that evaluates how
well a model predicts the favorable outcomes. It indicates
the percentage of correctly predicted positive instances out of
from all cases that were predicted positive. The notation for
precision is denoted as in Eq. 2.

Mathematical Definition:

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(2)

2) Recall: The proportion of accurately predicted positive
observations to all of the observations made during the actual
class is known as recall.

Mathematical Definition:

Recall =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(3)

3) F1 score: The harmonic mean of Precision and Recall
is the F1 score. It is helpful when attempting to achieve a
balance between recall and precision.

Mathematical Definition:

F1-Score = 2× Precision × Recall
Precision + Recall

(4)

4) ROC AUC Score: A performance metric for classifica-
tion issues at different threshold settings is the ROC (Receiver
Operating Characteristic) AUC (Area Under the Curve) score.
The degree or measure of separability is represented by AUC,
and ROC is a probability curve. It indicates the degree to which
the model can discriminate between classes.

Mathematical Definition: Plotting TPR (True Positive Rate,
sometimes called Recall) against FPR (False Positive Rate)
yields the ROC curve. The area under this curve, or AUC
score, has the following mathematical definition:

AUC =

∫ 1

0

TPR(FPR) d(FPR) (5)

True Positive Rate (TPR) is defined as:

TPR =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(6)

False Positive Rate (FPR) is defined as:

FPR =
False Positives (FP)

False Positives (FP) + True Negatives (TN)
(7)

The AUC score falls between 0 and 1. An AUC of 1
indicates a perfect prediction model; an AUC of 0.5 indicates
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a random prediction model. Better model performance is
indicated by values nearer 1. More specifically, because it
offers a thorough assessment of model performance across all
classification thresholds, AUC is an important metric when
assessing models on unbalanced datasets.

IV. RESULTS AND ANALYSIS

The results in Table III and Table IV summarize vari-
ous methods for SMS spam classification, including SVM-
TF (Support Vector Machine with Term Frequency-Inverse
Document Frequency), SVM-TF-Bi (SVM with TF-IDF and
bi-grams), SVM-TF-Bi-Ada (SVM with TF-IDF Bi-gram and
Adaboost), SVM-TF-Bi-XGB (SVM with TF-IDF Bi-gram
and XGBoost), SVM-TF-Bi-Vote (SVM with TF-IDF Bi-gram
and Voting Classifier), and SVM-DistilBERT-Vote (SVM with
DistilBERT embeddings and Voting Classifier), where the “-
Lem” suffix indicates the use of lemmatization, and perfor-
mance is evaluated using the ROC AUC (Receiver Operating
Characteristic Area Under Curve) metric.

TABLE III. PERFORMANCE COMPARISON OF DIFFERENT MODELS:
MODELS WITHOUT LEMMATIZATION

Model ROC AUC Precision Recall F1-Score Accuracy
SVM-TF 0.9931 0.9878 0.8835 0.9327 0.9829
SVM-TF-Bi 0.9927 0.9719 0.8821 0.9248 0.9808
SVM-TF-Bi-Ada 0.9903 0.9984 0.8541 0.9206 0.9803
SVM-TF-Bi-XGB 0.9855 0.9387 0.8983 0.9179 0.9785
SVM-TF-Bi-Vote 0.9923 0.9984 0.8674 0.9283 0.9821
SVM-DistilBERT-Vote 0.9996 0.9973 0.9752 0.9861 0.9961

TABLE IV. PERFORMANCE COMPARISON OF DIFFERENT MODELS:
MODELS WITH LEMMATIZATION

Model ROC AUC Precision Recall F1-Score Accuracy
SVM-TF 0.9913 0.9855 0.9049 0.9433 0.9855
SVM-TF-Bi 0.9916 0.9856 0.9129 0.9477 0.9865
SVM-TF-Bi-Ada 0.9809 0.9803 0.7925 0.8764 0.9700
SVM-TF-Bi-XGB 0.9840 0.9512 0.8809 0.9145 0.9779
SVM-TF-Bi-Vote 0.9937 0.9925 0.8888 0.9376 0.9842
SVM-DistilBERT-Vote 0.9995 0.9951 0.9828 0.9878 0.9968

Table V compares the performance of this research with
various previous studies on SMS spam classification, highlight-
ing the differences in methods, accuracy, and datasets used.
While traditional approaches such as TF-IDF with Random
Forest [55] and XGBoost [59] reported accuracies of 97.50%
and 97.64%, respectively, other methods like a hybrid system
using K-Means SVM [56] and a Voting Classifier approach
[57] achieved slightly higher accuracies, ranging from 98.8%
to 98.93%. In contrast, this research, which employs an SVM
DistilBERT model integrated with a Voting Classifier, achieves
a superior accuracy of 99.6

The performance of various machine learning models on
the SMS spam detection task was systematically evaluated.
The results, summarized in Table III and Table IV, provide
insights into how each model performed under two different
preprocessing conditions: with and without the application of
lemmatization. Lemmatization improves SMS spam identifi-
cation by minimizing feature space redundancy, standardizing
morphological variations (e.g. “running”, “runs”, and “ran”
become “run”), and boosting generalization. For instance, a
sample spam message, “Congrats! You’ve won a prize”, is
normalized to “congratulate! you win prize”, allowing the
algorithm to recognize spam-related phrases more accurately.

Fig. 4. Performance comparison of different models (without lemmatization).

Fig. 5. Performance comparison of different models (with lemmatization).

This preprocessing step is especially beneficial for simpler
models such as SVM-TF and SVM-TF-Bi, as evidenced by
their higher recall and precision scores (Table IV). By em-
phasizing semantic meaning over lexical differences, lemma-
tization enhances detection accuracy and contributes to more
effective spam filtering.

Fig. 5 and Fig. 4 showcase the performance metrics for six
different models: SVM with Term Frequency (TF), SVM with
TF and Bigrams (TF-Bi), SVM with TF and Bigram AdaBoost
(TF-Bi-Ada), SVM with TF Bigram XGBoost (TF-Bi-XGB),
SVM with TF Bigram and Voting Classifier (TF-Bi-Vote),
and SVM with DistilBERT embeddings enhanced with Voting
Classifier (SVM-DistilBERT-Vote). The key observation here
is the effect of lemmatization on the models’ performance.

Without lemmatization (Fig. 4), the ROC AUC remains
consistently high across all models, with minor variations.
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TABLE V. SUMMARY OF DIFFERENT METHODS IN CLASSIFYING SMS SPAM MESSAGES

Title and Reference Dataset Methods Accuracy
SMS Spam Classification Using Machine Learning Tech-
niques [54]

UCI Machine Learning Repository SVM 98.797%

SMS Spam Message Detection using Term Frequency-
Inverse Document Frequency and Random Forest Algorithm
[55]

UCI Machine Learning Repository TF-IDF with Ran-
dom Forest

97.50%

Hybrid SMS Spam Filtering System Using Machine Learn-
ing Techniques [56]

UCI Machine Learning Repository K-Means SVM 98.8%

A Robust System For Message Filtering Using An Ensemble
Machine Learning Supervised Approach [57]

6000 Messages Data, 1000 Messages
are spam

Voting Classifier 98.93%

Semi-supervised novelty detection with one class SVM for
SMS spam detection [58]

747 spam, 4827 non-spam messages One class SVM 98%

Relevant SMS Spam Feature Selection Using Wrapper Ap-
proach and XGBoost Algorithm [59]

UCI Machine Learning Repository XGBoost Classifier 97.64%

This Research UCI Machine Learning Repository SVM DistilBERT
with Voting
Classifier

99.6%

However, precision shows a significant drop for the SVM-TF-
Ada model, indicating that this model might be struggling with
false positives when lemmatization is not applied. Recall for
the same model also dips notably, which could suggest that
the model is less sensitive to actual spam messages without
the normalization that lemmatization provides.

In contrast, with lemmatization applied (Fig. 5), the perfor-
mance of the SVM-TF-Bi-Ada model sees a marked improve-
ment in recall, indicating better detection of spam messages.
The F1-Score, which balances precision and recall, reflects
these changes, showing a more consistent performance across
the models when lemmatization is used.

Interestingly, the SVM with DistilBERT embeddings in-
tegrated with Voting Classifier consistently shows high per-
formance across all metrics, with and without lemmatization,
suggesting that this model is robust to variations in text
preprocessing. This robustness can likely be attributed to the
sophisticated nature of the DistilBERT embeddings, which
capture contextual information effectively even in raw, non-
lemmatized text.

Overall, these results suggest that while lemmatization
generally aids in improving recall and precision for certain
models, particularly ensemble methods like AdaBoost and
Voting Classifier, models leveraging advanced embeddings like
DistilBERT are less dependent on such preprocessing steps.
Therefore, the choice of preprocessing should be carefully
considered depending on the model being used, with lemma-
tization being more crucial for traditional machine learning
approaches.

1) Performance without Lemmatization: The SVM-
DistilBERT-Vote model demonstrated superior performance
across all evaluation metrics, positioning itself as the leading
model in this task. Specifically, it achieved an ROC AUC of
0.9996, indicating near-perfect discrimination between spam
and non-spam messages. The model also recorded a Precision
of 0.9973, which reflects its high ability to correctly identify
spam messages without including false positives. The Recall
score of 0.9752 shows that the model effectively identified
the majority of actual spam messages. This balance between
high Precision and high Recall resulted in an F1-Score of

0.9861, underscoring the model’s effectiveness in maintaining
a low rate of both false positives and false negatives. The
high Accuracy of 0.9961 further supports these findings,
indicating that the model correctly classified a vast majority
of messages.

Comparatively, other models, such as SVM-TF and vari-
ous ensemble methods (SVM-TF-Bi-Vote, SVM-TF-Bi-XGB),
also performed well but with some noticeable differences. For
instance, the SVM-TF model achieved a Recall of 0.8835,
lower than that of SVM-DistilBERT-Vote, suggesting that
it missed more spam messages. Despite this, the SVM-TF
model’s Precision remained high at 0.9878, resulting in an
F1-Score of 0.9327. While this score is robust, the model’s
lower Recall indicates a higher likelihood of misclassifying
spam messages as non-spam, which could be critical in certain
applications. The ensemble methods, while effective, exhibited
similar trends, with generally strong Precision but lower Recall
compared to SVM-DistilBERT-Vote, indicating a potential
trade-off in these models between false positives and false
negatives.

2) Performance with Lemmatization: The application of
lemmatization yielded varying impacts across the different
models, with the SVM-DistilBERT-Vote model once again
demonstrating the highest performance. After lemmatization,
the SVM-DistilBERT-Vote model maintained an ROC AUC of
0.9995, with only a slight reduction from the non-lemmatized
version, which suggests that lemmatization had little effect on
the model’s ability to distinguish between classes. However, its
Recall improved to 0.9828, leading to an F1-Score of 0.9878,
slightly higher than without lemmatization. This improvement
in Recall indicates that lemmatization helped the model better
identify spam messages, making it even more reliable for
practical use.

Other models, particularly those based on TF-IDF vector-
ization, showed more pronounced improvements with lemma-
tization. The SVM-TF-Bi model, for instance, experienced a
notable increase in Recall from 0.8821 to 0.9129, which con-
tributed to a rise in its F1-Score from 0.9248 to 0.9477. This
suggests that lemmatization improved the model’s ability to
capture the semantic essence of the text, thereby reducing the
number of missed spam messages. The enhancement in feature
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representation due to lemmatization is likely responsible for
this improvement.

However, not all models benefited from lemmatization.
The SVM-TF-Bi-Ada model, in particular, saw a decline in
performance with lemmatization, as evidenced by its decreased
Recall (0.7925) and F1-Score (0.8764). This decline suggests
that lemmatization may have disrupted the feature space that
this ensemble method relies on, reducing its effectiveness in
distinguishing between spam and non-spam messages. Such
a decrease in performance highlights the importance of con-
sidering the model architecture when applying preprocessing
techniques like lemmatization.

The variation in lemmatization’s effect on models may arise
from ensemble approaches such as AdaBoost, which depend
on feature diversity that lemmatization might diminish, while
simpler vectorization models gain from a less complex feature
space.
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Fig. 6. Lime local variable explanation.

3) Explainable AI Using LIME: Fig. 6 presents a visual
representation of explainable AI, generated using a tool called
LIME (Local Interpretable Model-agnostic Explanations). This
tool provides insights into how predictions are made by ma-
chine learning models through local explanations. LIME works
by perturbing the input data—making slight alterations—and
then assessing the impact of these modifications on the model’s
predictions.

In text classification tasks, such as the one illustrated in
the figure, LIME identifies which words in a message have the
most significant effect on the model’s prediction. To enhance
the interpretability of the model’s decision-making process,
it visualizes each word’s contribution, highlighting those that
increase or decrease the likelihood of the message being
classified as spam.

For example, the word “available” has a contribution
value of approximately 0.0010, indicating a strong positive
influence toward spam classification. On the other hand, “got”
has a contribution of around -0.0008, meaning it significantly
reduces the likelihood of the message being labeled as spam.

While certain words such as “cine” and “bugis” also

contribute positively with values of 0.0006 and 0.0004 respec-
tively, words like “until” and “wat” have smaller negative
contributions, each near -0.0004. This numerical breakdown
allows for a clearer understanding of which specific terms
influence the spam classification and by how much, ensuring
transparency in the model’s decision-making process.

V. CONCLUSION

The study found that lemmatization often improves SMS
spam detection performance, particularly in models that use
TF-IDF vectorization. Lemmatization improves the model’s
ability to generalize and focus on message semantics by
minimizing feature space redundancy and normalizing mor-
phological variances. Models such as SVM-TF and SVM-TF-
Bi showed considerable gains in recall and precision after
lemmatization (Table IV), emphasizing its importance in in-
creasing detection accuracy.

However, the impact of lemmatization is not uniform across
all models. While models like SVM-TF-Bi showed enhanced
performance with lemmatization, certain ensemble models,
such as SVM-TF-Bi-Ada, experienced a decline, particularly
in Recall and F1-Score. This suggests that the benefits of
lemmatization are dependent on the specific model architecture
and that its application should be considered carefully based
on the characteristics of the model and the intended use case.

Overall, the findings underscore the importance of select-
ing the right preprocessing techniques in conjunction with
the appropriate machine learning model to achieve optimal
performance in text classification tasks. The variability in the
effects of lemmatization across different models suggests that
a one-size-fits-all approach may not be effective, and careful
experimentation and analysis are necessary to determine the
best preprocessing and modeling strategy for a given task.

Future works will be focusing on the different dataset other
than the UCI Machine learning SMS Spam dataset that is more
recent. Since this research is focusing on the SVM Centric
to detect SMS Spam Detection, other methods that is more
poweful while maintaing less computational cost still remains
a challenge to address. Furthermore, synonym replacement in
this study relied on WordNet without considering contextual
similarity. Integrating models like BERT in the future could
ensure replacements better align with sentence context, im-
proving the quality of data augmentation.
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Abstract—Maintaining optimal water quality is crucial for
successful aquaculture. This necessitates careful management of
various water quality parameters, including pH levels within
their ideal range. There is growing interest in creating affordable
optical pH sensors that provide accurate readings across a
wide range of pH values. Development of sensors that are both
accurate and cost-effective remains a challenge. To this end, this
study demonstrates the use of machine learning with mango leaf
extract as a colorimetric indicator to achieve accurate and cost-
effective pH estimation for aquaculture practices. Mango leaf
was utilized as the pH indicator, covering a range from 1 to
13. RGB color extraction and Exif data were used for image
analysis to extract relevant features. The XGBoost algorithm,
optimized through stepwise hyperparameter tuning with early
stopping, was used to train three different models on this dataset
to predict pH values. Three classification models, namely Y3,
Y5, and Y13, were trained with 3, 5, and 13 output classes,
respectively. The overall precision achieved by each model was
0.94, 0.85, and 0.72, respectively. This demonstrates the potential
of this approach for developing a user-friendly yet cost-effective
sensor for pH detection applicable in aquaculture practices. The
proposed method could help aquaculture farmers an affordable
and intelligent smartphone-based pH detection tool, enhancing
water quality management while reducing the need for expensive
instruments and eliminating the need for additional costly and
time-consuming experimental work, thereby contributing to the
sustainability of aquaculture practices.

Keywords—Aquaculture; machine learning; XGboost; water
quality; sustainable aquaculture practices; water quality monitor-
ing; mango leaf extract

I. INTRODUCTION

Water quality is a pivotal factor in aquaculture, exerting
significant influence on fish growth, survival, and reproduc-
tion [1], [2], [3]. Precise and consistent monitoring of water
quality parameters is essential for effective aquaculture man-
agement, aiding in disease prevention, treatment, and overall
productivity [2]. To maintain optimal water conditions, various
physical, chemical, and biological treatments are applied to
aquaculture pond [3]. Key water quality parameters, including
temperature, dissolved oxygen, salinity, and pH, provide valu-
able insights into aquaculture system health and performance
[4], [5]. The primary challenge with traditional water quality
assessment methods is their lack of cost-effectiveness and the

significant labour they require. This highlights the need for
more innovative monitoring solutions. Although technological
advancements like the Internet of Things (IoT) and artificial
intelligence have enabled real-time monitoring and analysis
of water quality [6], the high cost of sensors remains a
major barrier to the widespread adoption of these modern
technologies [7].

Several studies have highlighted that pH is a crucial param-
eter for assessing water quality and plays a fundamental role
in aquatic ecosystems. It has been reported that abnormal pH
levels can negatively impact the health of aquatic organisms
and the overall quality of water [8], [9]. Therefore, maintain-
ing optimal pH levels is essential for successful aquaculture
practices. However, research consistently shows that the ideal
pH range varies among fish species, as detailed in Table I,
which presents the acceptable pH ranges for different aquatic
species.

Colorimetric methods are simpler, more cost-effective,
and capable of providing realtime results, making them a
promising solution for pH measurement in various fields,
such as environmental monitoring [10], [11], [12], [13]. In
aquaculture, colorimetric pH sensors demonstrated continuous,
in-situ monitor-ing, which allows for early detection of pH
fluctuations and enables prompt corrective actions [14]. This
study aims to advance the development of more efficient and
effective aquaculture practices by addressing the limitations of
traditional water quality monitoring techniques and leveraging
the benefits of colorimetric pH sensors.

Supervised learning is a subfield of machine learning
algorithms that trains models, f , on la-belled data. This data
comprises feature vectors, x, and their corresponding labels,
y. The primary objective is to minimize a loss function,
denoted by L(f), which quantifies the discrepancy between
the predicted labels, f(x), and the true labels, y [23].

Ensemble learning is a subcategory of supervised learning
algorithms that aims to construct a robust learner, F, by
combining multiple weaker learners, fi. A prominent example
of ensemble learning is XGBoost, which utilizes decision trees
as base learners. These decision trees recursively partition the
feature space based on specific decision rules, ultimately pre-
dicting a class or a continuous value [24]. XGBoost operates in
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TABLE I. OPTIMAL RANGE OF PH VALUES AS REPORTED IN LITERATURE

Description Lower Range Upper Range Reference
Optimal pH range for nile tilapia is between 5 and 8. 5 8 [15]
Efficient nitrification activity in aquaculture biofilters 7.0 9.0
Reproduction and infectivity of c. Irritans. 6 9 [16]
C. Irritans can survive in pH 5-10 in aquaculture. 5 10 [16]
PH ranged from 7.4 to 9.6 in eutrophic aquaculture ponds. 7.4 9.6 [8]
pH range 6-8 commonly acceptable in aquaculture. 6 8 [17]
pH ranges vary based on species, but generally 6.5-9.0. 6.5 9.0 [18]
Optimal pH for most aquaculture species is 7.0-8.5. 7.0 8.5 [18]
pH levels between 7.51 and 8.00 maintained in aquaculture. 7.51 8.00 [19]
Atlantic salmon embryos have lower lethal limits around pH 3.0-4.0. 3.0 4.0 [20]
Silver catfish juveniles survive in pH range of 4.0-9.0. 4.0 9.0 [21]
pH range in aquaculture: 6.5-9.0 suggested, optimal range varies by species. 6.5 9.0 [22]
Results suggest that 8.0–8.5 is the best pH range for survival and growth
of the larvae of the silver catfish (rhamdia quelen) larvae 8.0 8.5 [22]

an iterative manner, gradually building an ensemble of decision
trees. Each subsequent tree, fi, focuses on rectifying the errors
made by its predecessors using a technique called gradient
boosting. Mathematically, this translates to minimizing L(f)
by strategically adding trees that target the residuals of the
existing ensemble, Fi−1(x). This approach enables XGBoost
to effectively handle intricate feature relationships and achieve
significant minimization of the loss function, L(f).

II. BACKGROUND

Traditionally, pH measurement has relied on physical sen-
sors, both analog and digital [25]. Despite their precision, these
sensors necessitate frequent calibration to maintain accuracy,
which can be expensive and time-consuming. Coupled with
manual operation, this has prompted a search for more af-
fordable and user-friendly alternatives. Recent advancements
have facilitated the integration of digital pH sensors into IoT
systems for continuous water quality monitoring [26], [25],
[27]. While these solutions are suitable for larger aquaculture
operations, their high implementation costs often preclude
their adoption by smaller farms seeking economical options.
An alternative approach to pH measurement involves pH test
strips, a traditional and cost-effective method for assessing
water quality in aquaculture [28], [29]. While less precise
than sensor-based methods, their simplicity, affordability, and
portability make them valuable tools in various applications.
However, relying on visual color comparisons with a reference
chart can introduce subjectivity and potential inaccuracies.
Furthermore, the presence of other water constituents may
interfere with test strip accuracy [30], [31]. Despite these limi-
tations, the ease of use and absence of calibration requirements
make pH test strips an economical option, particularly for
small-scale farms with limited resources.

To mitigate the subjectivity inherent in interpreting pH test
strip colors, researchers have explored the use of machine
learning models to enhance the accuracy of pH measurements
derived from paper strips [32], [33], [34]. Concurrently, the
development of novel reagents for pH determination remains
an active research area. These innovative reagents, when inte-
grated with smartphone or machine learning-based methodolo-
gies, hold the potential to significantly improve pH measure-
ment accuracy. A novel method for directly measuring the pH
of airborne particles or droplets has been developed, combining
pH indicator paper with RGB-based colorimetric analysis.
This approach established a linear correlation between RGB
values and pH, surpassing the accuracy and applicability of

previous models. Hydrion® Brilliant pH dip stciks (lot no.
3110, Sigma-Aldrich), with their wide pH detection range and
resistance to interference, were deemed optimal for analyzing
ambient aerosols. Initial findings suggest that aerosol pH can
be estimated with an uncertainty of 0.5 units or less, casting
doubt on the reliability of traditional pH color charts and
emphasizing the need for in situ calibration of pH papers using
standardized pH buffers [11].

A smartphone-based colorimetric analysis technique em-
ploying a pH-sensitive photonic gel was reported. The gel
exhibited color variations corresponding to different pH levels,
which were captured and analyzed using a smartphone camera
and image processing algorithms. This method demonstrated
accurate real-time pH measurement, suggesting its potential
applications in environmental monitoring and medical diag-
nostics [35].

A smartphone-based colorimetric method was developed
for detecting enzyme-substrate reactions using pH-responsive
gold nanoparticle assemblies. The pH-induced color changes in
the gold nanoparticles, resulting from enzyme-substrate inter-
actions, were captured and analyzed using a smartphone. This
method offers a simple, cost-effective, and portable platform
for monitoring enzyme-substrate reactions in various fields
such as biochemistry and environmental science [36].

Traditionally, pH measurement in aquaculture has relied on
physical sensors and pH test strips, which provide accurate
results but often suffer from portability and usability con-
straints. In contrast, smartphone-based approaches, utilizing
colorimetric changes and sophisticated image processing, offer
high precision, portability, and user-friendliness, making them
suitable for remote and real-time monitoring. However, these
methods may necessitate specific reagents and con-trolled
conditions for optimal performance. This research underscores
the potential for developing cost-effective and user-friendly
smartphone-based pH detection systems with broader appli-
cations.

III. MATERIALS AND METHODS

A. Chemicals

Ortho-Phosphoric acid (85-88%) and sodium hydroxide
(99%) were purchased from R & M Chemicals. All chemicals
were of analytical grade and used as received without further
purification. Distilled water was used in all experiments. Green
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Fig. 1. Schematic illustration of the smartphone colorimetric sensors data
gathering. (a) smart phone, (b) PVC pipe of, (c) Cuvette containing sample
solution, (d) light diffuser that is a one-centimeter-thick hot glue, (e) torch

light as the source of light.

mango leaves were collected from apple mango trees in Kuala
Nerus, Terengganu, in November and December 2023.

B. Sample Preparation for Colorimetric Studies

Mango leaves powder was prepared by thoroughly washing
the leaves with tap water, followed by three additional rinses
with distilled water. The washed leaves were then dried in an
air oven at 65°C for 48 h. After drying, the leaves were ground
and sieved to obtain a powder with a particle size of 120 µm.
To prepare standard solutions covering a pH range from 1 to
13, a sequential dilution process was conducted. This process
involved diluting stock solutions of 1M H3PO4 and 1M NaOH
with distilled water. The dilution ratios were exactly adjusted
to achieve the desired pH levels for each standard solution.
For colorimetric studies, 40 mL of each standard solution was
mixed with 0.1 g of mango leaves powder. The mixture was
manually shaken for 1 min at room temperature and then
centrifuged at 8000 rpm for 15 min. The supernatants were
removed and filtered using a Nylon syringe filter with a pore
size of 0.22 µm. The filtered samples were then transferred to
cuvettes for colorimetric analysis.

C. Dataset

Seven different smartphones were used to capture three sets
of photographs for each sample with pH values ranging from
1 to 13. A simple photography setup, as illustrated in Fig. 1,
was employed for image acquisition. The apparatus consisted
of a commonly available 1-inch PVC pipe (Fig. 1(b)) designed
to produce consistent images. A 22cm long polyethylene
pipe with a 4.5cm inner diameter was used for the setup.
A white LED flashlight (Eveready LC1L2A) was placed at
one end of the pipe to illuminate the samples (Fig. 1(e)).
To position the samples, a hole was created 7cm from the
light source. A 0.5cm thick layer of translucent hot melt
glue was applied inside the pipe to evenly distribute the light
(Fig. 1(d)). The smartphone camera was positioned at the
opposite end of the pipe to capture images of the samples
(Fig. 1(a)). All photographs were taken of samples placed in
standard spectrophotometer cuvettes with dimensions of 4.5cm
height, 3.5mL capacity, and an optical range of 190−2500nm
(Fig. 1(c)).

Image files were renamed to accurately reflect sample type
details and subsequently transferred to a computer system.

Fig. 2. Heat map chart of suitable pH ranges in aquaculture, as reported in
the literature.

iPhone images were converted to JPG format post-transfer. Im-
age boundaries were then delineated using the VIA annotation
tool [37].

A dataset of 819 images was initially collected, reduced
to 817 images after excluding two due to incorrect labeling.
A Python script was developed to extract dominant colors
within annotated regions of interest from each image. This
process involved applying K-Means clustering with K=1 to
determine the predominant color within the annotated regions
of the image.

In addition to the dominant color’s RGB value, Exif
metadata was extracted from each image and integrated into the
dataset. Feature engineering was applied to create additional
features, such as average image intensity (mean of RGB
values) and grayscale values calculated using,

0.299R+ 0.587G+ 0.114B,

The red-to-green ratio was calculated and added as an
additional feature to the dataset. Subsequently, RGB values
were converted to XYZ, HSL, and LAB color spaces using
the Python colormath library.

D. pH Class Construction

The original dataset contained a discrete target variable,
pH, with 13 distinct classes, forming a 13-class classification
problem (Y13). To create datasets with reduced class numbers,
a label binarization process was applied. The pH values were
grouped into three and five classes for the Y3 and Y5 datasets,
respectively. These new datasets represent multi-class classifi-
cation problems with reduced cardinality. Table II outlines the
binning criteria used to transform the original 13 classes into
the desired number of classes.

TABLE II. CLASSIFICATION SCENARIOS

Scenario Label pH
low high

Y3
Acidic 1 3
Neutral 4 6
Basic 7 13

Y5

Lethal Acidic 1 3
Acidic 4 5
Neutral 6 9
Basic 9 10
Lethal Basic 11 13

Fig. 2 presents a heat-map generated from Table I data
that was used as the reference points for determining class
boundaries. Colour intensity within the heat-map indicates the
frequency with which a pH range was reported as optimal in
the literature. These ranges were used as a reference to define
pH class boundaries for the Y3 and Y5 datasets.
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E. XGBoost Classifier

The XGBoost was selected as it offers a compelling
alternative to complex deep learning mod-els, particularly for
tabular data problems, due to its practicality, robustness, and
effectiveness (Harrison, 2023). This algorithm belongs to a
family of Ensemble learning, a meta-algorithmic framework
that amalgamates multiple base models to enhance predictive
accuracy and robustness, has witnessed substantial growth
in recent years. Within this domain, boosting has gained
recognition for its effectiveness as a sequential approach where
models are iteratively developed to correct the errors of their
predecessors. Among boosting algorithms, XGBoost stands out
as a leading option, known for its computational efficiency,
scalability, and superior predictive accuracy. Unlike traditional
gradient boosting methods, XGBoost introduces key enhance-
ments such as regularization, optimized tree construction, and
robust handling of missing data. The primary objective of
XGBoost is to minimize a loss function that includes both
a differentiable error component and a regularization term,
which helps prevent over-fitting. This approach is mathemati-
cally represented as:

L(θ) = Σn
i=1l(yi, ŷi) + Ω(θ)

The algorithm iteratively builds decision trees, with each
tree refining the predictions made by the previous ensemble.
XGBoost accelerates the training process by utilizing tech-
niques such as approximation, weighted quantile sketches, and
columnar storage. Furthermore, it incorporates a regularized
objective function that includes both L1 and L2 regularization,
which helps prevent overfitting and enhances generalization.
XGBoost’s ability to efficiently handle missing values, along
with its parallel computing capabilities, has solidified its domi-
nance in various machine learning competitions and real-world
applications.

F. Hyperparameter Tuning

Hyperparameter tuning was performed utilizing a stepwise
approach with Hyperopt. This method iteratively explores the
space of possible hyperparameter values. In each iteration, a
configuration is drawn from the search space, an XGBoost
model is trained with those parameters, and the model’s per-
formance is evaluated using a chosen metric. This information
is then used by Hyperopt to update its internal model of the
search space, prioritizing regions that are more likely to contain
high-performing configurations. This process continues until a
stopping criterion, such as a maximum number of iterations, is
met. The main advantage of this approach is its faster execution
time compared to other methods. Table III shows the value of
the hyper parameters for each classification scenario.

TABLE III. THE HYPER PARAMETER VALUES AS THE RESULT OF
HYPERPARAMETER TUNING FOR EACH SCENARIO

Parameter Y3 Y5 Y13
max depth 4 8 5
min child weight 0.69 0.44 0.22
subsample 0.87 0.92 0.67
colsample bytree 0.53 0.72 0.96
reg alpha 0.59 0.89 0.47
reg lambda 4.57 1.75 8.64
gamma 0.00 0.01 0.00
learning rate 0.52 0.27 0.48

IV. METHODOLOGY

As previously described, three distinct classification sce-
narios, labeled Y3, Y5, and Y13, were established. To opti-
mize model performance, hyper-parameter tuning with early
stopping was implemented for each scenario. The identified
optimal parameters were subsequently employed to train re-
spective models. A comprehensive evaluation of these models
was undertaken, en-compassing precision, recall, F1-score, and
support metrics. To provide a visual representation of model
performance, a variety of diagnostic plots were generated.
These included confusion matrix heat-maps to visualize clas-
sification accuracy, prediction error charts to identify patterns
in mis-classifications, classification charts to assess overall
performance, and AUC-ROC curves to evaluate the model’s
ability to discriminate between positive and negative classes.

V. RESULTS

Fig. 3 presents the confusion matrices for the three sce-
narios. The results indicate that model performance generally
improved as the number of classes decreased. In the Y3
scenario, the model achieved perfect classification of all Basic
samples. Similarly, all samples in the “lethal acidic” category
were correctly classified in the Y5 scenario. A common
trend emerged, demonstrating superior model performance for
samples at the extreme ends of the class spectrum. Conversely,
classification accuracy tended to diminish for samples in the
intermediate classes, a pattern particularly evident in the Y13
scenario.

Fig. 4 illustrates the class prediction error profiles for the
three classification models using stacked bar charts. Each bar
represents a true class, segmented into stacked bars indicating
the predicted classes. This visualization provides insights into
the types of errors made by the models.

In the Y3 and Y5 scenarios shown in Fig. 4a and Fig. 4b
respectively, the models demonstrated relatively strong perfor-
mance, with most observations correctly classified within their
respective true classes. However, the Y13 (show in Fig. 4c)
model exhibited a more pronounced error pattern. The stacked
bars for pH 9 and pH 5 classes were notably taller than others,
indicating higher rates of mis-classification for these cate-
gories. This suggests potential class overlap, where instances
of pH 9 might share similar feature characteristics with other
classes, leading to confusion during the classification process.
Additionally, the model might have been underrepresented in
training data for these classes, contributing to lower classifica-
tion accuracy. These findings highlight the challenges inherent
in multi-class classification tasks, where class boundaries can
be less distinct and model performance is influenced by factors
such as data quality and feature engineering.

Fig. 5 presents a heatmap visualization of key classification
metrics computed on a per-class basis. The heatmap encapsu-
lates four critical performance indicators: precision, recall, F1-
score, and support. Support represents the number of instances
within each class, providing a measure of class distribution.
Precision quantifies the accuracy of positive predictions, essen-
tially the proportion of correctly predicted positive instances
among all predicted positives. Recall, conversely, assesses a
model’s ability to identify all relevant instances, calculated as
the ratio of correctly predicted positive instances to the total
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(a) Y3 (b) Y5

(c) Y13

Fig. 3. Confusion matrices.

number of actual positive instances. The F1-score, a harmonic
mean of precision and recall, offers a balanced evaluation
of a model’s performance, providing a single metric that
considers both precision and recall. This metric ranges from
0 to 1, with higher values indicating superior performance.
A weighted average of the F1-scores across all classes is
commonly employed to compare the overall effectiveness of
different classification models.

Referring to Fig. 5c we can observe that while several
classes demonstrated robust classification capabilities, as indi-
cated by F1-scores exceeding 0.7, a subset of classes exhibited
suboptimal performance. These classes with lower F1-scores

suggest potential challenges in accurately identifying and clas-
sifying instances within these categories, warranting further
investigation into factors such as class imbalance, data quality,
or model complexity.

The original model, i.e. Y13 model, exhibited variable
performance across classes, with several notably lower F1-
scores. While the distribution of instances across classes ap-
peared balanced, as indicated by the support column in the
classification report, the intrinsic challenge of the problem
became apparent. The data, primarily composed of images
with subtle variations in shades of yellow, presented a complex
classification task. The model’s difficulties in distinguishing
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(a) Y3 (b) Y5

(c) Y13

Fig. 4. Class prediction errors.

be-tween these closely related visual features, coupled with the
limited discriminative power of the available features, likely
contributed to the sub-optimal performance. These findings
suggest that enhancing feature engineering or exploring more
sophisticated image processing techniques might be necessary
to improve classification accuracy for Y13 scenario.

The Y3 and Y3 scenario exhibit notably higher average
F1-scores compared to the original thirteen-class model. This
suggests that consolidating the original classes into fewer
categories has led to improved classification performance.
The Y3 model, in particular, demonstrates consistently strong
performance across all classes, with F1-scores above 0.88. The
Y5 model also shows promising results, with three classes
achieving F1-scores above 0.7. These findings imply that the
complexity introduced by the thirteen-class model might have
hindered its ability to accurately discriminate between closely
related classes. By reducing the number of classes, the models
were able to focus on more distinct categorical boundaries,
resulting in enhanced classification accuracy.

The ROC AUC curves, as shown in Fig. 6, provide
valuable insights into the discriminative power of the models
across different class scenarios. The Y3 model (see Fig. 6a)
exhibits exceptional performance, with all classes achieving
AUC values close to 1. This indicates an outstanding ability
to differentiate between the three classes. While the Neutral
class in Y3 shows a slightly lower AUC of 0.94 compared
to the other two classes, the overall performance remains
exceptionally high. The same is true for the Y5 (see Fig. 6b)
model as it has shown comparable performance with the Y3

model.

In contrast, the Y13 model (see Fig. 6c) presents a more
complex picture. While the macro and micro average AUC
values of 0.96 are still commendable, the individual class
performance varies. Classes “pH 6” and “pH 3” show notably
lower AUC values, suggesting challenges in distinguishing
these classes from others. This aligns with the previously
discussed difficulties in classifying closely related shades of
yellow.

Overall, the ROC AUC analysis reinforces the findings
from the F1-score evaluation. The Y3 model demonstrates
superior discriminative power, likely due to the increased class
separability. The Y13 model, while showing good overall
performance, struggles with certain classes, emphasizing the
impact of feature similarity and the potential limitations of the
current feature set.

These results further support the conclusion that refin-
ing feature engineering or exploring more advanced image
processing techniques could be crucial for improving the
performance of the thirteen-class model.

This research evaluated the feasibility of developing a cost-
effective smartphone-based pH detection system for aquacul-
ture. While commercial pH sensors provide precise measure-
ments, their high cost limits their adoption by small-scale
farmers.

To address this gap, we developed a method using readily
available materials like mango leaves, smartphones, and simple
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Fig. 5. Classification report.

photography equipment. Our results demonstrate that while
models like Y13 may not achieve the precision of commercial
sensors, models Y3 and Y5 can effectively estimate pH ranges.
This level of accuracy aligns with the practical needs of most
aquaculture farmers, as precise pH values are often less critical
than maintaining pH within specific ranges (see Table I).

Our proposed method offers a low-cost, accessible alter-
native to traditional pH monitoring. By reducing reliance on
expensive equipment, it has the potential to improve water
quality management in aquaculture. However, to ensure reli-
able results, farmers should conduct multiple tests and consider
factors such as water change frequency and potential water
treatment measures.

VI. CONCLUSION

This study successfully demonstrated the potential of a
smartphone-based sensor for pH monitoring in aquaculture
settings. By integrating the colorimetric properties of mango
leaf extract with advanced image processing and machine
learning techniques, we developed a predictive model for pH
levels. This approach offers a sustainable and economically
viable alternative to traditional pH sensors.

The use of a natural indicator aligns with eco-friendly
aquaculture practices while the smartphone platform enhances
accessibility. Farmers can potentially utilize this device for
regular water quality assessments, enabling proactive pond
management.

While the initial results are promising, further research is
imperative to improve the model’s precision and reliability

under diverse environmental conditions. Extensive field trials
are necessary to validate the sensor’s effectiveness in real-
world aquaculture scenarios. Overcoming these challenges is
crucial for transforming the technology into a practical and
indispensable tool for aquaculture practitioners.

Ultimately, the development of cost-effective and user-
friendly water quality monitoring solutions is essential for the
sustainable growth of the aquaculture industry. This research
represents a significant step towards achieving this goal. By
providing farmers with data-driven insights into water quality,
we can enhance the overall health and productivity of aqua-
culture systems while minimizing environmental impact.
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Abstract—Adversarial attacks represent a significant threat
to the robustness and reliability of deep learning models, par-
ticularly in high-stakes domains such as medical diagnostics.
Advanced Persistent Threat (APT) attacks, characterized by
their stealth, complexity, and persistence, exploit adversarial
examples to undermine the integrity of AI-driven healthcare
systems, posing severe risks to their operational security. This
study examines the transferability of adversarial attacks across
pre-trained models deployed for COVID-19 diagnosis. Using two
prominent convolutional neural networks (CNNs), ResNet50 and
EfficientNet-B0, this study explores critical factors that influence
the transferability of adversarial perturbations, a vulnerability
that could be strategically exploited by APT attackers. By
investigating the roles of model architecture, pre-training dataset
characteristics, and adversarial attack mechanisms, this research
provides valuable insights into the propagation of adversarial
examples in medical imaging. Experimental results demonstrate
that specific model architectures exhibit varying levels of suscep-
tibility to adversarial transferability. ResNet50, with its deeper
layers and residual connections, displayed enhanced robustness
against adversarial perturbations, whereas EfficientNet-B0, due
to its distinct feature extraction strategy, was more vulnerable to
perturbations crafted using ResNet50’s gradients. These findings
underscore the influence of architectural design on a model’s
resilience to adversarial attacks. By advancing the understanding
of adversarial robustness in medical AI applications, this study
offers actionable guidelines for mitigating the risks associated
with adversarial examples and emerging threats, such as APT
attacks, in real-world healthcare scenarios.

Keywords—Adversarial attack; advanced persistent threat; pre-
trained model; robust DL; transferable attack

I. INTRODUCTION

The application of deep learning (DL) in medical imaging
has transformed the landscape of disease diagnosis, offering
unprecedented accuracy and efficiency. Particularly, the re-
markable diagnostic capabilities of pre-trained DL models such
as ResNet50 and EfficientNet-B0 have significantly enhanced
disease detection from X-ray images in the medical field [1],
[2], [3], [4]. These models excel particularly due to their DL
architectures that effectively capture complex features, thus
improving predictive accuracy in clinical settings. A critical
advantage of employing these pre-trained models lies in their
capability to function effectively even with limited labelled
medical datasets. Through transfer learning, they can be fine-
tuned using relatively smaller datasets, which is especially ben-

*Corresponding authors.

eficial in scenarios where comprehensive medical annotations
are scarce or costly to obtain.

Despite their successes, these models are notably sensitive
to adversarial attacks—a form of manipulation where subtle
modifications are made to input data to mislead models into
making incorrect predictions [5], [6]. This vulnerability is
further compounded by the transferability property, where
adversarial examples crafted for one model can deceive another
[7]. The risk becomes even more pronounced with the emer-
gence of Advanced Persistent Threat (APT) attacks, which
are stealthy, complex, and persistent cyber threats aimed at
disrupting or stealing information from targeted systems [22].
In this context, adversarial examples serve as a strategic tool
for APT attackers to manipulate DL models in healthcare,
thereby undermining the integrity of AI-driven diagnostics
[23]. The efficacy of such attacks has been demonstrated in
various domains, particularly in the medical field, where the
high stakes of misdiagnosis or overlooking critical patient
conditions can lead to severe consequences [8], [9].

Several studies across various domains have highlighted
the efficacy of such attacks on DL models, demonstrating
that models can be misled by carefully perturbed inputs.
Among the plethora of attack methods, the Projected Gradient
Descent (PGD) [10] and Fast Gradient Sign Method (FGSM)
[6] are particularly noteworthy due to their simplicity and
effectiveness. In the medical field, this sensitivity poses a
unique risk as it could lead to misdiagnosis or overlook critical
patient conditions, emphasizing the need for models to be both
accurate and robust. In this context, robustness in DL models
refers to their ability to maintain performance and make correct
predictions despite the presence of adversarial perturbations in
their inputs. Studies focused on improving model robustness
often explore techniques such as adversarial training [11],
where models are trained with adversarial examples to learn to
resist them. Other techniques include gradient masking [12] to
obscure the model’s gradients and using defensive distillation
to train models that are inherently more robust. Research has
shown varying levels of success with these defenses, highlight-
ing the need for continuous exploration of more robust solu-
tions. However, despite these defensive strategies significantly
enhancing the robustness of DL models, their effectiveness
tends to diminish against unfamiliar attacks. In this realm,
prior research has predominantly concentrated on assessing
robustness by examining vulnerabilities to Gaussian Noise,
out-of-distribution scenarios, and shortcut learning [13], [14],
[15]. Yet, there has been a lack of focus on evaluations against
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adversarial examples. Specifically, there is a gap in assessing
how reliably pre-trained models perform against transferable
adversarial images originating from different models. This
study is primarily guided by two questions: How vulnerable
are pre-trained DL models, employed in medical imaging,
to adversarial attacks, particularly those that are designed to
be transferable between models? And, what strategies can
be implemented to enhance the robustness of these models
against such sophisticated threats? Correspondingly, the ob-
jectives of this research are to investigate the transferability
of non-targeted attacks by generating and analyzing adver-
sarial images using two different attack methods (FGSM and
PGD) across two pre-trained networks that have been fine-
tuned on medical imagery. This research provides a thorough
assessment of the susceptibility of widely-used pre-trained
models to transferable adversarial attacks, thereby highlighting
critical security vulnerabilities within DL applications in the
medical field. By conducting this comprehensive vulnerability
assessment, the study illuminates areas where current models
are prone to compromise, guiding future enhancements in both
model design and application. Furthermore, the findings of this
research contribute significantly to the broader understanding
of the effectiveness of current defensive strategies against
adversarial attacks. This evaluation is crucial for developing
more robust defensive mechanisms that can effectively protect
DL systems in high-stakes environments such as healthcare.

The implications of our findings are profound, impacting
the deployment of DL models within healthcare settings.
Through our meticulous examination of model vulnerabilities
and robustness, this work not only enhances the reliability of
automated disease diagnostics but also ensures the protection
of sensitive medical data against malicious cyber activities.

A. Transferability of Adversarial Examples: An Overview

In examining the existing literature, the concept of transfer-
ability was first discussed in [5], where Szegedy et al. explored
the ability of adversarial samples to transfer across models
using the same data set as depicted in Fig. 1. Subsequently,
Goodfellow et al. in [6] noted that transferable images closely
corresponded with model weights, and that models tended to
learn similar weights for similar tasks. However, their findings
in [16] indicated that this pattern does not hold for models
based on ImageNet. It has been shown in [17] that models
trained on the same tasks share portions of subspaces, which
facilitates transferability.

Fig. 1. Transferability of adversarial attack.

Further research into the vulnerability of DL systems in

medical image analysis has shown that pre-training dramati-
cally increases the transferability of adversarial examples, even
across differing architectures. However, variations in training
data and model architecture significantly decrease the success
of these attacks, emphasizing the need for careful consideration
of these elements in security-critical applications [18]. The
remainder of this paper is organized as follows: Section II
delves into the methodology employed to generate and evaluate
adversarial attacks on the discussed DL models. Section III
presents a detailed account of the results obtained from these
evaluations, showcasing the vulnerabilities and performance
metrics under various adversarial conditions. Section IV dis-
cusses the implications of these findings, offering insights
into the robustness of the models. Finally, Section V suggests
avenues for future research, underscoring the critical need for
continuous improvements in the security of AI systems within
the field of medical imaging.

II. STUDY DESIGN

A. Target Architecture

To assess the robustness of pre-trained models against
adversarial attacks, two prominent architectures are selected
that have demonstrated exceptional effectiveness in medical
diagnostics through X-ray imaging:

• Residual Networks (ResNet) [19]: Known for their
ability to be deeply layered without the degradation
in performance typically seen in traditional deep net-
works, ResNets employ an identity mapping layer that
adds the output of previous layers to subsequent ones,
enabling effective learning in deeper architectures.

• EfficientNet-B0 [20]: This model represents a scal-
able approach to convolutional networks that balances
network depth, width, and resolution, which has been
shown to achieve superior performance. The scaling
method, based on an efficient compound coefficient,
allows the model to systematically adjust to varied
data complexities and resource allocations.

B. Adversarial Examples Generation

Two adversarial techniques are employed to generate ex-
amples designed to probe and expose vulnerabilities within
these architectures:

• Fast Gradient Sign Method (FGSM): As one of the
simplest yet effective adversarial attacks, FGSM [6]
perturbs images by adding noise derived from the sign
of the gradient of the loss function with respect to the
input image as illustrated by Eq. 1, scaled by a small
factor ϵ. This method challenges the model’s resilience
to slight but targeted data modifications.

x′ = x+ ε · sign(∇xJ(θ, x, y)) (1)

• Projected Gradient Descent (PGD): An iterative
method that builds upon FGSM by taking multiple
small steps in the direction of the gradient [10],
each time projecting back to the epsilon-constrained
perturbation space as shown by Eq. 2. This attack tests
the model’s robustness across a series of incremental
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yet adversarial modifications, offering insights into its
defensive capabilities.

X̃N+1 = ClipX,ε

{
X̃N + α · sign(∇XJ(X̃N , y))

}
(2)

C. Dataset and Model Configuration

In this study, two distinct X-ray image datasets were
utilized. The first dataset included samples labeled as COVID-
19 and Normal, while the second dataset contained images cat-
egorized as Pneumonia and Normal, sourced from Kaggel [21].
To address class imbalance, a balanced subset of 5,259 images
was extracted from the COVID-19 dataset, with 2,631 COVID-
19 cases and 2,628 Normal cases. Similarly, the Pneumonia
dataset was balanced by selecting 1,344 images of Pneumonia
cases and 1,341 Normal cases for model fine-tuning.

The COVID-19 dataset was used to train and fine-tune
ResNet50 and EfficientNet-B0 models. As illustrated in Fig. 2,
ResNet50 was initially trained and fine-tuned on the COVID-
19 dataset to serve as a baseline model for generating ad-
versarial examples. In parallel, the EfficientNet-B0 model
was also trained on the same dataset to evaluate the trans-
ferability and impact of adversarial attacks across different
model architectures. Additionally, the EfficientNet-B0 model
was fine-tuned on the Pneumonia dataset to further assess
the transferability of attacks across datasets with differing
characteristics. Adversarial examples were generated using
two common adversarial attack methods: FGSM and PGD.
These methods were applied to the fine-tuned ResNet50 model.
The perturbations were varied across three epsilon values —
0.01, 0.05, and 0.1 — to create adversarial examples that
tested the models at different levels of attack intensity. This
approach allowed the investigation of both models’ robustness
under increasing adversarial perturbations and the impact of
different attack magnitudes on model performance. Fig. 3
shows the impact of applying FGSM attack on covid sample
with different values of perturbations.

D. Evaluation Metrics and Scenarios

The effectiveness of the adversarial examples was assessed
through several rigorous scenarios:

• Intra-model evaluation on ResNet50: Testing the gen-
erated adversarial examples on the same model from
which they were derived highlights the internal robust-
ness of the model against self-generated threats.

• Cross-model transferability to EfficientNet-B0: This
test evaluates how adversarial examples designed for
one model affect another, providing a measure of the
adaptability and generalizability of defensive mecha-
nisms across different architectures.

• Cross-dataset and model adaptability: By testing on
a variant of the EfficientNet-B0 model fine-tuned on
a different medical dataset, this step assesses the
robustness and generalizability of the models across
medical conditions, which is crucial for real-world
application.

Performance metrics such as accuracy and AUC-ROC are used
to quantify the models’ diagnostic accuracy and robustness

under adversarial conditions, effectively highlighting potential
vulnerabilities and areas for improvement in AI applications
in medical imaging.

III. RESULTS

The resulting adversarial examples were evaluated on the
same ResNet50 model to assess intra-model resilience and
on EfficientNet-B0 models fine-tuned on either COVID-19 or
pneumonia datasets to explore inter-model transferability.

A. Intra-model Robustness of ResNet50

The adversarial attacks generated against the ResNet50
model provided significant insights into its robustness, quan-
titatively summarized by robustness scores calculated for both
true positive and true negative predictions across different
perturbation levels.

1) FGSM attack: As shown in Table I, at lower perturba-
tion levels (ϵ = 0.01), ResNet50 displayed robust performance
with an accuracy of 91.56%, indicating effective handling of
slight perturbations. However, as the perturbation magnitude
increased, we observed a pronounced drop in model accuracy
(68.36% for ϵ = 0.05 and 50.62% for ϵ = 0.1), suggesting a
substantial degradation in model discrimination capability. The
robustness scores for true positives remained high at 0.9934,
reflecting the model’s resilience in correctly identifying pos-
itive cases. However, the true negatives robustness score of
0.4818 indicates significant vulnerability in correctly rejecting
non-conditions at higher perturbations.

TABLE I. RESNET50 TRAINED ON COVID-19 ATTACKED BY FGSM
ATTACK

ε TP FN FP TN Accuracy

0.01 2581 50 394 2234 0.9156
0.05 2629 2 1661 964 0.6836
0.1 2631 0 2597 31 0.5062

2) PGD attack: As illustrated in Table II, this model ex-
hibited higher resilience to PGD attacks at lower perturbations
(96.08% accuracy at ϵ = 0.01), likely due to PGD’s iterative
nature allowing the model to better adapt to gradual changes.
However, similar to FGSM, increased perturbation levels led to
a considerable decrease in performance (accuracy of 55.22%
at ϵ = 0.1). The robustness scores for true positives under
PGD attacks were lower (0.7504) compared to FGSM, reflect-
ing a balanced decline in performance across both positive
and negative classifications, with true negatives achieving a
robustness score of 0.6715. These results underscore that while

TABLE II. RESNET50 TRAINED ON COVID-19 ATTACKED BY PGD
ATTACK

ε TP FN FP TN Accuracy

0.01 2161 52 78 1024 0.9608
0.05 1122 8 331 759 0.8473
0.1 2624 7 2348 280 0.5522

ResNet50 can manage lower intensity adversarial attacks, its
vulnerability escalates with increased perturbation magnitude,
especially under FGSM’s more disruptive approach.
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Fig. 2. Schematic diagram of robustness evaluation against transferable adversarial examples.

Fig. 3. Generation of adversarial COVID example using FGSM attack.

B. Inter-model Transferability to EfficientNet-B0

The evaluation of adversarial examples on EfficientNet-B0
model trained on different dataset highlighted critical aspects
of model transferability and dataset-specific robustness.

• EfficientNet-B0 trained on COVID-19: The FGSM
and PGD attacks at low perturbation levels (ϵ = 0.01)
resulted in relatively high accuracies (95.03% for PGD
and 79.18% for FGSM) as shown in Tables III and IV,
suggesting that EfficientNet-B0 can effectively handle
adversarial examples when the training and attack
contexts are aligned. However, the robustness scores
provide additional insight:

◦ TP robustness score decreased from 0.95 to
0.60 as ϵ increased from 0.01 to 0.1.

◦ TN robustness score showed a more significant
decline from 0.85 to 0.30 across the same
range of perturbations.

These numbers indicate that while the model main-
tains a moderate ability to correctly identify positive
cases, its capability to correctly reject negative cases is
substantially compromised as perturbations intensify.

• EfficientNet-B0 trained on pneumonia: This configu-
ration demonstrated poor performance across all per-
turbation levels for both FGSM and PGD attacks, with
overall accuracies and robustness scores deteriorating
to around 50% or lower as illustrated in Tables V and
VI. The specific robustness scores further highlight the
challenges:

◦ TP robustness score consistently remained be-
low 0.50 across all levels of perturbation.

◦ TN robustness score was particularly low, hov-
ering around 0.40, even at lower perturbations.

The consistently low robustness scores, especially for
TN, underscore the substantial vulnerabilities of the
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EfficientNet-B0 model to adversarial attacks when
trained on pneumonia images as evidenced in Fig. 4
and 5. The performance remains near random classi-
fication levels at varying perturbation levels for both
types of attacks, illustrating the model’s difficulty in
maintaining accuracy under adversarial conditions.

TABLE III. EFFICIENTNET-B0 TRAINED ON COVID-19 ATTACKED BY
PGD ATTACK

ε TP FN FP TN Accuracy

0.01 2213 0 166 936 0.9503
0.05 1130 0 1090 0 0.509
0.1 2631 0 2628 0 0.5003

TABLE IV. EFFICIENTNET-B0 TRAINED ON COVID-19 ATTACKED BY
FGSM ATTACK

ε TP FN FP TN Accuracy

0.01 2631 0 1095 1533 0.7918
0.05 2631 0 2625 0 0.5006
0.1 2631 0 2628 0 0.5003

TABLE V. EFFICIENTNET-B0 TRAINED ON PNEUMONIA ATTACKED BY
PGD ATTACK

ε TP FN FP TN Accuracy

0.01 0 2213 73 1029 0.3104
0.05 0 1130 0 1190 0.5129
0.1 0 2631 0 2628 0.4997

TABLE VI. EFFICIENTNET-B0 TRAINED ON PNEUMONIA ATTACKED BY
FGSM ATTACK

ε TP FN FP TN Accuracy

0.01 0 2443 93 2326 0.4789
0.05 0 2631 0 2625 0.4994
0.1 0 2631 0 2628 0.4997

C. Intra-model Robustness of ResNet50 and FGSM vs. PGD
impact

The evaluation of FGSM and PGD attacks on the ResNet50
model revealed critical insights into the differential impacts
of these adversarial methods. FGSM, due to its one-step,
maximal perturbation approach, tends to exploit the gradients
of the model aggressively. This leads to significant changes
in the input space that are not necessarily optimal but are
sufficient to disrupt the model’s performance drastically at
higher perturbation levels. FGSM’s strategy of applying a
large, uniform adjustment to the input image often results in
more pronounced errors in model predictions because it forces
the model to respond to an abrupt deviation from the learned
data distribution.

In contrast, PGD’s iterative nature, involving multiple
smaller steps with adjustments, allows the model more room
to adapt to changes, resulting in a less steep decline in per-
formance as perturbation increases. This iterative refinement
helps in exploring a more effective adversarial path that,
while potent, typically leads to less dramatic performance
degradations compared to FGSM.

IV. DISCUSSION

A. Transferability and Architecture Impact on EfficientNet-B0
vs. ResNet50

When comparing the impact of the same adversarial ex-
amples on EfficientNet-B0 and ResNet50, both trained on the
COVID-19 dataset, a notable difference in their vulnerability
to attacks was observed. Despite being trained under similar
conditions, EfficientNet-B0 generally exhibited more suscep-
tibility to adversarial perturbations than ResNet50. Several
factors contribute to this observed difference:

• Architectural differences: EfficientNet-B0 and
ResNet50 differ significantly in their architecture.
EfficientNet-B0 is designed to systematically scale
width, depth, and resolution with a compound
coefficient, which could potentially expose it to
different sensitivities in processing adversarial inputs
compared to ResNet50. The latter’s architecture,
with residual connections and deeper layers, might
inherently provide better resilience against abrupt
changes in input data, enabling it to maintain
performance under adversarial conditions better.

• Transferability issues: The concept of transferability of
adversarial examples across models posits that adver-
sarial examples effective against one model may not
necessarily perform the same against another due to
differences in model architecture, even if the training
data is the same. This is evident in the discrepan-
cies in model performance under attack. EfficientNet-
B0’s structure may lead to different feature extraction
and prioritization, making it less robust to perturba-
tions designed based on the gradient information of
ResNet50.

• Adversarial sensitivity: The sensitivity of each model
to adversarial examples also depends on the specific
ways each architecture processes inputs and learns
features. EfficientNet-B0’s variance in handling input
features might make it inherently more vulnerable to
certain types of adversarial noise that ResNet50 can
resist better due to its architectural robustness and
perhaps different learning dynamics.
These findings highlight the complex interplay be-
tween model architecture, training dataset, and the
nature of adversarial attacks in determining the robust-
ness of DL models. FGSM’s aggressive perturbation
strategy disproportionately affects model performance
compared to PGD, underscoring the need for defensive
strategies that can address sudden, large-scale input
distortions. Additionally, the difference in the impact
of adversarial examples on EfficientNet-B0 compared
to ResNet50 despite similar training conditions un-
derscores the importance of considering architectural
characteristics when developing and deploying models
in adversarial environments. This emphasizes the ne-
cessity for tailored defensive mechanisms that account
for specific architectural vulnerabilities to enhance the
security and reliability of models in critical applica-
tions like medical imaging.
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Fig. 4. ROC curves of EfficientNet-B0 model fine-tuned on COVID-19 dataset for both FGSM (Top row) and PGD (Second row) with perturbation values
0.01, 0.05, 0.1 (from left to right).

V. FUTURE RESEARCH DIRECTIONS

The insights garnered from our investigation underscore
the urgent need to enhance the robustness and security of AI
systems utilized in medical imaging. In pursuit of this goal,
this study proposes several critical areas of future research:

• Architectural Innovations: The findings reveal diverse
responses to adversarial perturbations by models such
as ResNet50 and EfficientNet-B0, indicating a need
for tailored architectural enhancements. Future stud-
ies should focus on optimizing DL architectures to
bolster their resilience. This could include integrating
architectural features that inherently improve defenses
against adversarial inputs, such as attention mecha-
nisms or dynamic routing layers, which may provide
more robust recognition capabilities under adversarial
conditions.

• Cross-Condition Robustness Testing: The variability
in model performance under adversarial attacks across
different medical conditions highlights a significant
gap in current research. Investigating the transfer-
ability of adversarial examples across a variety of
medical imaging datasets, especially those with dif-
ferent pathologies, is essential. This research will be
invaluable in revealing model limitations and aiding
in the design of AI systems that maintain high lev-
els of accuracy and reliability across various clinical
scenarios.

• Real-Time Adversarial Detection and Mitigation: To
maintain trust and ensure the reliability of medical AI

applications, it is crucial to develop systems capable
of detecting and mitigating adversarial attacks in real
time. Future work should explore the integration of
real-time anomaly detection systems within AI di-
agnostics frameworks. These systems could act as
critical safeguards, providing an additional layer of
security by actively monitoring and responding to
potential adversarial threats during clinical decision-
making processes.

By addressing these areas, future research will significantly
advance the development of medical imaging AI systems
that are not only accurate but also resilient to sophisticated
adversarial threats, ultimately enhancing patient safety and
trust in AI-driven diagnostics.

CONCLUSION

This study underscores the significant vulnerabilities of
pre-trained DL models in medical imaging to adversarial
attacks, highlighting crucial areas for improvement in model
robustness and security. Our examination of ResNet50 and
EfficientNet-B0 using adversarial examples generated through
FGSM and PGD revealed that the inherent architectural char-
acteristics of these models influence their resilience to such
attacks. While ResNet50 showed relative resilience at lower
perturbations, EfficientNet-B0 displayed a marked decline in
performance as perturbation levels increased, especially when
faced with adversarial examples from a condition different
from the training data.

The findings emphasize the importance of developing ro-
bust defense strategies that enhance the security and reliability
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Fig. 5. ROC curves of EfficientNet-B0 model fine-tuned on pneumonia dataset for both FGSM (Top row) and PGD (Second row) with perturbation values
0.01, 0.05, 0.1 (from left to right).

of medical imaging AI systems. Implementing adversarial
training, exploring architectural modifications, and enhancing
model training protocols are critical steps toward mitigating
the impact of adversarial attacks. Additionally, our study
highlights the need for ongoing research into the transferability
of adversarial attacks across different medical conditions,
ensuring that AI tools in healthcare remain dependable under
adversarial conditions.

By focusing on these aspects, the medical imaging commu-
nity can advance toward deploying AI systems that are not only
accurate but also resilient to the sophisticated threats posed by
adversarial attacks, ultimately safeguarding patient outcomes
and trust in AI-driven diagnostic processes.
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Abstract—In order to more effectively hide and extract image 

information, a deep neural network-based algorithm and 

computer-aided image information hiding method is proposed. 

The hardware design of the system includes the selection of the 

main control chip, the design of the parallel processing structure, 

and the design of the Ethernet communication circuit; Software 

design includes an image information hiding module, an image 

information extraction module, and a carrier image processing 

module. The operation of the image information processing 

system based on the reversible information hiding algorithm is 

realized through the system hardware and software design. The 

experimental results show that the carrier image processing 

degree of the design system is much higher than that of the 

traditional system, and the maximum value can reach 91%, 

indicating that the carrier image processing performance of the 

design system is better. The scheme proposed in this paper can 

improve the security of secret information while ensuring the 

quality of dense image. Follow-up studies will continue to explore 

the combination of adversarial learning and various traditional 

embedding algorithms to further improve the concealment of 

graph-hiding algorithms. 

Keywords—Image information hiding; neural networks; system 

design; image acquisition; information processing 

I. INTRODUCTION 

With the development of technology, people have entered 
the era of networking, informatization, and intelligence, and 
correspondingly, the requirements for various industries are 
also increasing. Visual information is the most direct carrier of 
human information, and images are the main manifestation of 
visual information. Images are an effective description of 
objective objects, mainly including their texture distribution, 
morphology, etc. Continuous image sequences also contain 
information such as the motion characteristics of objects. The 
combination of these information is an important basis for 
determining the category of objects. Therefore, image 
information processing has become an important research 
direction in the field of information processing today, and 
many scholars and experts have conducted in-depth research 
on it and achieved certain results [1-2]. At present, with the 
continuous improvement of the Internet and chip level, 
intelligent communication devices have become an important 
part of people's work and life, and also brought a variety of 
information security risks, such as personal sensitive 
information leakage caused by the low security transmission 
of information. Therefore, the research in the field of 
information security is of great significance. Information 
hiding technology is an important component of the field of 
information security. It mainly embeds secret information into 

multimedia carriers through information hiding algorithms, 
and the recipient extracts the secret information from the 
carrier through extraction algorithms [3]. Due to the 
insensitivity to modifications and pixel redundancy of images, 
they are currently widely used as hidden carriers and one of 
the main research directions. 

In recent years, optoelectronic technology and integrated 
circuits have developed rapidly. Image information processing 
systems, which use image sensors as information acquisition 
methods and embedded hardware as acquisition and 
information processing units, have been widely applied in 
fields such as agriculture, military, transportation, and industry 
[4]. Traditional image information processing systems mainly 
use image sensors to obtain image information. Due to the 
small field of view angle of the sensors, low resolution, and 
limited information transmission, the image resolution is 
reduced, and there is significant distortion, which cannot 
clearly distinguish the details of the imaging target in the 
image. The development of network information technology 
has led to frequent leakage of image information, posing 
information risks. Traditional image steganography algorithms 
often rely on manually designed distortion cost functions, 
which are complex and highly specific. Once features are 
discovered, they will completely lose their security 
advantages, resulting in high maintenance costs for traditional 
image steganography algorithms. The main principle of 
traditional image steganography algorithms is to calculate the 
impact of each pixel modification on overall distortion, in 
order to find the optimal embedding position, reduce the 
modification of the carrier image by secret information, and 
achieve the goal of confusing the public [5]. Common 
methods include statistical histogram steganography and dual 
communication code steganography. The difference between 
these two types of algorithms lies in the different ways in 
which redundant information is filtered. Combined with the 
visual difference vulnerability of adjacent colors in the same 
color gamut of the human eye, the modification of the carrier 
image can be ignored when observed by the human eye. The 
former achieves steganography by transforming the image 
pixel matrix into redundant statistics that can be filtered out by 
histograms in different transformation domains; The latter 
uses the adjoint error correction code mechanism in reverse to 
define the encrypted carrier as a disturbed channel. Through 
the communication code error correction mechanism, the 
encrypted carrier is corrected back to the original carrier to 
extract secret messages. However, these schemes all have 
obvious specificity features. With the increasing maturity of 
deep learning technology in recent years, the above algorithms 
have limited ability to resist data-driven deep steganalysis [6]. 
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II. LITERATURE REVIEW 

Advancements in information technology and hardware 
have led to remarkable increases in computer processing 
capabilities. Consequently, deep learning, which heavily relies 
on substantial computing power, has garnered significant 
attention in research circles. Convolutional Neural Networks 
(CNNs) have emerged as a prominent tool in machine vision, 
yielding impressive achievements and widespread adoption in 
various applications [7]. Object detection serves as the 
cornerstone for a multitude of advanced visual tasks, including 
image semantic segmentation, instance segmentation, image 
annotation, and video comprehension. Its importance cannot 
be overstated, as it lays the groundwork for complex visual 
tasks like image scene recognition and content 
comprehension. Moreover, it plays a pivotal role in 
constructing image retrieval systems, facial recognition, object 
identification, pedestrian detection, video surveillance, and 
facilitating advancements in autonomous driving technology 
[8]. Information hiding technology is a method of hiding 
secret information in multimedia information. Images are the 
most suitable data carrier for information hiding. The main 
methods of information hiding include digital watermarking 
technology, steganography, etc. Information hiding can be 
divided into lossy information hiding and reversible 
information hiding techniques, with the difference being 
whether the receiving end can recover the carrier without 
distortion. Lossy information hiding technology can be 
applied to copyright protection scenarios of multimedia data, 
and the receiver cannot fully recover the carrier after 
extracting secret data. Reversible information hiding can be 
applied to the illegal tampering of multimedia data, which can 
verify its integrity and restore it without loss, such as medical 
diagnostic information. After extracting secret information at 
the receiving end, the carrier can be restored without 
distortion. 

Lai et al. proposed method, a generative image 
steganalysis algorithm is introduced, leveraging a focused 
feedback residual convolutional neural network. This 
approach enables the simultaneous detection and extraction of 
concealed information within images. Initially, a 
preprocessing network, comprising multiple convolutional 
layers and two novel focus modules, is employed to 
preprocess candidate stego images, producing enhanced 
feature maps. Subsequently, these enhanced feature maps are 
fed into both the classification network and the reconstruction 
network [9]. Khan, A. A. and others introduced a 
steganography technique utilizing the least significant bit 
(LSB) method to conceal secret data within an original image. 
Initially, lightweight stream encryption cryptography encrypts 
the confidential information within the cover image, 
safeguarding it throughout transmission from source to 
destination. The encrypted cover data is then embedded into 
the carrier of the steganographic image, employing the LSB 
technique for transmission [10]. Jun, M. et al. introduced an 
innovative dual-stream convolutional neural network tailored 
for single image dehazing. This network architecture 
comprises two distinct flows: the spatial information feature 
flow and the high-level semantic feature flow. The spatial 
information feature flow focuses on retaining intricate details 
within the dehazed image, while the high-level semantic 

feature flow specializes in extracting multi-scale structural 
features from the dehazed image [11]. 

Image encryption and information hiding are research 
directions for protecting information security. Cryptography 
ensures the security of data content through encryption. 
Information hiding technology verifies the integrity of 
multimedia data by embedding secret data. The reversible 
information hiding of encrypted images can play a dual role in 
ensuring information security during data processing. 
Encryption protects the content of image data, while 
embedded secret data can monitor whether multimedia data 
has been tampered with during transmission after decryption, 
verify its integrity, and achieve lossless recovery of the 
original carrier. It can be applied in scenarios such as remote 
medical diagnosis, encrypted data annotation in cloud 
environments, and digital forensics in the judiciary. In order to 
solve the problems existing in traditional systems, the author 
designs a reversible image information hiding system, applies 
reversible information hiding algorithms to image information 
processing systems, improves image processing speed and 
transmission speed, and ensures the security of image 
information processing. 

III. METHOD 

A. Hardware Design of Image Information Processing System 

The system hardware mainly includes the selection of the 
main control chip, the design of parallel processing structure, 
and the design of Ethernet communication circuit. The 
specific design process is as follows: 

1) Selection of main control chip: The main control chip 

adopts an FPGA chip, which is the core of image information 

processing and has the advantages of fast processing speed, 

simple operation structure, and large amount of data involved. 

The performance of the FPGA chip determines the 

effectiveness of image information processing. After research 

and comparison, it was found that the XC5VLX110T chip 

produced by Xilix Company was chosen. The XC5VLX110T 

chip has 110000 equivalent logic units, 16 transceivers, 64 

DSP48E logic chips, 5328Kb ARM, and six clocks [12]. 

2) Parallel processing architecture design: Parallel 

processing is mainly implemented by buses, therefore, the 

design of parallel processing architecture mainly involves 

designing bus interfaces. The system bus interface connection 

diagram is shown in Fig. 1. 

 
Fig. 1. Bus interface connection diagram. 
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The bus interface has multiple pins, as defined in Table I. 

TABLE I. DEFINITION OF BUS PINS 

grouping types  Describe 

External port bus 
control 

I/O Burst 

O Host space chip selection 
signal 

O Memory selection 

I/O Response 

External port arbitration I Revoke 

O Bus lock indication 

I/O Kernel Access Priority 

I Host bus grant 

External port 
DMA/Flyby 

I DMA request pin 

O I/O read 

O I/O device output enable 

O I/O write 

3) Ethernet communication circuit design: The image 

information processing system requires good network 

communication support. In order to design an Ethernet 

communication circuit, the independent interface of the 

processor needs to be connected to the Ethernet transceiver, 

and the IEEE802.3 network transmission protocol needs to be 

set. The circuit should be set to work mode to ensure the 

normal operation of the image information processing system. 

The design diagram of the Ethernet communication circuit 
is shown in Fig. 2. 

 
Fig. 2. Ethernet communication circuit design diagram. 

The above process has completed the design of the system 
hardware, providing hardware support for the following 
system software design. 

B. Software Design of Image Information Processing System 

The system software mainly includes an image 

information hiding module, an image information extraction 
module, and a carrier image processing module. The specific 
design process is as follows: 

1) Image information hiding module: The image 

information hiding module mainly uses reversible information 

hiding algorithms to hide image information, achieving the 

goal of protecting image information. Firstly, the carrier image 

is divided into non overlapping blocks, with a block size of 2 

× 2. Secondly, each image block is processed sequentially, 

paying attention to hiding image information. The specific 

steps for hiding image information are as follows: 

Step 1: Generate a reference matrix of 256 x 256 based on 
n x n matrix blocks, with n optional values including 4, 8, 16, 
and 32. 

Step 2: The image block mainly consists of 4 pixels, 
denoted as 𝐶(𝑖, 𝑗)，𝐶(𝑖, 𝑗 + 1)，𝐶(𝑖 + 1, 𝑗), and 𝐶(𝑖 + 1, 𝑗 +
1). Construct them into three pixel pairs and convert them into 
planar coordinate points, denoted as 𝑃1(𝐶(𝑖, 𝑗)，𝐶(𝑖, 𝑗 + 1)), 
𝑃2(𝐶(𝑖, 𝑗)，𝐶(𝑖 + 1, 𝑗)) , and 𝑃3(𝐶(𝑖, 𝑗)，𝐶(𝑖 + 1, 𝑗 + 1)) . 
Among them: 𝐶(𝑖, 𝑗) represents the pixels of the carrier image; 
𝐶(𝑖, 𝑗 + 1)，𝐶(𝑖 + 1, 𝑗) , and 𝐶(𝑖 + 1, 𝑗 + 1)   represent the 
pixels obtained by interpolation calculation. 

Step 3: Convert the reference matrix into a planar region, 
map P1, P2, and P3 to the reference matrix, and find the 
corresponding coordinate positions. 

Step 4: Scan in the left and right directions with P1 as the 
center in the reference matrix. Form a pixel group G with n 
scanned pixels, convert their information into hidden 
information using decimal, find the corresponding position in 
G, replace the vertical coordinate of P1 point, and complete the 
information hiding of P1 point. 

Step 5: Process P2 and P3 information according to the 
method in Step 4, and complete the hiding of P2 and P3 
information. 

Step 6: Repeat steps 2 to 5 until all image information is 
hidden. 

2) Image information extraction module: Based on the 

hidden images mentioned above, embed a decoding program 

to extract image information. The specific process is shown 

below. 

The decoding program refers to the decoding algorithm of 
reversible information hiding algorithms, which converts 
hidden information into raw information and extracts it [13-
14]. Under normal circumstances, only personnel with image 
ownership rights can have decoding programs, and outsiders 
cannot extract image information. This can greatly ensure the 
security of image information and avoid the harm caused by 
image information leakage. The decoding key is mainly 
represented by k1 and k2, and the image information extraction 
process is shown in Fig. 3. 
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Fig. 3. Image information extraction process diagram. 

3) Carrier image processing module: After extracting 

image information, it is necessary to process the carrier image, 

which is the inverse process of image information hiding. The 

specific program is shown in Fig. 4. 

 

Fig. 4. Carrier image processing program diagram. 

The carrier image processing function is represented as: 

𝐻 = ∑ 𝛼𝑘1 ∗ 𝛽𝑘2
𝑛
𝑖=1       (1) 

In the formula α, β represents the carrier image processing 
parameters. 

Through the design of the hardware and software of the 
above system, the operation of an image information 
processing system based on reversible information hiding 
algorithm has been achieved, providing more effective support 
for image information security. 

C. Similarity of Semantic Information 

By applying probability functions to analyze the similarity 
of semantic information between images, propose image and 
semantic sets for a given query image. 

The representation method for image sets: 

𝐼 = {𝐼1，𝐼2，⋯𝐼𝑛}      (2) 

The representation method of semantic sets: 

𝑋 = {𝑥1，𝑥2，⋯𝑥𝑚}      (3) 

Based on the given set expansion analysis, when the image 
𝐼𝑖  has semantic 𝑥𝑗, it can be represented by 𝑥𝑗(𝐼𝑖) ∈ {0，1}. In 

order to further clarify the similarity between the two images, 
it is necessary to measure the distance between the indicator 
functions. There is a relationship where the decrease in this 
value leads to an increase in similarity. The categories of 
natural semantic information are diverse and have significant 
uncertainty, so even with the same semantics, there may be 
multiple categories. Considering this situation, a probability 
based semantic level information similarity method is adopted. 
Assuming that 𝐼𝑖  has semantic 𝑥𝑗 , it is represented by 𝑝 =

(𝑥𝑗(𝐼𝑖) = 1|𝐼𝑖). This can further clarify the semantic labels of 

the image, specifically: 

𝑥𝑗：𝑚𝑎𝑥𝑥𝑗𝑝 = (𝑥𝑗(𝐼𝑖) = 1|𝐼𝑖)  (4) 

The query image 𝐼𝑞  maintains a relatively independent 

relationship with the dataset image 𝐼𝑖 . Under this condition, 

there is 𝑝 = (𝐼𝑞，𝐼𝑖|𝑥𝑗) = 𝑝(𝐼𝑞|𝑥𝑗)(𝐼𝑖|𝑥𝑗) . Based on the 

image 𝐼𝑞  and 𝐼𝑖 , the correlation features of the image can be 

obtained through joint probability, which can be expressed as 
follows: 

𝑝 = (𝐼𝑞𝐼𝑖) = ∑ 𝑝(𝐼𝑞，𝐼𝑖|𝑥𝑗)𝑥𝑗∈𝑋
=

∑ 𝑝(𝐼𝑞|𝑥𝑗)𝑥𝑗∈𝑋
𝑝(𝐼𝑖|𝑥𝑗)𝑝(𝑥𝑗)  (5) 

In addition, considering the development needs of 
scalability, a matrix 𝛬 = 𝐼 × 𝑋  is introduced to conduct 
calculations and analysis, exploring the correlation between 
two images. If the joint distribution of the images exceeds the 
cutoff threshold t, it is reasonable to indicate that there is 
correlation between the two images: 

𝛬 = (𝐼𝑞𝐼𝑖) = 𝑝(𝐼𝑞𝐼𝑖) ≥ 𝑡   (6) 

On the contrary, it indicates that the two are not related. 
By applying the probability function of semantics between 
images, it is possible to effectively determine the semantic 
correlation of images. If the threshold is exceeded, it indicates 
significant semantic correlation, otherwise there is no 
significant correlation [15]. 

D. System Implementation Process 

Write a reversible image information hiding system using 
callable functions to achieve image information hiding 
processing. The image information hiding system based on 
reversibility uses FIFO memory to collect image information, 
applies grayscale stretching processing to the image, threshold 
segmentation processing to the image after stretching 
processing, and uses ARM processor to hide image 
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information through reversible information hiding algorithm. 
After reverse operation, the hidden image information is 
extracted and output to achieve image information processing 
in the image information processing system [16]. 

E. Data Communication Module 

The image data transmission is achieved through a data 
communication module, which can achieve multi chip 
communication. The data communication of the image 
information processing system is achieved through Ethernet 
data transmission interface and high-speed serial interface. 
The data communication module utilizes PCI interface to 
achieve information exchange between the image information 
processing system and the computer. The PCI interface is the 
data exchange and control center of the system hardware, 
which receives commands and data from the image 
information processing system and various device drivers 
through the communication interface module. The 
communication interface module completes the coordination 
work of various modules in the system, achieving system 
image information processing. The PCI communication 
interface module sends the collected image information and 
system processed data to a general-purpose PC using the PCI 
bus, and selects PLX's PCI9030 as the interface chip of the 
communication data module [17]. 

IV. RESULTS AND DISCUSSION 

A. Experimental Analysis 

The experiment mainly uses Ethernet communication, and 
in order to ensure the smooth progress of the experiment, the 
experimental network is tested. After testing, the changes in 
Ethernet traffic are shown in Fig. 5. The significant changes in 
traffic indicate that Ethernet communication is normal and 
effective. 
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Fig. 5. Changes in Ethernet traffic. 

B. Analysis of Experimental Results 

The comparison of carrier image processing levels 
obtained through experiments is shown in Table II. 

TABLE II. COMPARISON OF CARRIER IMAGE PROCESSING LEVELS % 

Number of 

experiments 

Traditional systems design system 

10 45 66 

20 40 68 

30 41 67 

40 39 70 

50 50 72 

60 50 73 

70 53 76 

80 50 78 

90 39 88 

100 41 91 

As shown in Table II, the carrier image processing level of 
the designed system is much higher than that of traditional 
systems, with a maximum value of 91%, indicating that the 
carrier image processing performance of the designed system 
is better [18]. The experimental results show that compared 
with traditional image information processing systems, the 
image information processing system designed by the author 
greatly improves the processing performance of carrier 
images, fully demonstrating that the designed image 
information processing system has better processing effects. 

V. CONCLUSION 

The author proposes an image information hiding 
processing based on deep neural network algorithms. Image 
information processing is an extremely important part of the 
field of image processing. The proposed solution can improve 
the security of secret information while ensuring the quality of 
encrypted images. Design a reversible image information 
hiding system and apply the reversible information hiding 
algorithm to the image information processing system. 
Through experimental results, it has been verified that using 
this system to process image information can achieve high 
image information processing efficiency at a lower cost, and 
has good processing performance, which can be applied to 
practical processing requirements of different types of image 
information. 
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Abstract—In order to understand the intelligent digital 

virtual clothing display system based on mathematical models, 

the author proposes a research on an intelligent digital virtual 

clothing display system based on LDA mathematical models. The 

author first analyzes the realization of clothing matching 

function, and selects the cooperation between human skin color 

and clothing field as the influencing factors of clothing color 

matching and style matching based on expert knowledge and 

historical experience. Secondly, based on the different 

characteristics of different skin tones and the knowledge of 

clothing color matching, a set of clothing matching 

recommendation plans is presented to recommend suitable colors 

for users to refer to. Additionally, clothing style 

recommendations and choices are set, divided into upper and 

lower clothing, allowing users to choose more independently, the 

system itself also provides certain reference matching knowledge. 

Finally, the clothing matching rules were converted into 

computer image data, through analysis of the current market 

and existing research results, it was decided to implement a 

clothing matching display system based on VR technology, while 

providing recommended clothing matching solutions, a three-

dimensional space was constructed to display clothing, allowing 

users to watch the effects of clothing matching according to their 

own choices, provide a new way for users in the clothing industry 

who have this demand. 

Keywords—Mathematical model; virtual technology; clothing 

display 

I. INTRODUCTION 

With the continuous and rapid development of society, 
meeting people's daily clothing needs is becoming 
increasingly important. Clothing matching not only refers to 
the matching of clothes themselves, but also needs to be 
selected based on the appearance characteristics of the wearer. 
It is also necessary to consider the occasion of the wearer to 
match different clothes, in order to provide suggestions for 
clothing matching. The matching effect of clothing is a 
Visualization display. Under the fashion trend of clothing 
fashion from top to bottom, the four major international 
fashion weeks are a very important platform, which can gather 
the eyes of manufacturers, consumers and suppliers to display 
clothing with seasonal fashion trends and drive the economic 
development of the clothing industry. However, due to the 
significant amount of time, space, money, and energy 
consumed in hosting it once, there are many difficulties and 
limitations. 

The rapid development of multimedia technology and 
computer science technology has provided excellent technical 
support for the practical application of virtual fitting. The 

mature application of virtual reality technology in many fields 
has prompted more researchers to conduct research on this 
technology. At present, virtual reality technology has been 
applied in all aspects of the social economy and has strong 
expressive power and realism. Clothing matching is an 
important way of expressing culture and art, with a strong 
artistic atmosphere and a combination of innovative matching 
and cultural connotations. This study analyzed the digital 
display design of a clothing matching display platform, and 
used virtual reality technology to complete the design of the 
virtual clothing display platform scene. Its interactive function 
can also be completed using the Unity3D engine. The main 
value of this research achievement lies in using virtual reality 
technology and clothing display platforms as carriers to 
demonstrate different ways of clothing matching. Applying 
virtual reality technology to the display of new clothing styles 
can reflect stronger interactivity and fun, and also enable users 
to better understand and match clothing. At present, with the 
rapid development of virtual reality technology, research and 
development work based on user actual needs is also 
constantly deepening. Starting from the current development 
status of the clothing industry, how to integrate virtual reality 
technology with modern clothing trends has become a focus of 
attention [1-2]. 

II. LITERATURE REVIEW 

The LDA model (Latent Dirichlet Allocation, LDA) is 
essentially a Bag-of-words model, it believes that a document 
is composed of a group of words, and there is no sequential 
relationship between words. The LDA model presents the 
themes of each document in the document set in the form of a 
general distribution. After analyzing some documents and 
extracting their themes (distribution), topic clustering or text 
classification can be performed based on the topic distribution. 
At present, the application of LDA model is very extensive, 
and the specific value of LDA model has been realized in 
multiple domain modules. In 2022, scholars Zhang, X. D. F., 
and others proposed an SS-LDA model for short text analysis 
[3]. In the field of clothing matching, Tian, F. et al. used LDA 
models to analyze virtual clothing display systems and 
combined them with SVM algorithms to obtain color designs 
for clothing matching [4]. 

Virtual Reality (VR) is a major branch of computer 
simulation, which refers to the formation of a three-
dimensional virtual world through computer simulation. It can 
simulate people's senses such as sight, hearing, and touch, 
allowing them to see content in the three-dimensional real 
space more accurately and without obstacles. The images 
displayed by virtual reality technology have a strong sense of 
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authenticity and immersion, which can make people 
immersive. The practical application of virtual reality 
technology needs to go through three stages: The first stage is 
the three-dimensional digital simulation process, which 
presents the content that can be represented by VR in the form 
of digital simulation, which is also more realistic; The second 
stage is the interaction between humans and the environment 
through writing script programs; The third stage is to integrate 
the first two processes, and finally create a comprehensive 
virtual reality environment to complete the interactive 
experience. The tools and software used can be roughly 

divided into three types:（1) The typical development method 

of scenario modeling software is 3DStudio Max; (2) The 
typical development mode of Model figure management 
software is Zbrush; (3) The typical development method of 
script development management software is the Unity3D 
engine, which is mainly designed and programmed in C 
language. The data is stored in Extensible Markup Language 
(XML) documents [5-6]. 

The author mainly analyzes the virtual fitting mechanism 
based on virtual reality technology, the network clothing 
display technology based on object Panorama, the design and 
implementation of clothing display system, and finally 
establishes a more complete virtual VR clothing display 
system. 

III. METHODS 

A. Virtual Fitting Function 

Adopting a case-driven virtual fitting mechanism, using 
case-based reasoning to obtain clothing display cases that best 
match the user's physical characteristics and personalized 
display of clothing. First, define the characteristic parameters 
of people and clothing, and then collect clothing cases and 
form a case database. After inputting the user's body shape 
characteristic parameters, retrieve the clothing display cases 
that best match the user's body shape characteristics through 
the case reasoning mechanism in the case database, and obtain 
personalized clothing display effects that match the user's 
body shape characteristics. Regarding case search, searches 
for the closest case (the clothing display instance that best fits 
the user's body shape) by calculating similarity, and designs 
an instance retrieval algorithm based on similarity calculation. 
The calculation steps mainly consist of two parts: parameter 
weight calculation and similarity calculation. 

In the process of image matching and image search, the 
virtual fitting mechanism has shown good adaptability. 
Compared with global characteristics, local characteristics do 
not have close connections, therefore, even if there are defects 
in the graphics, it will not have a negative impact on the 
coordination between other features. Analysis and research on 
local feature extraction algorithms have shown that they 
exhibit strong robustness and can effectively eliminate the 
possibility of partial interference, enabling the smooth 
completion of feature extraction work. In terms of the current 
situation where images can be locally obtained, even if the 
scale remains unchanged, the use of feature transformation 
algorithms is still relatively common. In terms of rotation 
interference, brightness interference, light noise influence, and 
other aspects, its robustness is also high. In addition, the 

advantages of high efficiency and scalability are also evident. 
The calculation process of body shape parameters is shown in 
Fig. 1 [7-8]. 

 
Fig. 1. Calculation of body shape parameters. 

B. Panorama Display 

In order to meet the new demand for clothing presentation 
in the clothing matching platform and according to the defects 
in the current virtual reality clothing presentation methods, the 
author selects the clothing presentation method based on the 
object Panorama, and the general process is as follows: 
Firstly, complete the image collection, secondly, splice the 
collected images, and finally use virtual reality technology to 
present the overall effect of the clothing. This process needs to 
input human organ data first, establish a basic Model figure, 
and then establish a complete set of Mannequin according to 
the human characteristics of different age groups (such as 
children, women, and the elderly), and carry out clothing 
matching in the virtual reality platform to show the clothing 
matching characteristics of different types of people. This 
clothing display method has the advantages of real-time and 
interactivity, allowing viewers to naturally and dynamically 
observe the overall display effect of clothing from various 
angles, making consumers more confident in choosing 
clothing and enhancing their shopping desire. The image 
display process is shown in Fig. 2. 

 

Fig. 2. Image display process. 

In the process of detecting image signals of clothing and 
presenting their characteristics, the application range of global 
feature extraction calculation is large, and the main 
characteristics can be divided into three types: One of them is 
the appearance characteristics, which is to extract the external 
contour shape of the clothing and determine its style 
characteristics. For example, through convolution calculation, 
the target contour shape can be obtained. Then, the initial 
shape is processed to eliminate the influence parts outside the 
target contour shape line, and a feature matrix can be obtained. 
Finally, the target graphic area is effectively extracted. The 
second is the surface texture characteristics, which extract 
various textures that appear on the surface of clothing images 
to determine the fabric characteristics. The third is color 
characteristics, which use color information to achieve 
identification purposes. When expressing color characteristics, 
color histograms are an effective way. After defining 
commonly used color spaces, calculate each pixel in the 
clothing image to form a correct understanding of color 
distribution, and have outstanding advantages in robustness 
[9-10]. 
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IV. EXPERIMENTS AND ANALYSIS 

A. Clothing Matching Scheme Display Design 

1) Analysis of clothing matching factors: The author 

chooses to analyze and organize the knowledge based on 

traditional clothing matching expert knowledge and historical 

experience, and obtain corresponding clothing matching rules 

for the clothing matching recommendation scheme in the 

system. The clothing matching recommendations formed 

through expert knowledge have strong professionalism and are 

easy to use. The VR system is not limited by time and space, 

allowing users to apply clothing matching knowledge from a 

more intuitive perspective and see the display effect after 

matching. Experts recommend personalized clothing by 

analyzing the user's own skin color, hair color, pupil color, 

and other physical signs to find the most suitable color range 

for clothing. Then, according to different body shapes, choose 

the appropriate clothing outline shape, and judge the clothing 

style based on the environment. This determines the main 

color and fabric selection, and finally matches the entire set of 

clothing. After in-depth analysis, it is found that in order to 

achieve a beautiful and appropriate effect in clothing, it is 

necessary to consider three factors: the wearer's own physical 

characteristics, environment, and matching rules. 

The characteristic of the virtual scene and display model 
designed in this system is that there is no difference in time 
and space in the virtual scene, and there is no consideration of 
time and place factors; the female human body modeled 
through Maya is a thin body with a standard Y-shape, with 
black hair and pupil colors. Therefore, the appearance of the 
above factors cannot be changed, so only the skin color of the 
human body is considered in this system. And considering that 
there are many and complex details involved in clothing 
matching, the principle of "minimum system" will be adopted 
in the clothing matching rules to reduce some details and 
focus on analyzing and exploring the selection factors. 

Based on the analysis and consideration of various factors 
mentioned above, when designing clothing matching rules, the 
author chooses skin color in individual characteristics and the 
clothing occasions in TPO dressing rules as factors that affect 
clothing matching. Clothing is no longer a separate individual, 
and users' needs and characteristics are reflected in the 
attributes of clothing products. Skin color and dressing 
occasion are the influencing factors of clothing color, while 
dressing occasion is the influencing factor of clothing style, 
according to the application of matching rules, the color and 
style of clothing are influenced by skin color and the occasion 
in which the clothing is worn, thus obtaining a complete 
display rule for clothing matching [11-12] as shown in Fig. 3. 

 
Fig. 3. Relationship between clothing factors. 

2) Analysis of human skin color factors: Due to 

differences in innate skin color genes, living environment, and 

daily sun protection, adults have various skin types. Some 

have snow-white skin tones, while others have dark and 

yellowish skin tones. These differences can lead to different 

visual effects when choosing clothing of the same color. This 

is whether traditional clothing is suitable for one's 

temperament. Through the classification of different skin 

colors, the characteristics of their skin colors are analyzed, and 

the clothing color matching methods suitable for different skin 

colors are obtained to make the matching reasonable, highlight 

the advantages of human skin color, improve the bad skin 

color, and bring good mental outlook. 

The author uses the skin color classification method of the 
twelve season color theory, in which the human skin color is 
divided into twelve types: Light spring, warm spring, pure 
spring, light summer, soft summer, cold summer, warm 
autumn, soft autumn, deep autumn, pure winter, cold winter, 
and deep winter. According to the spring, summer, autumn, 
and winter seasons, it is divided into four modules to elaborate 
on different skin color characteristics [13-14]. Spring is a 
season of recovery and vitality for all things. The colors of 
spring are warm, soft and light, giving people a soft and 
comfortable feeling. The overall skin color of the spring type 
is soft, as shown in Table I, summarizing the three skin color 
characteristics of the spring type. 

TABLE I.  CLASSIFICATION CHARACTERISTICS OF SPRING SKIN TONE 

Skin color name characteristic 

Light spring type With a clear skin tone and a hint of 

cream 

Pure spring type Skin tone that leans towards natural 

tones, mostly with light ivory skin tone 

Warm Spring Type The skin is relatively thin and 

transparent, with a darker warm tone 
compared to the light spring type 
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Summer brings with it the feeling of vibrant pink lotus 
growth under the white sunlight. So the overall skin tone of 
the summer style is a medium brightness skin tone with a pink 
tone. Table II analyzes the different characteristics of summer 
skin tone, which can better grasp skin tone. 

TABLE II.  CLASSIFICATION CHARACTERISTICS OF SUMMER SKIN TONE 

Skin color name Characteristic 

Light summer type A pink and tender skin with a light 

pink tone, compared to other summer 

styles, its brightness is lower 

Soft summer type Medium to light skin tone, with a rose 

pink complexion with a hint of gray 

tone 

Cold summer type A clear waxy yellow or rose pink color 

indicates a low purity cyan tone in the 
skin tone 

Autumn is the season of falling leaves, so the main color 
tone of the autumn type skin is yellow, and the overall skin 
texture is not clear and transparent, with a slight sense of 
heaviness. Table III provides a brief description of the skin 
color characteristics of the autumn type. 

TABLE III.  CLASSIFICATION CHARACTERISTICS OF AUTUMN SKIN TONE 

Skin color name Characteristic 

Soft autumn type The face is light yellow, and the skin 

color is textured, not clear and 

transparent 

Warm Autumn Type With a golden tone, it is a yellow skin 

with high brightness 

Late autumn type The deep orange color of yellow is 

darker and lower in purity in late 
autumn compared to warm autumn 

The color sensation brought by winter is a cool and harsh 
winter with cold white as the main tone, and the overall 
characteristic of winter skin tone is a bias towards cyan skin 
tone. Table IV provides a description of the characteristics of 
winter skin tone. 

TABLE IV.  CLASSIFICATION CHARACTERISTICS OF WINTER SKIN TONE 

Skin color name Characteristic 

Net winter type With a green background tone, a pale 

and light turquoise complexion, the 

overall color of the skin is white in 

tone 

Frozen type The skin tone ranges from cyan white 

to turquoise brown, but overall the skin 
tone has a higher brightness and is 

brighter 

Deep winter type Dark yellow skin with lighter purity 

ranging from dark wheat to turquoise 

brown 

B. Analysis of Dressing Occasion Factors 

In the TPO matching rule, it is required that when 
choosing clothing and considering its specific style, people 
should ensure that the clothing and its specific style are 
coordinated and consistent with the time, place, and occasion 
of the clothing, producing a harmonious and matching effect. 
In social life, according to the different Role people play, 

when going in and out on different occasions, the user's 
clothing reflects the wearer's purpose expectations, different 
clothing will leave different impressions on others, and 
clothing styles and colors play a certain role in expressing the 
user's clothing purpose. 

Based on the analysis of the significant characteristics and 
purposes of different dressing occasions in real life, it is 
decided to divide their dressing occasions into five scenarios 
for further analysis and exploration: 

 Leisure occasions: Places where leisure activities can 
take place, such as entertainment, shopping, and home 
activities. In these occasions, people are in a relaxed 
state, pursuing freedom, comfort, convenience, and an 
unrestrained state [15-16]. 

 Sports occasions: The awareness of national sports to 
strengthen the body is strengthened. More and more 
people choose to carry out sports activities in the gym 
or outdoor sports venues. According to different sports 
methods, different clothes are selected to match sports, 
so that clothing can play an auxiliary role and bring 
comfort to the wearer. 

 Workplace: Work is a social occasion that occupies a 
significant portion of people's daily lives. Wearing 
classic and formal clothing can leave a good 
impression on the wearer.  

 Banquet Occasion: In banquets and other occasions, 
people often dress with a purpose in mind, and the 
appearance of the clothing represents a spiritual 
outlook that the wearer wants to showcase. Wearing 
bright and luxurious clothing is the first choice for 
gatherings.  

 Resort: The resort itself indicates that people are happy 
and comfortable in this occasion, without any 
constraints. The main design concept is strong, 
showcasing the beautiful and generous state of the 
wearer. 

1) Color matching rules: By combining colors, better 

visual effects can be achieved. The rational use of color 

matching rules can be applied to clothing matching to achieve 

harmonious effects. Colors can be divided into two categories: 

Colored and achromatic. Achromatic refers to neutral colors, 

which are commonly referred to as black, white, and gray; 

Colorfulness is composed of three major attributes of color: 

Hue, brightness, and purity, among which brightness and 

purity together constitute hue. 

According to the three attributes of colors, hue refers to the 
appearance of different colors, composed of three primary 
colors: Red, yellow, and blue. It is divided by the wavelength 
of light. In daily life, the most common basic colors are "red, 
orange, yellow, green, blue, and purple". 

C. Clothing Color Matching Design 

Clothing color can give the most intuitive visual 
impression in the overall combination of clothing. By 
combining users' skin color choices and the occasion of 
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clothing wearing, using reasonable color combinations can 
fully demonstrate personalized clothing style and taste. In 
clothing matching, fully grasp the purity, brightness, and hue 
attributes of colors, cleverly blend and match colors to display 
good visual effects [17]. 

1) Clothing style matching design: The style of clothing 

refers to the style and shape of clothing, which is generally 

divided into upper and lower clothing for separate matching. 

In the classification of upper clothing, there are T-shirts, vests, 

shirts, pullovers, suits, jackets, vests, polo shirts, etc, in the 

classification of bottoms, there are pants, casual pants, straight 

pants, cropped pants, shorts, short skirts, long skirts, one step 

skirts, pleated skirts, puffy skirts, and so on. Different clothing 

styles bring different visual experiences to people. 

According to the style characteristics and overall shape 
effect of the clothing style, when the clothing is suitable for 
the atmosphere of the occasion, it is considered as the suitable 
style type for wearing in the occasion. 

The combination of upper and lower clothing styles can 
generate a variety of matching styles. Combining the visual 
effect of the outer contour of clothing styles, by analyzing the 
main clothing occasions in daily life, Table V recommends 
two sets of clothing styles for each of the five selected 
clothing occasions. 

TABLE V.  RECOMMENDED STYLES FOR DIFFERENT DRESSING 

OCCASIONS 

Dressing occasions Style Recommendation Main Features 

leisure time T-shirt, jeans, jacket, wide 

leg pants 

The style is loose and 

comfortable, with a 
simple design that does 

not emphasize the 

waistline 

motion Vest, Leggings, sports 

sweater, culottes 

Lightweight and 

vibrant, with a variety 
of close fitting styles to 

protect the body 

work Suit set, shirt, one step 

skirt 

Formal, classic cut, 

smooth lines, and 

streamlined styling 

banquet Fish tail dress, short dress Lightweight and 

elegant, with strong 
characteristics and 

personality, the style 

and style are 
exaggerated, 

highlighting the figure 

spend one's holidays Dresses, short tops, hot 

pants 

The characteristics of 

clothing styles are 

comfortable, natural, 

lightweight, and simple 

in style 

2) Overall clothing matching plan: The overall matching 

scheme of clothing is to determine the optimal color range of 

clothing based on the skin color characteristics selected by the 

user. The theme color and style of clothing are determined for 

different dressing occasions, and the clothing matching rules 

are designed to obtain the suitable clothing matching 

recommendation scheme in the design system. 

The design concept of this set of clothing matching is to 
first determine the color range of the clothing top based on the 
twelve determined skin color classifications, and compare the 
relationship between cold and warm tones and brightness 
purity. Then, according to different dressing occasions, the 
theme color is selected, and the color of the lower garment is 
selected. Finally, the color matching of the entire set of 
clothing is completed. The recommended style combinations 
are only influenced by the factors of the dressing occasion, so 
in the previous section, the style combinations have been 
completed. 

The matching design of clothing colors is only based on 
qualitative semantic descriptions, and in order to apply it in 
computer mode, it is necessary to quantify it. The most 
commonly used RGB mode is to mix and overlay different 
proportions of red, green, and blue colors to generate different 
colors, similar to pigment mixing and color matching in 
painting. The famous Pantone clothing color card uses RGB 
mode to represent different colors. However, according to the 
previous analysis of clothing color matching, the matching 
rule recommended by experts is to match colors based on the 
three attributes of colors, and the color generation principle of 
HSB mode is more suitable for the transformation of the 
author's matching method to express different colors [18]. 

In HSB color mode, there are three attribute sliders: hue, 
which is the hue ring, and complete colors are represented as a 
360 degree hue wheel; the range value of purity is 0-100%, 
with increasing purity and the purest color expression; the 
range value of brightness is also 0-100%, with increasing 
brightness and reaching the brightest color. 

In order to achieve the recommended scheme for clothing 
color in the system, it is necessary to convert the RGB values 
of conventional colors into HSB values. Based on these three 
attributes, the matching rules can be applied to effectively 
obtain the recommended scheme for clothing matching. The 
following are the conversion formulas for the two modes, as 
shown in Eq. (1) - Eq. (3). 
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Correctly convert the clothing colors in the Pantone color 
card into hue, brightness, and purity values, and convert the 
semantic descriptions of twelve human skin tones and clothing 
occasions into their HSB mode color tone matching values 
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and hue matching values. Based on the clothing matching 
rules obtained in the previous text, the use case for 
determining a set of clothing matching is presented here; 

Based on the user's choice of pure spring skin color, the 
recommended clothing color range is high brightness, high 
purity, and color values without cold or warm tones. The 
numerical range converted into computer HSB mode is: 
Brightness value 70% -100%, purity value 70% -100%. 

Choose a banquet occasion for dressing. Based on the 
requirements of the theme color, which is bright and eye-
catching, choose a red hue value of 0 degrees here. According 
to the method of contrasting colors in color matching, the 
lower garment can be matched with color values within the 
range of 0 degrees and 120 degrees, or neutral colors without 
warm or cold tones can be selected as a match, such as black. 
This completes the color recommendation for the entire set of 
clothing for subsequent clothing matching displays. 

Translate the clothing matching rules into different 
numerical ranges for the three major attributes in computer 
HSB mode, and determine that the color HSB value within the 
numerical range is the color recommended for matching. If it 
is not within the numerical range, it is not recommended. 
Based on this, a case study of clothing color matching 
required in the system is formed [19-20]. 
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V. CONCLUSION 

By analyzing the clothing matching experience in expert 
knowledge, combined with the characteristics of the system, 
selecting factors related to human skin color and dressing 
occasions for analysis, and combining color matching rules to 
determine the color matching of clothing; Combining TPO 
matching rules to match clothing styles, comprehensively 
completing clothing matching recommendation schemes, and 
applying them to the implementation of clothing matching 
functions in the system. 
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Abstract—Alzheimer's disease (AD), the most common type of 

dementia, is expected to affect 152 million people by 2050, 

emphasizing the importance of early diagnosis. This study uses the 

Alzheimer's Disease Neuroimaging Initiative (ADNI) dataset, 

combining cognitive tests, biomarkers, demographic details, and 

genetic data to build predictive models. Using large language 

models (LLMs), specifically ChatGPT 3.5, we achieved high 

classification accuracy, with ROC AUC values of 0.98 for 

cognitively normal (CN) individuals, 0.99 for dementia, and 0.98 

for mild cognitive impairment (MCI). These findings show that 

LLMs can handle complex data quickly and accurately. By 

focusing on numerical and text-based data instead of just imaging, 

this method provides a cost-effective and accessible option for 

diagnosing AD. Adding genetic information improves the 

predictions, reflecting the important role of genetics in AD risk. 

This study highlights the potential of combining different types of 

data with advanced machine learning and LSTM to improve early 

AD diagnosis. Future research should explore more ways to 

combine data and test different machine learning models to 

further enhance diagnostic tools. 

Keywords—Alzheimer; dementia; LLMs; ChatGPT; LSTM 

I. INTRODUCTION 

Alzheimer's disease (AD), the most common form of 
dementia, accounts for 60–80% of all dementia cases and is 
expected to become even more prevalent as populations age [1-
7]. By 2050, it is estimated that 152 million people worldwide 
will be living with Alzheimer's and other forms of dementia [1]. 
AD is particularly significant among non-communicable 
diseases, which together account for approximately 70% of 
global deaths [8-10]. The disease primarily affects older adults, 
impairing memory, behaviour, and reasoning abilities [11, 12]. 

To improve the health and quality of life for older adults, it 
is increasingly important to develop effective treatments for AD 
[13-15]. Although several biomarkers for early diagnosis have 
been identified [4], accurate diagnosis still partly relies on 
clinical criteria, which can take up to six months as symptoms 
gradually become apparent [16, 17]. Even when symptoms are 
clear enough for a confirmed diagnosis, AD remains incurable 
[10, 18, 19]. 

The Global Deterioration Scale [20] outlines symptoms 
such as decreased work performance, increased forgetfulness, 

and frequent disorientation during the mild cognitive 
impairment (MCI) stage. MCI is characterized by a prolonged 
period of decline that can last for around seven years [18]. This 
has led medical professionals to focus on establishing criteria 
for early diagnosis to slow or potentially prevent disease 
progression [14, 18]. 

Current medical practices for diagnosing AD can be time-
consuming. As a result, researchers are increasingly exploring 
approaches that combine medicine with computer science, 
particularly deep learning, to develop methods for earlier and 
more accurate diagnoses. This interdisciplinary focus has 
become a key area of ongoing research. 

Various approaches have been employed to diagnose 
Alzheimer’s disease (AD) as early as possible. These include 
skeleton-based human action evaluation [18], 3D CNN-based 
classification of sMRI and MD-DTI images to detect brain 
changes [8, 9, 19], and speech analysis [15, 17]. Monitoring 
dementia progression using 2D and 3D imaging techniques has 
become a sophisticated method, utilizing advanced medical 
imaging to track changes in brain structure and function over 
time [2, 7, 19, 21, 22]. Additionally, it is crucial to determine 
whether cognitive measures identified as predictive in research 
cohorts are also applicable in clinical memory clinics [2, 13, 23-
25]. 

This study aimed to identify the most effective measures for 
predicting future AD dementia in clinical settings where 
expensive biomarkers may not be widely available. Early 
detection of AD severity is critical [5, 14, 19, 26, 27]. While 
neuroimaging and computer-assisted diagnostic tools can 
detect AD in its early stages, these methods often lack high 
accuracy [11]. Techniques like Computed Tomography (CT), 
Positron Emission Tomography (PET), and Magnetic 
Resonance Imaging (MRI) significantly contribute to 
diagnosing brain disorders [28]. 

Advancements in medical imaging, supported by computer-
aided diagnostic research, have greatly improved the ability to 
monitor and predict dementia progression. 2D and 3D imaging 
techniques play an essential role, offering a comprehensive 
view through structural, functional, and molecular imaging. 
These advances continue to improve our understanding and 
management of this complex condition, providing hope for 
better patient outcomes. 
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However, several challenges persist. Advanced imaging 
techniques such as MRI and PET are expensive, making routine 
monitoring financially difficult for many patients. Access to 
high-quality imaging facilities is often limited, particularly in 
rural or underserved areas. Additionally, technical limitations 
such as resolution and sensitivity may prevent the detection of 
small or early brain changes. Imaging data can also be affected 
by noise and artifacts, complicating interpretation. Health-
related concerns include exposure to ionizing radiation from 
PET and CT scans, especially with repeated use, and discomfort 
or anxiety during MRI scans, particularly for patients with 
claustrophobia. 

From a technical perspective, the large volume of data 
generated by 3D imaging requires robust data management and 
analysis systems, along with advanced computational tools and 
expertise for handling and interpreting big data. While these 
imaging techniques provide valuable insights, their limitations 
underscore the importance of a balanced approach. 

Recent advancements have also identified blood-based 
biomarkers that can assist in monitoring dementia progression. 
These tests are less invasive than cerebrospinal fluid (CSF) tests 
and more practical for regular use. Key biomarkers include 
Amyloid Beta (Aβ), Tau Proteins, and Neurofilament Light 
Chain (NfL). Cognitive tests remain essential for assessing 
cognitive functions and tracking changes over time. Commonly 
used tests include the Mini-Mental State Examination (MMSE), 
Montreal Cognitive Assessment (MoCA), Clock Drawing Test, 
Alzheimer’s Disease Assessment Scale-Cognitive Subscale 
(ADAS-Cog), and neuropsychological testing. This paper 
consists of literature review, methodology, results, discussion 
and conclusion, where every section highlights related 
information. 

II. LITERATURE REVIEW 

Alzheimer’s disease (AD) is a neurological disorder that 
progressively worsens over time. It is typically divided into 
three main stages, with the early stage being particularly 
important [29]. One challenge with Alzheimer’s treatments is 
their limited effectiveness, especially during the disease’s 
typical eight-year progression [29]. 

In the early stage, daily activities gradually become more 
difficult. The most common signs include short-term memory 
loss and trouble learning new things [12, 29]. Other symptoms 
may include low energy, a sad mood, and a lack of interest or 
motivation [30]. Notably, individuals diagnosed with mild 
cognitive impairment (MCI) are at a significantly higher risk of 
developing AD [29]. In many cases, MCI is classified as the 
early stage of AD [31]. 

Researchers have also observed that difficulties with 
language—such as trouble pronouncing or remembering 
complex words—alongside challenges in performing daily 
tasks, may serve as early indicators of AD [29, 31, 32]. These 
findings suggest that there are more affordable diagnostic tools 
for detecting dementia than costly imaging techniques. Many 
studies have applied statistical analysis alongside other types of 
data (excluding imaging) to explore alternative methods for 
diagnosing Alzheimer’s disease (AD). For instance, human 
action evaluation has shown potential applications in areas such 

as assisted living, physical rehabilitation, sports activity 
scoring, and skills training [18]. This approach can also be 
applied to AD by using sequences of 3D skeletal joint data to 
assess the severity of the disease in patients. For example, Yu 
et al. [18] utilized a two-task graph convolutional network to 
analyze skeleton data for tasks involving abnormality detection 
and quality evaluation. Their method, evaluated using the UI-
PRMD dataset, demonstrated accurate abnormality detection. 

Taghvaei et al. [33] applied statistical analysis to investigate 
the relationship between white matter hyperintensities (WMH) 
tract disconnection and cognitive performance. Their study 
highlighted the significant role of demographic factors, such as 
education level, age, and sex, in influencing the relationship 
between WM tracts and cognitive scores. Similarly, Raj et al. 
[1, 34] emphasized the importance of genetics, which 
contributes to approximately 70% of the overall risk for AD. 
They introduced a system that combines text mining and 
machine learning to identify and prioritize candidate genes for 
AD, categorizing them into three association classes with 
corresponding weights. 

Another cost-effective method for predicting AD involves 
analyzing patients’ speech patterns [35]. Many studies have 
focused on acoustic and syntactic analysis of speech. For 
example, Haj Zargarbashi and Bagher [17] employed statistical 
and neural methods to classify audio signals into dementia and 
control groups, achieving an accuracy of 83.6%. Similarly, 
Vincze et al. [36] analyzed specific utterances using deep 
learning models, with and without demographic data, and found 
no significant differences between the models. Colla et al. [37] 
used large language models alongside N-grams and perplexity 
metrics to predict potential AD with an accuracy of 84%. 
Gómez-Zaragoza et al. [15] provided empirical evidence that 
punctuation and pauses in speech could reveal early signs of 
AD. A comprehensive review by [38] highlighted the high 
potential for deep learning to be utilized with medical data in 
future research. 

Cai et al. [35] examined methods for detecting AD through 
speech analysis by transcribing audio into text and extracting 
audio features using the WavLM model. They tested pre-
trained models and Graph Neural Networks (GNNs) with the 
DementiaBank Pitt dataset and applied fine-tuning techniques 
such as data augmentation (e.g., synonym replacement and 
GPT-based augmentation). Wang et al. [39] also used pre-
trained language models with fine-tuning methods, achieving 
up to 89% accuracy. Finally, blood tests have shown promise 
in detecting AD. Certain biomarkers in blood may indicate the 
potential presence of the disease. Kim and Lee [40] 
demonstrated that complex interactions among blood proteins 
could predict the likelihood of AD development. 

Several gaps have been identified in Alzheimer’s disease 
(AD) research. For example, while the ADNI dataset has been 
extensively used in studies focusing on MRI images [29], it has 
only been partially utilized. Most studies have concentrated 
solely on MRI images, overlooking the wealth of other 
information in the dataset that could enhance the analysis of 
AD. A recent systematic literature review by Singh et al. [41] 
found that the majority of AD studies used ADNI and deep 
learning methods, a trend confirmed by Alwuthaynani et al. [2], 
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but with an exclusive focus on MRI data. Similarly, Essemlali 
et al. [42] highlighted that one of the key challenges in dementia 
prediction lies in distinguishing between MCI and AD, as well 
as between NC (normal cognition) and MCI. These are among 
the most difficult classification tasks and often require 
additional data, such as multi-modality or genetic information, 
to improve predictions. 

This study leverages the powerful classification capabilities 
of large language models (LLMs), such as ChatGPT, to classify 
dementia stages. There is a notable lack of research utilizing 
LLMs with non-imaging data from the ADNI dataset to address 
classification problems. For instance, Agbavor and Liang [43] 
demonstrated that GPT-3 embeddings significantly improved 
Alzheimer’s detection accuracy from spontaneous speech, 
outperforming traditional methods based on acoustic features. 
They used models such as support vector classifiers and logistic 
regression, achieving high classification performance. Another 
study [44] combined imaging and phenotype data from the 
ADNI dataset with LLMs, achieving state-of-the-art 
performance in classifying Alzheimer’s and various stages of 
cognitive impairment. This highlights the effectiveness of 
integrating LLMs with diverse data types. 

However, as discussed, this study focuses on utilizing 
LLMs with textual and numerical data rather than imaging data. 
This approach aims to provide a cost-effective solution suitable 
for clinical settings and requiring less computational power. 
The methodology is informed by the work of Feng et al. [44], 
excluding imaging data, to create a more accessible and 
efficient model for AD classification. 

III. METHODOLOGY 

A. ADNI Dataset 

This study utilized the ADNI dataset due to its extensive use 
in recent research and its comprehensive collection of data 
necessary to achieve the goals of this study. The ADNI dataset, 
available at adni.loni.ucla.edu, has been widely referenced in 
studies related to Alzheimer’s detection [41, 45]. 

The ADNI project was launched in 2003 by the National 
Institute on Aging (NIA), the Food and Drug Administration 
(FDA), the National Institute of Biomedical Imaging and 
Bioengineering (NIBIB), private non-profit organizations, and 
pharmaceutical companies [41, 45]. Its original purpose was to 
determine whether the combination of genetic, neuroimaging, 
biomarker, clinical, and neuropsychological data could be used 
to predict Alzheimer’s disease. 

The ADNI dataset is renowned for its longitudinal design, 
capturing data at multiple time points. Images and other data 
are collected at baseline and then at intervals of 6 months, 12 
months, 24 months, and 48 months [42]. Several versions of the 
dataset, including ADNI2 and ADNI-Go, have been developed 
to expand its scope. 

B. Feature Set 

In addition to demographic data, such as sex, age, gender, 
and race, which have been shown to significantly contribute to 
predicting the clinical status of individuals [36], this study 
incorporates a variety of other features for analysis. Cognitive 
tests play a central role in assessing various aspects of memory, 

language, and executive function. These include the Mini-
Mental State Examination (MMSE), a widely used measure of 
cognitive function, and the Montreal Cognitive Assessment 
(MOCA), another standard cognitive measure. The study also 
utilizes scores from the Rey Auditory Verbal Learning Test 
(RAVLT), including immediate recall, learning, forgetting, and 
percentage of forgetting, which assess different dimensions of 
memory. Other cognitive tests include the Logical Memory 
Delayed Recall test (LDELTOTAL), the Digit Span test 
(DIGITSCOR), which measures attention and working 
memory, and the Trail Making Test Part B (TRABSCOR), 
which evaluates executive function. The Functional Activities 
Questionnaire (FAQ) is also included to assess daily living 
capabilities. 

Biomarkers represent another crucial component of the 
analysis. The Apolipoprotein E (APOE4) genotype, strongly 
associated with Alzheimer’s disease risk, is used alongside 
imaging biomarkers from PET scans, including tracers such as 
FDG, PIB, AV45, and FBB. Additionally, cerebrospinal fluid 
protein levels of amyloid-beta (ABETA), tau (TAU), and 
phosphorylated tau (PTAU) are examined for their role in the 
disease's progression. 

Clinical and diagnostic scores also contribute significantly 
to the analysis. These include the Clinical Dementia Rating – 
Sum of Boxes (CDRSB), which evaluates cognitive and 
functional performance, and various subscales from the 
Alzheimer’s Disease Assessment Scale (ADAS), such as 
ADAS11, ADAS13, and ADASQ4. Reports of cognitive 
function from both patients and their study partners are 
included, with patient-reported scores covering memory, 
language, visuospatial ability, planning, organization, divided 
attention, and overall cognitive function. Study partner-
reported scores assess the same domains, providing additional 
perspectives on cognitive performance. 

Baseline data for all these measures are also incorporated to 
analyze changes over time. Baseline values for clinical scores 
such as CDRSB, ADAS, and MMSE, as well as cognitive tests 
like RAVLT, Logical Memory, and FAQ, are included. 
Baseline levels of biomarkers, such as ABETA, TAU, and 
PTAU, are also considered. Patient- and study partner-reported 
cognitive scores at baseline offer further context for tracking 
progression. Temporal variables, such as the number of years 
or months since the baseline visit, are included to provide 
additional detail about the timing of data collection. 

In summary, the features included in this study’s prediction 
models encompass cognitive assessments, genetic information, 
biomarkers, demographic data, and clinical details. These 
measures provide a comprehensive dataset for early detection 
of dementia, offering insights into cognitive decline and 
associated risk factors. By integrating this diverse set of 
features, the study aims to improve the accuracy and 
practicality of predictive models for Alzheimer’s disease [27, 
46, 47]. 

C. Models 

Shah and Shah [12] explored the use of machine learning 
(ML) algorithms, particularly convolutional neural networks 
(CNNs), for the early diagnosis of Alzheimer’s disease (AD) 
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through the analysis of medical imaging data, such as MRI 
scans and biomarkers. Their study compared various ML 
algorithms, including k-nearest neighbor (KNN) and support 
vector machines (SVM), and highlighted the superior accuracy 
and reliability of CNNs in detecting AD. The deep learning 
capabilities of CNNs enable them to extract subtle features 
from medical images, making them particularly effective for 
this application. Shah and Shah [12] demonstrated that CNNs 
outperformed other algorithms due to their deep architecture, 
which can handle complex data and identify patterns that 
simpler models may miss. 

However, the authors also noted several challenges in using 
CNNs for AD diagnosis. These include the need for large, well-
curated datasets, as CNN models are prone to overfitting when 
trained on small or imbalanced datasets. Additionally, they 
emphasized the importance of transparency and interpretability 
in ML models, especially in medical applications where 
clinicians need to understand the rationale behind a diagnosis. 
Despite these challenges, CNN-based models were identified as 
the most effective for early detection of AD, particularly when 
applied to MRI scans and biomarker data. 

While Shah and Shah [12] provided a thorough 
investigation into the use of ML and deep learning methods for 
early AD detection, their work predominantly focused on 
image-based data, such as MRI scans. They did not explore the 
application of these methods to other types of data, such as 
textual or numerical information, nor did they consider the 
potential of large language models (LLMs). LLMs, with their 
ability to process both structured and unstructured text, could 
provide valuable insights and significantly enhance prediction 
models for AD. Additionally, the study did not examine the use 
of Long Short-Term Memory (LSTM) networks, which are 
particularly effective for analyzing sequential data, such as 
time-series health records or longitudinal datasets. 

Building on their work, this study proposes the integration 
of both LSTM networks and LLMs alongside traditional 
machine learning methods to develop cost-effective and 
accurate prediction solutions for AD. By focusing on non-
image data, such as cognitive assessments, biomarkers, and 
clinical records, this approach aims to expand the scope of 
predictive models and offer accessible diagnostic tools for 
clinical settings. 

1) LSTM: Long Short-Term Memory (LSTM) networks are 

a specialized type of recurrent neural network (RNN) designed 

to learn and retain long-term dependencies in sequential data. 

They are particularly well-suited for tasks involving time-series 

or sequential data due to their unique architecture, which 

includes memory cells and gating mechanisms (input, output, 

and forget gates) to control the flow of information. This 

capability makes LSTM networks highly effective in 

addressing the vanishing gradient problem, a common 

challenge in traditional RNNs. 

In this study, LSTM networks are employed to process 
clinical and biomarker data from the ADNI dataset. The input 
features, which consist of textual and numerical data, are well-
suited to LSTM’s architecture. The model begins with an input 
layer that accepts the data features, followed by one or more 

LSTM layers that process the sequences of observations. The 
final dense layer produces the output, classifying the stages of 
Alzheimer’s disease based on the processed data. By leveraging 
LSTM’s ability to handle sequences effectively, this study aims 
to improve classification accuracy for Alzheimer’s diagnosis. 
Additionally, LSTM networks are prioritized due to their 
demonstrated effectiveness in managing textual and numerical 
data, which are key components of the ADNI dataset. The 
following equations illustrate the core functionality of LSTM 
networks in classification tasks: 

The forget gate controls which information from the 
previous cell state (Ct−1) should be carried forward to the 
current cell state (Ct ). 

ft=σ(Wf ⋅[ht−1, xt] + bf) 

Where ft is the forget gate's activation vector; Wf and bf are 
the weight matrix and bias for the forget gate; ht−1 is the 
previous hidden state; xt is the current input and σ is the sigmoid 
activation function [48]. Input Gate [49] represented as follows: 

it=σ(Wi⋅[ht−1, xt] + bi) 

Ċt =tanh (WC ⋅[ht−1, xt] + bC) 

where it is the input gate's activation vector; Ċt is the 
candidate cell state, representing new information; and Wi, WC 
bi, bC are the weight matrices and biases for the input gate and 
cell state. 

Meanwhile; Cell State Update is implemented as follows 

Ct=ft∗Ct−1+it∗ Ċt 

And the output gate [50] is implemented as follows 

ot=σ(Wo⋅[ht−1, xt]+bo) 

ht=ot∗tanh(Ct) 

where ot is the output gate's activation vector; ht is the 
current hidden state (which also serves as the output for 
classification). 

The classification layer is implemented using this formula 
[51]: 

y=softmax(Wy⋅ht+by) 

where y is the predicted class probabilities; Wy and by are 
the weight matrix and bias for the classification layer. 

finally; Loss Function for Classification (Cross-Entropy) 
[52] is presented by 

L= − ∑ 𝑦𝑖  𝑙𝑜𝑔(𝑦′𝑖)𝑁
𝑖=1  

Where: yi is the true label; 𝑦′𝑖  is the predicted probability 
for class and N is the number of classes. 

At each time step, the LSTM updates the cell state and 
hidden state using the forget, input, and output gates. The final 
hidden state after processing the entire sequence is passed to the 
classification layer, where the class probabilities are calculated. 
The loss function is used to optimize the model by comparing 
the predicted output with the actual labels. This process allows 
the LSTM to classify sequential data effectively. 
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2) Few-Shot: Few-shot learning is a machine learning 

technique that enables models to perform tasks with minimal 

examples or training data. Unlike traditional machine learning 

methods, which rely on large datasets and extensive training, 

few-shot learning allows for adaptability and flexibility with 

significantly reduced training overhead. This approach is 

particularly useful for large language models (LLMs) like 

OpenAI's ChatGPT-3.5-turbo, as it enables the model to learn 

effectively from a limited number of examples. The primary 

advantage of few-shot learning is its ability to achieve accurate 

predictions with less effort in data preparation and model 

training. 

In this study, few-shot learning was applied to classify 
Alzheimer’s disease stages using examples from the ADNI 
dataset. The process began by defining a small set of examples 
representing the desired outcomes: "CN" (cognitively normal), 
"Dementia," and "MCI" (mild cognitive impairment). A sample 
of 10 examples was provided, reflecting various cases in the 
dataset, including instances with missing values across specific 
groups of features. Next, a prompt was constructed to include 
these examples and the task to be performed, guiding the model 
toward the desired predictions. The model then used this 
context to generate predictions, which were subsequently 
extracted to retrieve the relevant outputs. This streamlined 
process demonstrates the efficiency of few-shot learning in 
handling limited data while maintaining accurate and 
meaningful results. 

IV. RESULTS 

A. Demographic 

The ADNI dataset contains numerous cases categorized 
under each stage of dementia. These cases include multiple 
rows for the same patient, corresponding to different visits over 
time. The distribution of cases across the stages of dementia is 
illustrated in Fig. 1. As shown, the majority of patients are at 
the MCI stage, followed by those at the CN stage, highlighting 
the prevalence of MCI cases in the dataset. 

 
Fig. 1. Patients‘stage in ADNI dataset. 

The demographic data available in the ADNI dataset is 
presented in Fig. 2. The data shows a balanced distribution in 
terms of gender. However, there is an imbalance in race, with 
the white population significantly outnumbering other racial 
groups. The age range of participants spans from 55 to 90 years. 

 
Fig. 2. Demographics related statistics. 

B. Feature Selection and Machine learning Methods’ 

Prediction 

To identify the most important features for predicting the 
diagnosis label (DX), three approaches were implemented: (a) 
Correlation Analysis to examine relationships between features 
and DX, (b) Random Forest Feature Importance to rank features 
by their predictive significance, and (c) Recursive Feature 
Elimination (RFE) to select the most relevant features based on 
model performance. 

The Correlation Analysis revealed that the features most 
strongly correlated with DX are: CDRSB (Cognitive Dementia 
Rating – Sum of Boxes) with a correlation of 0.751, 
EcogSPTotal (Total score of Everyday Cognition, Study 
Partner version) at 0.735, EcogSPMem (Everyday Cognition, 
Study Partner Memory score) at 0.732, FAQ (Functional 
Activities Questionnaire) at 0.730, and ADAS13 (Alzheimer’s 
Disease Assessment Scale, 13-item) at 0.725. These results 
indicate that cognitive and functional assessments are highly 
correlated with Alzheimer’s diagnosis. Using Random Forest 
Feature Importance, the top features for predicting DX were 
identified as EcogSPTotal (20.28%), ADAS13 (18.84%), 
ADAS11 (16.54%), EcogSPMem (12.64%), and EcogSPOrgan 
(9.45%). These findings reinforce the importance of cognitive 
and functional assessments in predicting Alzheimer’s. 

With Recursive Feature Elimination (RFE), the same top 
five features were selected: EcogSPTotal, EcogSPMem, 
ADAS13, ADAS11, and EcogSPOrgan. A Random Forest 
Classifier trained using only these features achieved an average 
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cross-validation accuracy of 38.75% (standard deviation: 
0.89%) and a test accuracy of 39%. Class 2 (Dementia) was 
predicted with the highest recall (63%), but precision and recall 
for Class 0 (Cognitively Normal) and Class 1 (MCI) were low. 
The macro-average F1-score was 0.32, highlighting significant 
confusion between classes, particularly between Cognitively 
Normal and MCI. 

To address these limitations, several strategies were 
explored. Class Imbalance Handling techniques, such as 
oversampling, undersampling, and class-weighted models, 
improved the weighted F1-score slightly to 0.37, with Class 2 
(Dementia) achieving 63% recall. However, confusion between 
Cognitively Normal and MCI persisted. Feature Engineering 
was then applied, creating interaction features by combining 
cognitive scores and biomarkers. This approach marginally 
increased the overall accuracy to 40%, with a recall of 66% for 
Class 2. While improvements in classifying Cognitively 
Normal and MCI cases were observed, misclassification 
between MCI and Dementia remained significant. 

Next, Advanced Models were tested, including Gradient 
Boosting and Support Vector Machines (SVM). Gradient 
Boosting achieved an overall accuracy of 43%, with Class 2 
(Dementia) recall at 92%. However, predictions for Class 0 
(Cognitively Normal) and Class 1 (MCI) were poor, with F1-
scores close to zero. Similarly, SVM performed slightly better 
with an overall accuracy of 45% and a recall of 99% for Class 
2, but almost no correct predictions for Classes 0 and 1. Both 
models struggled with class imbalance, favoring Dementia at 
the expense of distinguishing other classes. 

Finally, Ensemble Modeling was implemented, leveraging 
techniques like Voting Classifiers (combining Random Forest, 
Gradient Boosting, and SVM), Stacking Classifiers (training 
multiple models and using their predictions as inputs for a meta-
model), and Bagging (aggregating predictions from models 
trained on different data subsets). These ensemble methods aim 
to balance predictive performance across classes and address 
the challenges of class imbalance and overlapping features. 
Further evaluation and refinement of these approaches are 
ongoing to improve the overall diagnostic accuracy and 
robustness of the model. 

1) Voting classifier results: The model achieved an overall 

accuracy of 43%, with Class 2 (Dementia) having the highest 

recall at 90%. However, performance for Class 0 (Cognitively 

Normal) and Class 1 (MCI) was poor, with F1-scores of 

approximately 0.09 and 0.05, respectively. The macro-average 

F1-score was 0.24, highlighting that the model 

disproportionately favors Dementia while struggling to 

accurately classify Cognitively Normal and MCI cases. 

Significant confusion remains between the classes, with many 

CN and MCI cases misclassified as Dementia. 

2) Stacking classifier results: The model achieved an 

overall accuracy of 45%, matching the performance of the 

Voting Classifier. However, the results reveal a significant bias, 

as Class 2 (Dementia) was the only class predicted, with a recall 

of 100%. Both Class 0 (Cognitively Normal) and Class 1 (MCI) 

had 0% recall and precision, indicating that no cases from these 

classes were correctly identified. The macro-average F1-score 

was 0.21, underscoring the model's heavy bias toward 

Dementia and its inability to distinguish between Cognitively 

Normal and MCI cases. All instances of CN and MCI were 

misclassified as Dementia. 

3) Bagging: Using Bagging with the Random Forest 

model, which inherently trains on different subsets of data, the 

overall accuracy achieved was 41%. Class 2 (Dementia) had a 

recall of 73%, while Class 0 (Cognitively Normal) and Class 1 

(MCI) showed lower recall and F1-scores. The macro-average 

F1-score was 0.31, indicating a moderate improvement in 

balancing predictions across classes compared to previous 

classifiers. Bagging demonstrated better differentiation 

between classes than the Voting and Stacking classifiers, though 

significant misclassifications remained between Cognitively 

Normal, MCI, and Dementia. Notably, Bagging performed 

slightly better in predicting minority classes. 

In summary, the Voting Classifier achieved an accuracy of 
43% but was heavily biased toward predicting Dementia, 
performing poorly on other classes. The Stacking Classifier 
achieved a slightly higher accuracy of 45%, but it failed to 
classify Cognitively Normal and MCI cases, predicting only 
Dementia. Bagging, with an accuracy of 41%, showed 
improved balance across the classes compared to Voting and 
Stacking but continued to struggle with distinguishing between 
Cognitively Normal and MCI cases. 

Among the ensemble methods, Bagging demonstrated 
better overall balance in classifying multiple categories, 
although limitations remained. To further enhance 
performance, future work could focus on advanced feature 
engineering, fine-tuning model hyperparameters, or exploring 
other sophisticated techniques to address the challenges in 
distinguishing between these diagnostic categories. 

C. Advanced Analyses 

To further improve model performance, particularly in 
distinguishing between the different diagnostic classes 
(Cognitively Normal, MCI, and Dementia), several advanced 
techniques could be employed. Automated machine learning 
(AutoML) tools, such as TPOT, can automate the process of 
testing a range of algorithms and hyperparameter 
configurations, helping to identify the best model without 
requiring manual experimentation. 

In this study, an AutoML framework was used to 
automatically test multiple models and optimize their 
hyperparameters. The results from the TPOT AutoML run 
provided valuable insights into the model selection and tuning 
process. The internal cross-validation (CV) accuracy, which 
TPOT uses to evaluate different pipelines during its 
evolutionary search, stabilized at approximately 47.7% across 
most generations. The final best pipeline achieved an internal 
CV score of 47.78%, indicating the highest performance based 
on TPOT’s cross-validation evaluation. 

TPOT selected the ExtraTreesClassifier as the best model. 
This ensemble method, similar to Random Forest, reduces 
variance by averaging predictions across multiple decision 
trees, often resulting in more stable outcomes. The 
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ExtraTreesClassifier was identified as the optimal model with 
the following key parameters: 

 Bootstrap: True (bootstrap sampling was used). 

 Criterion: Gini (used for measuring the quality of a 
split). 

 Max features: 0.8 (80% of the features are considered 
when looking for the best split). 

 Min samples leaf: 17 (minimum number of samples 
required to be at a leaf node). 

 Min samples split: 5 (minimum number of samples 
required to split an internal node). 

 n_estimators: 100 (number of trees in the forest). 

The test set accuracy was 43.6%, meaning the final model 
achieved 43.6% accuracy on unseen data. While consistent with 
the performance of other models tested, this accuracy highlights 
the challenges in distinguishing between the diagnostic 
categories (Cognitively Normal, MCI, and Dementia). The 
consistency of accuracy between 43% and 45% across different 
models suggests that the feature set may require further 
refinement or that the inherent complexity of differentiating 
between these classes, particularly between Cognitively 
Normal and MCI, remains a significant challenge. 

Since focusing on the top five features did not result in 
substantial improvements in accuracy, a new approach was 
tested by including DX_bl (the baseline diagnosis) as a key 
feature for predicting the final diagnosis (DX). This approach 
is logical, as the baseline diagnosis likely correlates strongly 
with the final diagnosis, and transitions between diagnostic 
categories (e.g., from MCI to Dementia) over time can provide 
valuable insights. Using a Random Forest model with DX_bl as 
a feature, the accuracy improved significantly to 83%, 
demonstrating that DX_bl is a strong predictor of the final 
diagnosis. 

The model's performance metrics for each class are as 
follows: 

Class 0 (Cognitively Normal - CN): 

Precision: 89% (89% of cases predicted as CN are correct). 

Recall: 92% (92% of actual CN cases were correctly 
identified). 

F1-Score: 91% (indicating strong and balanced 
performance for this class). 

Class 1 (MCI): 

Precision: 100% (all predicted MCI cases were correct). 

Recall: 51% (only 51% of actual MCI cases were identified 
correctly). 

F1-Score: 67% (highlighting an imbalance, as many MCI 
cases are misclassified). 

Class 2 (Dementia): 

Precision: 75% (75% of Dementia predictions were 
correct). 

Recall: 93% (93% of actual Dementia cases were 
identified). 

F1-Score: 83% (indicating strong performance for this 
class). 

The Macro Average F1-Score, which gives equal weight to 
each class, was 80%, showing good overall performance but 
highlighting some imbalance in the prediction of MCI. The 
Weighted Average F1-Score, which accounts for the number of 
instances in each class, was 82%, reflecting the model's strong 
performance for the larger classes (CN and Dementia). 

Cognitively Normal (CN) and Dementia cases are well 
predicted, with high precision and recall. However, MCI 
remains the most challenging class for the model to classify, 
with high precision but low recall. This indicates that many 
MCI cases are misclassified as either CN or Dementia. While 
DX_bl is a highly predictive feature for the final diagnosis, the 
model still struggles to effectively differentiate MCI from the 
other categories. 

D. Baseline Data Analysis and Prediction 

Baseline data analysis can provide valuable insights and 
contribute to improving predictions. Among the diagnostic 
groups, Cognitively Normal (CN) and Alzheimer’s Disease 
(AD) dominate the baseline dementia diagnoses. This analysis 
specifically compares these two groups with respect to key 
variables, such as CDRSB (Cognitive Dementia Rating Sum of 
Boxes) and PTAU_bl (Phosphorylated Tau at baseline). Using 
the Mann-Whitney U test, a non-parametric test suitable for 
comparing two independent samples, the following results were 
obtained: 

CDRSB: The p-value was effectively 0, indicating a highly 
significant difference in cognitive scores between the CN and 
AD groups. 

PTAU_bl: The p-value was 0.0001, also showing a highly 
significant difference in phosphorylated tau levels between the 
two groups. These findings suggest that both cognitive scores 
(CDRSB) and biomarker levels (PTAU_bl) are significantly 
different between CN and AD groups, consistent with 
established Alzheimer’s research. The Mann-Whitney U test 
for ABETA levels yielded a p-value of <0.0001, further 
confirming a significant difference between CN and AD 
groups. This result aligns with the well-documented role of 
amyloid-beta in Alzheimer’s disease pathology. Similarly, for 
MMSE (Mini-Mental State Examination), the p-value was 
<0.0001, indicating that AD participants had significantly 
lower MMSE scores, reflecting more severe cognitive 
impairment. The same was observed for MOCA (Montreal 
Cognitive Assessment), where the p-value was 0.0001, 
demonstrating a significant difference in MOCA scores 
between CN and AD groups. 

The analysis of neuroimaging biomarkers, such as FDG 
(Fluorodeoxyglucose PET) and AV45 (Amyloid PET), also 
revealed significant differences. The p-value for FDG PET was 
0.0001, indicating that brain glucose metabolism, as measured 
by FDG PET, is significantly lower in individuals with AD. 
Similarly, AV45 PET, which measures amyloid accumulation, 
showed a p-value of 0.0001, confirming higher amyloid levels 
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in the AD group. These findings underscore the significant 
differences in neuroimaging biomarkers between CN and AD 
groups. 

Regarding the APOE4 genotype distribution, the results 
highlight the strong association between APOE4 and 
Alzheimer’s risk. Among individuals with AD, 47.7% had one 
copy of the APOE4 allele, 21.2% had two copies, and 31.1% 
had no copies. In contrast, among CN individuals, 72.6% had 
no copies, 25.4% had one copy, and only 2% had two copies. 
These distributions confirm the well-established link between 
APOE4 and increased Alzheimer’s risk, with individuals 
carrying one or two APOE4 alleles being significantly more 
likely to develop the disease. 

Examining the impact of APOE4 status on biomarkers and 
cognitive scores provides additional insights into how this 
genetic risk factor influences Alzheimer’s pathology. 
Individuals without APOE4 alleles had the highest average 
ABETA levels (990), while those with two alleles had the 
lowest (521), consistent with APOE4's role in promoting 
amyloid accumulation. Similarly, TAU and PTAU levels were 
progressively higher in individuals with more APOE4 alleles. 
Those with two alleles had the highest TAU (363) and PTAU 
(35), reflecting greater neurofibrillary pathology. Cognitive 
function, as measured by MMSE, decreased with the number of 
APOE4 alleles, with individuals carrying two alleles having the 
lowest average MMSE score (24.5). The CDRSB score, 
indicating cognitive impairment, increased with the number of 
APOE4 alleles. 

These findings demonstrate that APOE4 is strongly 
associated with greater amyloid and tau pathology and more 
severe cognitive decline. The relationship between APOE4 
status, biomarkers, and cognitive scores underscores the genetic 
influence on Alzheimer’s disease progression. 

E. Neural Network Prediction Models 

The results of the models developed in this study, 
particularly the LSTM model, were evaluated using the ADNI 
dataset. Performance metrics included accuracy, precision, 
recall, and F1-score. The model achieved a Validation Loss of 
0.369 and a Validation Accuracy of 84.5%, with an overall 
Accuracy of 84.5%. A detailed classification report is presented 
in Table I, while the confusion matrix is illustrated in Fig. 3, 
providing further insights into the model’s performance across 
diagnostic categories. 

TABLE I. PERFORMANCE MATRIX FOR LSTM-BASED MODEL 

 precision Recall F1-score 

CN 0.84             0.81 0.83 

Dementia 0.79            0.80 0.80 

MCI 0.86             0.87 0.87 

Accuracy 0.84 

macro avg. .83 .83 .83 

Weighted avg 0.84 0.84 .84 

 
Fig. 3. Confusion matrix for LSTM-based model. 

It was observed that the features illustrated in Fig. 4 
contribute significantly more to predicting Alzheimer’s disease 
compared to other features. Among these, MMSE_bl (baseline 
Mini-Mental State Examination) and MMSE_fu (follow-up 
Mini-Mental State Examination) showed the greatest 
contribution, highlighting their critical role in the predictive 
model. 

 

Fig. 4. The important features in predicting Alzheimer. 

Additional models were explored using baseline 
information, including Gradient Boosting and Support Vector 
Machine (SVM). The Gradient Boosting model achieved an 
impressive 96% accuracy on the test set, with perfect precision, 
recall, and F1-scores for both the Cognitively Normal (CN) and 
Alzheimer’s Disease (AD) groups. Similarly, the SVM 
classifier performed exceptionally well, achieving 95% 
accuracy on the test set and perfect scores across all 
performance metrics. These results demonstrate the strong 
predictive capabilities of both models when using baseline data. 

F. Evaluating Model Performance Longitudinally 

To assess longitudinal performance, the model's ability to 
predict changes in cognitive scores, imaging biomarkers, or 
diagnoses over time was evaluated. This involved two main 
aspects: 
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Predicting Cognitive Decline: The model was used to 
predict future cognitive scores based on baseline data and 
observed longitudinal trends. 

Evaluating Model Stability: The model's predictive 
accuracy was tested across multiple visits for the same 
individuals to determine its consistency over time. 

The analysis began with visualizing interactions among key 
features, followed by evaluating longitudinal performance. A 
heatmap (Fig. 5) illustrates the correlations between key 
features. Notably, the MMSE Decline Rate is negatively 
correlated with both MMSE at Baseline and FDG 
(Fluorodeoxyglucose PET), indicating that as cognitive 
function declines, brain metabolism also tends to decrease. In 
contrast, AV45 (Amyloid PET) shows a weaker correlation 
with other features, highlighting its specific role in amyloid 
accumulation, which is less directly tied to immediate cognitive 
decline. These findings underscore the nuanced relationships 
between cognitive decline, biomarkers, and brain function over 
time. 

 

Fig. 5. Correlation of heatmap of key features (baseline features). 

The model's ability to predict cognitive decline, such as 
changes in MMSE scores over time, was evaluated using 
baseline data. The assessment focused on how well the model 
predicts cognitive decline across multiple visits. A linear 
regression model, which used baseline features including 
MMSE, FDG, and AV45, achieved a Mean Squared Error 
(MSE) of approximately 0.01. This indicates that the model 
performed reasonably well in predicting cognitive decline over 
time. The low error suggests the model has potential for 
forecasting Alzheimer’s progression, though further refinement 
and validation on larger datasets could improve its accuracy and 
robustness. 

When a more advanced regression method, such as Gradient 
Boosting, was applied to refine the longitudinal model, it 
achieved an MSE of 0.0121. While the Gradient Boosting 
model captured some patterns in the data, its slightly higher 

MSE suggests that the simpler linear regression model 
performed better for this specific task. 

Fig. 6 visualizes the relationship between predicted and 
actual MMSE decline rates. The scatter plot includes a red 
dashed line representing ideal predictions, where predicted 
values perfectly match the actual values. Most predictions were 
reasonably close to the actual values, with some variability, 
which is expected in longitudinal predictions. These findings 
demonstrate the model's promise in predicting cognitive decline 
over time while highlighting areas for further improvement in 
longitudinal performance. The same analysis used to predict 
cognitive decline was applied to forecast imaging deterioration 
over time, focusing on FDG (glucose metabolism) and AV45 
(amyloid accumulation). Baseline features such as FDG_bl, 
AV45_bl, and MMSE_bl were utilized to predict changes in 
FDG and AV45 over time. Gradient Boosting Regression was 
employed for both tasks, demonstrating strong performance in 
predicting longitudinal imaging changes. 

For FDG deterioration rate prediction, the model achieved 
a Mean Squared Error (MSE) of 0.000006, indicating excellent 
accuracy in forecasting changes in glucose metabolism over 
time. Similarly, for AV45 deterioration rate prediction, the 
MSE was 0.000028, showing the model's effectiveness in 
predicting changes in amyloid accumulation. These low error 
rates suggest that the model performs well for both imaging 
biomarkers, making it a valuable tool for tracking Alzheimer's 
progression longitudinally. Visualization of the results further 
supports the model's effectiveness. In Fig. 7, the scatter plot 
illustrates the predicted vs. actual FDG deterioration rates, with 
most points closely aligned with the ideal prediction line (red 
dashed line), indicating strong predictive performance. 
Similarly, Fig. 8 shows the predicted vs. actual AV45 
deterioration rates, with most points clustering near the ideal 
line, demonstrating the model's capability to accurately forecast 
amyloid accumulation changes. 

Overall, the models effectively predict longitudinal changes 
in both FDG and AV45 imaging biomarkers, which are critical 
for monitoring Alzheimer’s disease progression over time. 
These results highlight the utility of Gradient Boosting 
Regression in capturing complex patterns in imaging data. 

 

Fig. 6. Predicted vs. Actual MMSE Decline Rate (Gradient Boosting). 
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Fig. 7. Predicted vs. Actual FDG Deterioration Rate (using Gradient 

Boosting). 

 
Fig. 8. Predicted vs. Actual AV45 Deterioration Rate (using Gradient 

Boosting). 

We explored additional derived features by combining 
cognitive scores and biomarkers to create new indicators of 
Alzheimer's progression. Investigating interactions between 
longitudinal features and temporal patterns revealed deeper 
insights into disease progression. These derived features were 
designed to capture more complex relationships between 
cognitive and biomarker data. The newly created features 
included: 

MMSE_TAU Interaction: A combination of baseline 
MMSE and FDG values to assess the relationship between 
cognitive function and brain metabolism. 

ABETA_TAU Ratio: A ratio of amyloid (AV45) to glucose 
metabolism (FDG) to highlight the balance between amyloid 
accumulation and metabolic activity. 

Combined Decline Rate: The sum of MMSE and FDG 
deterioration rates, providing a measure of overall cognitive 
and metabolic decline. 

Using cross-validation, the performance of models with 
these derived features was evaluated. The Random Forest 
model achieved an accuracy of 97.46%, slightly outperforming 
the other models. The Gradient Boosting model achieved an 
accuracy of 96.83%, while the Support Vector Machine (SVM) 
reached 96.21%. All three models demonstrated strong 
predictive performance, with Random Forest showing a 

marginal advantage. These results highlight the potential of 
derived features in enhancing model performance by capturing 
intricate relationships between cognitive and biomarker data. 
This approach emphasizes the value of feature engineering in 
advancing the predictive capabilities of machine learning 
models for Alzheimer’s progression. 

G. Few-shot LLMs 

Regarding the results of the experiment with few-shot 
training, we employed Large Language Models (LLMs), 
specifically ChatGPT 3.5, instead of LSTM models. The results 
demonstrated a significant improvement over LSTM, with the 
following performance metrics: Accuracy: 0.97, Precision: 
0.97, Recall: 0.97, and F1-Score: 0.97. The confusion matrix is 
presented in Fig. 4. To evaluate the diagnostic performance of 
the model, we used Receiver Operating Characteristic (ROC) 
curves for various clinical conditions, as shown in Fig. 9. The 
ROC curve provides a graphical representation of the model's 
ability to discriminate between diagnostic categories by 
plotting the true positive rate (sensitivity) against the false 
positive rate (1-specificity) across different threshold settings. 
The model demonstrated excellent discriminatory ability across 
all diagnostic categories. The Area Under the Curve (AUC) for 
the ROC of Cognitively Normal (CN) subjects was 0.98, 
indicating a high level of accuracy in distinguishing CN 
individuals from those with cognitive impairment. Similarly, 
the ROC curve for dementia yielded an AUC of 0.99, reflecting 
outstanding performance in identifying subjects with dementia. 
For Mild Cognitive Impairment (MCI), the ROC curve 
achieved an AUC of 0.98, signifying robust capability in 
differentiating MCI from other conditions. 

The high AUC values for CN, dementia, and MCI 
underscore the exceptional performance of our model in 
correctly classifying individuals into their respective diagnostic 
categories. These findings highlight the potential of our 
approach in supporting early and accurate diagnosis of 
Alzheimer’s disease and related cognitive disorders. The results 
demonstrate that few-shot training with LLMs like ChatGPT 
3.5 can provide significant advancements in diagnostic 
modeling, offering reliable and efficient tools for clinical 
applications. 

V. DISCUSSION 

The ADNI dataset is regularly updated as more participants 
engage in studies on dementia progression. This work utilized 
the latest version of the dataset, published in 2024, which 
includes detailed information on assessments conducted during 
each patient visit. It was observed that machine learning models 
achieved high accuracy when predicting the baseline dementia 
stage using baseline information. However, their performance 
declined when tasked with predicting the dementia stage for 
each subsequent visit, highlighting the challenges associated 
with longitudinal predictions. When exploring neural networks 
and deep learning, the results of this study underscore the 
significant potential of integrating numerical and textual data 
from the ADNI dataset to develop highly accurate predictive 
models for Alzheimer’s disease and related cognitive disorders. 
By leveraging the extensive cognitive assessments, biomarkers, 
and demographic data available in ADNI, our approach 
illustrates how comprehensive datasets can enhance diagnostic 
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accuracy. The inclusion of varied data types enables a 
multifaceted analysis, which is essential for understanding the 
complex progression of Alzheimer’s disease. This integrative 
approach not only improves model performance but also 
provides deeper insights into the factors driving cognitive 
decline, reinforcing the value of holistic data utilization in 
Alzheimer’s research. 

 
Fig. 9. ROC for the ChatGPT 3.5 after been few-shot training. 

In the introduction, we highlighted the projected increase in 
Alzheimer’s disease prevalence, with estimates suggesting that 
152 million people globally will be affected by 2050. This 
alarming trend underscores the urgent need for effective 
diagnostic tools that facilitate early detection and intervention. 
The current study addresses this need by leveraging the 
extensive ADNI dataset, which includes diverse data such as 
cognitive test scores (e.g., MMSE, RAVLT), biomarker levels 
(e.g., amyloid-beta, tau proteins), and demographic information 
(e.g., age, gender, race, education). These features have been 
shown to significantly contribute to predicting clinical status, 
as noted by Banerjee (2020) and Tian et al. (2023). 

The literature review emphasized the limitations of relying 
solely on imaging techniques for Alzheimer’s diagnosis, such 
as the high cost and limited accessibility of MRI and PET scans. 
Previous studies, such as Balakrishnan et al. (2023), 
predominantly focused on MRI images, underutilizing the full 
spectrum of data available in ADNI. Our study addresses this 
gap by integrating numerical and textual data, offering a more 
holistic and cost-effective approach to Alzheimer’s diagnosis. 
This aligns with findings by Feng et al. (2023), who 
demonstrated the efficacy of combining imaging and phenotype 
data with large language models (LLMs). 

The application of LLMs, such as ChatGPT 3.5, 
significantly improved classification performance in this study. 
LLMs enable rapid processing and analysis of large datasets, 
achieving high accuracy in classification tasks. Our findings 
show that LLMs can accurately distinguish between cognitively 
normal individuals, those with mild cognitive impairment 
(MCI), and those with dementia. Specifically, the ROC curves 
for cognitively normal (CN) subjects, dementia, and MCI 
exhibited AUC values of 0.98, 0.99, and 0.98, respectively. 

These high AUC values highlight the robustness of LLMs in 
classifying different stages of cognitive impairment, thereby 
supporting early and precise diagnoses. 

Genetics, a significant contributor to Alzheimer’s disease 
risk (accounting for approximately 70% of overall risk), was 
also incorporated into our predictive models, as suggested by 
Raj et al. (2024). The importance of genetic data is underscored 
in this study, complementing other features. Furthermore, the 
literature review highlighted the effectiveness of speech 
analysis and text mining in detecting Alzheimer’s disease. 
Studies by Agbavor and Liang (2022) and Colla et al. (2022) 
demonstrated the utility of LLMs in analyzing spontaneous 
speech and text data, aligning with our approach of utilizing 
LLMs to process numerical and textual data from ADNI. 

The contribution of this work lies in demonstrating that 
LLMs provide not only a rapid and effective approach to 
classification tasks but also maintain high accuracy, making 
them valuable tools in clinical settings. This study fills a critical 
gap in existing research by focusing on the integration of textual 
and numerical data from ADNI, rather than relying solely on 
imaging data. By doing so, we offer a cost-effective alternative 
that reduces dependence on expensive and less accessible 
imaging techniques. The ability to utilize readily available data 
to achieve reliable diagnostic outcomes represents a significant 
advancement, paving the way for more accessible and scalable 
solutions in Alzheimer’s disease detection. 

Future research can expand the scope of Alzheimer’s 
prediction beyond image analysis by incorporating a broader 
range of patient data, such as clinical notes, genetic 
information, and cognitive test results. This approach has the 
potential to lead to more comprehensive and accurate prediction 
models, facilitating earlier detection and enabling more 
personalized treatment strategies for patients with Alzheimer’s 
disease. 

In conclusion, this study highlights the transformative 
potential of LLMs in utilizing diverse datasets to enhance 
diagnostic accuracy for Alzheimer’s disease. By integrating 
cognitive assessments, biomarkers, demographic data, and 
genetic information, our approach offers a comprehensive and 
efficient diagnostic tool. The findings emphasize the 
importance of multi-modal data integration and advanced 
machine learning techniques in addressing the growing 
challenge of Alzheimer’s disease diagnosis and management. 

VI. CONCLUSION 

This study demonstrates the significant potential of 
integrating numerical and textual data from the Alzheimer’s 
Disease Neuroimaging Initiative (ADNI) dataset to develop 
highly accurate predictive models for Alzheimer’s disease and 
related cognitive disorders. By leveraging a comprehensive 
range of features, including cognitive assessments, biomarkers, 
demographic information, and genetic data, this approach 
provides a robust and holistic method for early diagnosis. 

The findings underscore the utility of large language models 
(LLMs), such as ChatGPT 3.5, in processing and analyzing 
complex datasets. LLMs exhibited exceptional performance in 
classification tasks, achieving high accuracy rates and rapid 
processing times. Specifically, the ROC curves for cognitively 
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normal (CN) subjects, dementia, and mild cognitive 
impairment (MCI) yielded AUC values of 0.98, 0.99, and 0.98, 
respectively. These results highlight the efficacy of LLMs in 
distinguishing between different stages of cognitive 
impairment, thereby supporting early and precise diagnosis. 

This study addresses a critical gap in existing research by 
focusing on the integration of numerical and textual data rather 
than relying solely on imaging data. This approach provides a 
cost-effective alternative, reducing dependence on expensive 
and less accessible imaging techniques. Utilizing readily 
available data to achieve reliable diagnostic outcomes 
represents a significant advancement, paving the way for more 
accessible and scalable solutions for Alzheimer’s disease 
detection. Additionally, the inclusion of genetic information 
aligns with findings from previous studies that emphasize the 
importance of understanding the genetic basis of Alzheimer’s 
disease. By incorporating diverse data types, the proposed 
models offer a more comprehensive analysis, improving 
prediction accuracy and supporting targeted interventions. 

The transformative potential of combining multi-modal 
data with advanced machine learning techniques is a key 
contribution of this work. Integrating ADNI’s rich dataset with 
LLMs offers a promising approach to enhancing diagnostic 
accuracy and efficiency. Beyond Alzheimer’s disease, this 
work provides a framework for leveraging diverse datasets to 
address other complex medical conditions. Future research 
should focus on further integrating various data types and 
exploring advanced machine learning models to enhance 
diagnostic capabilities and improve patient outcomes. 

REFERENCES 

[1]  S. Raj, A. Vishnoi, and A. Srivastava, "Classify Alzheimer genes 
association using Naïve Bayes algorithm," Human Gene, 2024, Art no. 
201309, doi: https://doi.org/10.1016/j.humgen.2024.201309. 

[2]  M. Alwuthaynani, M, Z. Abdallah, S, and R. Santos-Rodriguez, "Transfer 
Learning and Class Decomposition for Detecting the Cognitive Decline 
of Alzheimer Disease," arXiv, 2023, doi: 10.48550/arXiv.2301.13504. 

[3]  K. Ong, Tzu-iunn et al., "Evidence-empowered transfer learning for 
Alzheimer’s disease," techrxiv, 2023, doi: 
10.36227/techrxiv.22199635.v1. 

[4]  A. Aviles-Rivero, I, C. Runkel, N. Papadakis, Z. Kourtzi, and C.-B. 
Schönlieb, "Multi-Modal Hypergraph Diffusion Network 
With&nbsp;Dual Prior For Alzheimer Classification," presented at the 
25th International Conference on Medical Image Computing and 
Computer Assisted Intervention – MICCAI, Singapore, Singapore, 2022. 

[5]  M. Memon, Hammad "Early Stage Alzheimer’s Disease Diagnosis 
Method," presented at the 16th International Computer Conference on 
Wavelet Active Media Technology and Information Processing, 
Chengdu, China, 2019. 

[6]  G. Lee, K. Nho, B. Kang, K.-A. Sohn, and D. Kim, "predicting 
Alzheimer’s disease progression using multi-modal deep learning 
approach," Scientific Report, vol. 2019, no. 9, 2019, doi: 
https://doi.org/10.1038/s41598-018-37769-z. 

[7]  K. Aderghal, A. Khvostikov, A. Krylov, J. Benois-Pineau, K. Afdel, and 
G. Catheline, "Classification of alzheimer disease on imaging modalities 
with deep cnns using cross-modal transfer learning," presented at the 2018 
IEEE 31st International Symposium on Computer-Based Medical 
Systems (CBMS, 2018  

[8]  A. Khvostikov, K. Aderghal, J. Benois-Pineau, A. Krylov, and G. 
Catheline, "3D CNN-based classification using sMRI and MD-DTI 
images for Alzheimer disease studies," ArXiv, 2018. 

[9]  G. Awate, "Detection of Alzheimers Disease from MRI using 
Convolutional Neural Networks, Exploring Transfer Learning And 
BellCNN," ArXiv, vol. abs/1901.10231, 2019. [Online]. Available: 
https://api.semanticscholar.org/CorpusID:59336290. 

[10]  Y. Gao, H. Huang, and L. Zhang, "Predicting Alzheimer’s Disease Using 
3DMgNet," arXiv e-prints, p. arXiv:2201.04370, 2022. 

[11]  M. Fareed, Muhammad, Sadiq et al., "ADD-Net: An Effective Deep 
Learning Model for Early Detection of Alzheimer Disease in MRI Scans," 
IEEE Access, vol. 10, 2022, doi: 10.1109/ACCESS.2022.3204395. 

[12]  S. Shah and M. Shah, "The Effects of Machine Learning Algorithms in 
Magnetic Resonance Imaging (MRI), and Biomarkers on Early Detection 
of Alzheimer's Disease," Advances in Biomarker Sciences and 
Technology, 2024, doi: https://doi.org/10.1016/j.abst.2024.08.004. 

[13]  P. Cao, X. Shan, D. Zhao, M. Huang, and O. Zaiane, "Sparse shared 
structure based multi-task learning for MRI based cognitive performance 
prediction of Alzheimer’s disease," Pattern Recognition, vol. 72 no. 2017, 
pp. 219–235, 2017. 

[14]  M. El-Yacoubi, A, S. Garcia-Salicetti, C. Kahindo, A. Rigaud, S, and V. 
Cristancho-Lacroix, "From aging to early-stage Alzheimer’s: uncovering 
handwriting multimodal behaviors by semi-supervised learning and 
sequential representation learning," Pattern Recognition, vol. 86, pp. 112–
133, 2019. 

[15]  L. ı. Go´mez-Zaragoza´, S. Wills, C. Tejedor-Garcia, J. Mar´ın-Morales, 
M. Alcan˜iz, and H. Strik, "Alzheimer Disease Classification through 
ASR-based Transcriptions: Exploring the Impact of Punctuation and 
Pauses," presented at the Interspeech 2023, Dublin, Ireland, 2023. 

[16]  B. Dubois et al., "Research criteria for the diagnosis of Alzheimer’s 
disease: revising the NINCDS-ADRDA criteria," Lancet Neurol, vol. 6, 
no. 8, pp. 734–746, 2007. 

[17]  S. Haj Zargarbashi, Soroush and B. Bagher, "A Multi-Modal Feature 
Embedding Approach to Diagnose Alzheimer Disease from Spoken 
Language," arXiv, 2019. 

[18]  B. Yu, X, B, Y. Liu, K. Chan, C, C, Q. Yang, and X. Wang, "Skeleton-
based human action evaluation using graph convolutional network for 
monitoring Alzheimer’s progression," Pattern Recognition, vol. 119, p. 
108095, 2021, doi: https://doi.org/10.1016/j.patcog.2021.108095. 

[19]  S. Doering et al., "Deconstructing pathological tau by biological process 
in early stages of Alzheimer disease: a method for quantifying tau spatial 
spread in neuroimaging," eBioMedicine, 2024, doi: 
https://doi.org/10.1016/j.ebiom.2024.105080. 

[20]  B. Reisberg, S. Ferris, H, M. de Leon, J, and T. Crook, "The global 
deterioration scale for assessment of primary degenerative dementia," Am. 
J. Psychiatry, 1982. 

[21]  D. Agarwal, M. Berbís, Álvaro, A. Luna, V. Lipari, J. Ballester, Brito, and 
I. de la Torre‑Díez, "Automated Medical Diagnosis of Alzheimer´s 
Disease Using an Efficient Net Convolutional Neural Network," Journal 
of Medical Systems, 2023, doi: https://doi.org/10.1007/s10916-023-
01941-4. 

[22]  F. Alghamedy, H, M. Shafiq, L. Liu, A. Yasin, R. Khan, Ali, and H. 
Mohammed, Sobahi, "Machine Learning-Based Multimodel Computing 
for Medical Imaging for Classification and Detection of Alzheimer 
Disease," Computational Intelligence and Neuroscience, 2022, doi: 
https://doi.org/10.1155/2022/9211477. 

[23]  A. Beck, G. Emery, and R. Greenberg, Anxiety Disorders and Phobias. A 
Cognitive Perspective. New York: Basic Books, 1985. 

[24]  L. Chen, S. Ho, S, and M. Lwin, O "A meta-analysis of factors predicting 
cyberbullying perpetration and victimization: From the social cognitive 
and media effects approach," New Media & Society, vol. 19, no. 8, pp. 1-
20, 2017. 

[25]  M. Eysenck, W and M. Keane, T, Cognitive psychology: A student’s 
handbook (6th ed.). New York: Psychology Press, 2010. 

[26]  E. Nichols and T. Vos, "The estimation of the global prevalence of 
dementia from 1990–2019 and forecasted prevalence through 2050: An 
analysis for the global burden of disease (GBD) study 2019," Alzheimer’s 
Dementia, vol. 17, no. 10, pp. e105–e125, 2021. 

[27]  E. Goetzl, J, "Current Developments in Alzheimer's Disease: 
Developments in Alzheimer's Disease," The American Journal of 
Medicine, 2024, doi: https://doi.org/10.1016/j.amjmed.2024.08.019. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1375 | P a g e  

www.ijacsa.thesai.org 

[28]  A. Tufail, B, Y. Ma, -K, and Q. Zhang, -N, "Binary classification of 
Alzheimer’s disease using sMRI imaging modality and deep learning," J. 
Digit. Imag., vol. 33, no. 5, pp. 1073–1090, 2020. 

[29]  N. Balakrishnan, Bini, P. Sreeja, S, and J. Panackal, Jose, "Alzheimer’s 
Disease Diagnosis using Machine Learning: A Review," International 
Journal of Engineering Trends and Technology, vol. 71, no. 3, pp. 120-
129, 2023, doi: https://doi.org/10.14445/22315381/IJETT-V71I3P213. 

[30]  T. Tuan, Anh, T. Pham, Bao, J. Kim, Young, and J. Tavares, Manuel, R, 
S, "Alzheimer's diagnosis using deep learning in segmenting and 
classifying 3D brain MR images," Int J Neurosci., vol. 132, no. 7, pp. 689-
698, 2022, doi: 10.1080/00207454.2020.1835900. 

[31]  M. Dyrba et al., "Robust Automated Detection of Microstructural White 
Matter Degeneration in Alzheimer’s Disease Using Machine Learning 
Classification of Multicenter DTI Data," Plos One, vol. 8, no. 5, 2013, 
doi: 10.1371/journal.pone.0064925. 

[32]  J. Liu, M. Li, Y. Luo, S. Yang, W. Li, and Y. Bi, "Alzheimer's Disease 
Detection Using Depthwise Separable Convolutional Neural Networks," 
Computer Methods and Programs in Biomedicine, vol. 203, 2021, doi: 
https://doi.org/10.1016/j.cmpb.2021.106032. 

[33]  M. Taghvaei et al., "Impact of white matter hyperintensities on structural 
connectivity and cognition in cognitively intact ADNI participants," 
Neurobiology of Aging, vol. 135, no. 2024, pp. 79-90, 2024, doi: 
https://doi.org/10.1016/j.neurobiolaging.2023.10.012. 

[34]  D. Hernández, S. Schlicht, Morgan , J. Clarke, Elli, M. Daniszewski, and 
C. Karch, M, "Generation of a gene-corrected human isogenic iPSC line 
from an Alzheimer’s disease iPSC line carrying the PSEN1 H163R 
mutation," Stem Cell Research, vol. 79, 2024, Art no. 103495, doi: 
https://doi.org/10.1016/j.scr.2024.103495. 

[35]  H. Cai et al., "Exploring Multimodal Approaches for Alzheimer’s Disease 
Detection Using Patient Speech Transcript and Audio Data," arXiv, 2023, 
doi: https://doi.org/10.48550/arXiv.2307.02514. 

[36]  V. Vincze et al., "Linguistic Parameters of Spontaneous Speech for 
Identifying Mild Cognitive Impairment and Alzheimer Disease," 
Computational Linguistics, vol. 48, no. 1, 2022, doi: 
https://doi.org/10.1162/COLI.a.00428. 

[37]  D. Colla, M. Delsanto, M. Agosto, B. Vitiello, and D. Radicioni, P, 
"Semantic coherence markers: The contribution of perplexity metric," 
Artificial Intelligence in Medicine, vol. 134, no. 102393, 2022, doi: 
https://doi.org/10.1016/j.artmed.2022.102393. 

[38]  A. Esteva et al., "A guide to deep learning in healthcare," Nature 
Medicine, vol. 25, no. 1, pp. 24-29, 2019, doi: 10.1038/s41591-018-0316-
z. 

[39]  Y. Wang et al., "Exploiting prompt learning with pre-trained language 

models for Alzheimer's Disease detection," arXiv, 2023, doi: 
https://doi.org/10.48550/arXiv.2210.16539. 

[40]  Y. Kim and H. Lee, "PINNet: a deep neural network with pathway prior 
knowledge for Alzheimer's disease," Front. Aging Neurosci., vol. 15, 
2023, doi: https://doi.org/10.3389/fnagi.2023.1126156. 

[41]  N. Singh, D. Patteshwari, N. Soni, and A. Kapoor, "Automated detection 
of Alzheimer disease using MRI images and deep neural networks- A 
review," arXiv:2209.11282 2022, doi: 
https://doi.org/10.48550/arXiv.2209.11282. 

[42]  A. Essemlali, E. St-Onge, M. Descoteaux, and P.-M. Jodoin, 
"Understanding Alzheimer disease’s structural connectivity through 
explainable AI," presented at the Machine Learning Research, 2020. 

[43]  F. Agbavor and H. Liang, "Predicting dementia from spontaneous speech 
using large language models," PLOS Digital Health vol. 1, no. 12, 2022, 
Art no. e0000168, doi: https://doi.org/10.1371/journal.pdig.0000168. 

[44]  Y. Feng, J. Wang, X. Gu, X. Xu, and M. Zhang, "Large language models 
improve Alzheimer’s disease diagnosis using multi-modality data," 
arXiv:2305.19280 2023, doi: https://doi.org/10.48550/arXiv.2305.19280. 

[45]  H. Musto, D. Stamate, I. Pu, and D. Stahl, "Predicting Alzheimer’s 
Disease Diagnosis Risk over Time with Survival Machine Learning on 
the ADNI Cohort," arXiv, 2023, doi: 
https://doi.org/10.48550/arXiv.2306.10326. 

[46]  A. Banerjee, "Machine Learning for Health: Personalized Models for 
Forecasting of Alzheimer Disease Progression," Master, Department of 
Computing, Imperial College London, London, UK, 1, 2020.  

[47]  G. Tian, J. Hanfelt, J. Lah, J, and B. Risk, "Mixture of regressions with 
multivariate responses for discovering subtypes in Alzheimer’s 
biomarkers with detection limits," arXiv, 2023, doi: 
10.48550/arXiv.2303.00715. 

[48]  S. Hochreiter and J. Schmidhuber, "Long Short-Term Memory," Neural 
Computation, vol. 9, no. 8, pp. 1735–1780, 1997, doi: 
https://doi.org/10.1162/neco.1997.9.8.1735. 

[49]  K. Greff, R. Srivastava, Kumar , J. Koutník, B. Steunebrink, R, and J. 
Schmidhuber, "LSTM: A Search Space Odyssey," IEEE Transactions on 
Neural Networks and Learning Systems, vol. 28, no. 10, pp. 2222-2232, 
2017. 

[50]  F. Gers, A, J. Schmidhuber, and F. Cummins, "Learning to forget: 
continual prediction with LSTM," presented at the Ninth International 
Conference on Artificial Neural Networks ICANN 99, Edinburgh, UK, 
2000. 

[51]  I. Goodfellow, Y. Bengio, and A. Courville, "Chapter 6: Sequence 
Modeling," in Deep Learning: MIT Press, 2016. 

[52]  C. Bishop, M, "Chapter 4: Classification and Loss Functions," in Pattern 
Recognition and Machine Learning: Springer, 2006.

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 15, No. 11, 2024 

1376 | P a g e  

www.ijacsa.thesai.org 

Visual Recognition and Localization of Industrial Robots 

Based on SLAM Algorithm 

Wei Cui1*, Yuefan Zhao2, Litao Sun3 

Department of Electrical Engineering, Hebei Institute of Mechanical and Electrical Technology, Hebei 054000, China1, 3 

Department of Mechanical Engineering, Hebei Institute of Mechanical and Electrical Technology, Hebei 054000, China2 

 

 
Abstract—The front-end feature matching module of 

traditional SLAM systems is characterized by sparse or dense 

feature points, it is difficult to generate accurate camera 

trajectory and scene reconstruction results, in response to this 

problem, the author studied a fast reconstruction algorithm for 

any path based on V-SLAM, by using improved feature matching 

algorithms to accurately match feature points, the accuracy of 

scene sparse reconstruction and camera trajectory recovery has 

been improved, the backend optimization thread adopts 

segmented optimization matching to reduce the computational 

burden of reconstruction, and the performance of the V-SLAM 

system was improved through parallel processing, the matching 

results and camera trajectory error comparison results showed 

that the improved V-SLAM algorithm can quickly recover 

camera trajectory and scene reconstruction, with the 

development of multi-sensor collaborative coupling and multi 

view fusion technology, the V-SLAM method proposed by the 

author can add virtual 3D objects to real scenes, and the V-

SLAM system can extract feature points in the screen in real-

time and detect planar objects in the scene, ensure that multiple 

virtual objects in the scene meet geometric consistency with the 

actual scene, in the experiment, two objects were added to the 

virtual scene, users can interactively scale objects and add them 

without being affected by camera movements, ensuring 

consistency between objects and the real scene. 

Keywords—SLAM algorithm; industrial robot; visual 

recognition; location 

I. INTRODUCTION 

The positioning and map creation of mobile robots are hot 
research topics in the field of robotics, and are also important 
links in navigation. There are already some practical solutions 
for autonomous localization of robots in known environments 
and map creation of known robot positions [1]. However, in 
many environments, robots cannot use global positioning 
systems for localization, and obtaining a map of the robot's 
working environment in advance is also difficult, or even 
impossible. At this point, the robot needs to create a map in a 
completely unknown environment with its own position 
uncertain, and simultaneously use the map for autonomous 
positioning and navigation, as well as positioning and mapping 
[2]. Assuming that the robot is moving in a completely 
unknown environment, executing control commands and 
observing the characteristics of the environment, both the 
control and observation quantities will be affected by noise 
interference, SLAM is the restoration of robot path and 
environmental feature information from a series of noisy 
variables. If the path of the robot is determined (such as GPS 
positioning), then it is a problem of building a map, where the 

position of the target in the environment is estimated using an 
independent filter; When the robot's path is unknown, the 
robot's path is related to the error of the map, so, the state 
information and map information of the robot must be 
estimated simultaneously. The SLAM problem includes four 
basic aspects: (1) How to describe the environment, the 
representation method of environmental maps; (2) How to 
obtain environmental information, robots roam the 
environment and record sensor perception data, which involves 
the problem of robot localization and environmental feature 
extraction; (3) How to represent the obtained environmental 
information and update the map based on the environmental 
information requires addressing the description and processing 
methods of uncertain information; (4) Develop stable and 
reliable SLAM methods. The SLAM algorithm has many 
important attributes that affect the uncertainty in map features 
and robot position estimation, including the convergence of 
state estimation, the data consistency of the estimation process, 
and the computational complexity of updating the state 
covariance matrix. Convergence of state estimation: As the 
number of observations increases, in order to reduce the 
uncertainty of map estimation to a limited range, the 
convergence of state estimation must be maintained. Firstly, 
the accuracy of the map is related to the position accuracy of 
the robot when the first environmental feature is observed, so it 
is necessary to ensure the convergence of the state matrix when 
the first environmental feature is observed [3-4]; Secondly, the 
update of the state covariance matrix after each measurement 
must be convergent relative to the matrix before the update [5]; 
Finally, in extreme cases, as the number of observations 
increases, the feature estimation becomes completely 
correlated. As long as these are ensured, the relationship 
between map features is completely determined. Consistency 
of data association: Data association is the key to data fusion. 
In the SLAM process, data association mainly completes two 
tasks: Detection of new environmental features and feature 
matching. If the data association is not accurate, it will lead to 
filter divergence, which has a particularly prominent impact on 
EKF based methods. In order to maintain the consistency of 
SLAM, it is necessary to update the state covariance matrix. 
The observation of the environment is relative to robots, so any 
errors in robot estimation are related to errors in map 
estimation. In the absence of information about the robot's 
position and its environmental characteristics, in order to keep 
the error of system state estimation within a limited range, it is 
necessary to maintain the consistency of state estimation. 
Therefore, it is necessary to update the covariance matrix 
between the robot states and environmental features in real-
time. The scene perception effect of traditional SLAM relies on 
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radar or laser sensors and is easily affected by acquisition 
noise, so sometimes the scene reconstruction and perception 
effect are not ideal. When the scene contains objects with too 
single or too complex features, inter frame feature matching is 
too sparse or too dense, uneven allocation, and affects scene 
perception, bringing additional computational pressure to 
backend scene optimization [6]. The author uses visual sensors 
as the main sensing device to estimate the camera position and 
the V of the environment in which it is located_ SLAM (Vision 
based SLAM) group technology, by improving the matching 
algorithm and backend optimization strategy of SLAM front-
end threads, V-SLAM has good scalability, flexibility, and can 
be applied to large-scale scene perception. The improved V-
SLAM can add virtual objects to the scene in real-time, 
providing users with an intuitive and real-time visual 
experience, expressing AR effects, and obtaining real-time 
device parameters and posture determination play an important 
role in the SLAM system. The global positioning system (GPS) 
can greatly reduce its positioning accuracy in indoor 
environments or when signals are severely obstructed; Placing 
sensors that receive signals in specific indoor environments can 
obtain rich data and greatly improve positioning accuracy, but 
it requires pre-arranged usage scenarios and does not have 
good flexibility and adaptability; Lidar systems are difficult to 
popularize due to their high cost. V-SLAM has significant 
advantages in scenario adaptability, scalability, and low cost 
[7]. V-SLAM has natural advantages in augmented reality 
positioning solutions, the improved V-SLAM proposed by the 
author can add virtual objects while constructing the three-
dimensional scene of the environment, allowing users to add 
selected objects to the perception scene. Currently, there are 
many types of SLAM algorithms, ORB- SLAM (OKVIS, 

viorbvins- SLAM)、DTAM ( dense tracking and mapping) 

and LSD-SLAM ( large scale direct monocular SLAM). ORB-
SLAM is a SLAM algorithm based on keyframe BA, using the 
PTAM (pickuptruck access method) system framework. ORB 
SLAM uses ORB feature points for matching to improve the 
accuracy of bundle adjustment. DTAMLo and LSD-SLAM7 
solve for motion by directly comparing pixel colors between 
images, these two local pixel based SLAMs have good 
reconstruction performance in noisy environments. They can 
restore 3D scenes in real-time, but LSD SLAM can only 
restore depth maps of semi dense scenes; Due to the need for 
DTAM to process the depth information of each pixel to 
establish a dense map, the computational complexity is high 
and the scene perception efficiency is low. By constructing a 
feature transformation network, which is composed of multiple 
similar affine transformation, the author matches feature points 
to improve the matching accuracy and efficiency, thus reducing 
the calculation time of front-end threads [8-9]. Fig. 1 is the 
flow chart of the overall visual SLAM. 

 
Fig. 1. Overall visual SLAM flowchart. 

II. METHODS 

The V-SLAM system mainly includes front-end and back-
end threads, among which the front-end threads mainly pass 
through visual sensors such as cameras, input the acquired data 
into the SLAM system for initialization, put the SLAM system 
into tracking state, and output real-time camera pose and scene 
point cloud; The backend thread mainly optimizes the thread, 
and there may be pose deviation or scale drift during camera 
motion or scene switching, resulting in error accumulation, 
when the error accumulates to a certain extent, it will cause the 
algorithm module to stop working, the backend thread uses 
scene loop detection to correct the drift phenomenon that 
occurs during the camera movement process, the author uses 
local or global optimization to reduce the error accumulation of 
SLAM system [10]. 

A. Front End Thread Design for V-SLAM 

The SLAM system initializes the system by detecting a 
certain number of feature points and enters camera tracking 
mode, the tracking stage mainly includes motion between 
images and scenes, image feature extraction, feature matching, 
and reconstruction from 2D images to 3D scenes. Visual 
sensors are used in unknown environments, perceiving the 
surrounding environment by capturing continuous 
environmental images, while constructing a scene using a 
three-dimensional sparse point cloud, with the world 
coordinate system feature point X; Projection to the image 
coordinate system, which includes the transformation from the 
world coordinate system to the camera coordinate system and 
the transformation from the camera coordinate system to the 
imaging coordinate system. In the world coordinate system, the 
feature points Xn of the environment [11-12]. The motion 
parameter during the shooting process in three-dimensional 

coordinates 
 Tnnn zyx ,,

 can be expressed as 

ni CCC ,...,,...,1 , each camera motion parameter contains 3x3 
camera rotation matrix Rn and position offset pn. Convert the 
feature point Xn in the world coordinate system to the camera's 
local coordinate system as shown in Eq. (1): 
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Among them, yx cc ,
represent the position of the lens 

optical center in the image, yx FF ,
 represents the focal length 
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of the image along the x and y axes, and (x, y) represents the 
pixel position. 

The environmental structure feature points in the world 
coordinate system are projected onto the image coordinate 
system, and each frame of the image input to the camera sensor 
is used for feature extraction and feature point matching 
between adjacent frames, feature point extraction and matching 
provide the data required for SLAM algorithm processing, 
which is related to the quality of camera path reconstruction 
and the accuracy of scene perception. High precision feature 
point matching algorithms are beneficial for reducing error 
accumulation during camera motion [13]. 

In order to generate accurate camera paths and high-quality 
scene perception, the V-SLAM system requires continuous 
feature point matching between hundreds or even thousands of 
frames of images. The feature matching algorithm proposed by 
the author ensures global optimization and has a certain degree 
of robustness through efficient region matching; At the same 
time, it also has good matching performance in scenes with 
fewer feature points or scenes where the captured image is 
blurry due to strong shaking of the lens [14-15]. 

The camera obtains consecutive frames ni III ,...,...,
1
，

, 
using the image of the region where a feature point is located in 

frame Ii as a template, adjacent frame image 1iI
 represents 

the image to be matched, and 
 iIW

 represents the total 
change in the i-th frame image: 
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Among them, the maximum difference between pixel point 
m and its adjacent eight pixels N (m) is taken as the variation 
of m. Traditional image matching algorithms first extract 
feature points from two consecutive frames of images, 
calculate the distance between feature points, and use threshold 
feature points as matching feature points between the detected 
image frames. The matching algorithm proposed by the author 
considers that the continuous frame images taken by the 
camera have little change, and a feature point image in the 

image frame Ii is mapped to the next frame image 1iI
 through 

a certain affine transformation [16]. 

B. VSLAM Backend Thread Optimization 

In the V-SLAM system, bundle adjustment is the core task 
of backend optimization. In order to reduce the cumulative 
error of the SLAM system, the backend threads of the SLAM 
system include local bundle adjustment (LBA) and global 
bundle adjustment (GBA) 24. LBA mainly optimizes the local 
scenes and camera keyframes generated during the process, 
while GBA optimizes all image frames and landmark pose 
features. The author proposes an improved LBA and 
segmented GBA optimization strategy. Once a new keyframe 
is added in the scene, LBA optimization is triggered, the 

feature points and camera trajectories of the current keyframe 
and previous frames within a certain time range are processed 
using improved segmented GBA [17-18]. 

In traditional SLAM systems, the key frame count for LBA 
optimization is 70-85, with a maximum of 100 frames, there is 
a significant consumption of redundant storage in system 
computing and storage. When the V-SLAM system processes 
captured video clips, when the visible two-dimensional feature 
points in a certain image frame meet the set values, they are 
labeled and added to the keyframe set. In local scenes, LBA 
optimizes the visible feature points in these keyframes. The 
traditional LBA optimization method involves the appearance 
of optimized 3D feature points in newly added keyframes, 
resulting in repeated optimization of visible feature points and 
keyframes in the scene, resulting in a large amount of 
redundant computation and memory consumption, greatly 
reducing the efficiency of SLAM backend processing threads. 
In the process of generating local environment, when high-
precision local scene landmarks are detected, the author defines 
them as fixed landmarks, which can be used as reference 
landmarks to make other keyframes or scenes reference their 
positions to estimate coordinates. The same visible feature 
point does not need to be optimized multiple times, as the 
accumulation of system errors reduces the accuracy of camera 
trajectory and landmark coordinates. The backend system 
records the number of optimizations for visible feature points 
in each keyframe, when the point has been optimized 10 times, 
it is marked as a reference landmark, and LBA will no longer 
optimize the landmark and can estimate the camera pose of the 
current frame using this point. If there are visible reference 
landmarks in the newly added keyframes, LBA will no longer 
optimize them, thereby reducing the number of visible points 
for local optimization. For large scenes with many keyframes, 
when the keyframes exceed 120, the average keyframes in 
local LBA optimization range from 50 to 65, reducing the 
computational burden of the system and improving the 
efficiency and accuracy of local BA optimization. 

In the backend optimization of V-SLAM system, GBA 
optimizes all global keyframes and visible feature points, 
resulting in high computational complexity and memory 
consumption, the number of optimizations far exceeds that of 
LBA. For the accumulation of errors in GBA optimization, the 
author proposes a segmented optimization to gradually 
eliminate error accumulation, each continuous frame calculates 
a set of motion variables, the relative error of continuous image 
frames is relatively small, and only needs to be calculated at 
the connection between segments, compared with traditional 
GBA optimization, the performance is improved to a certain 
extent, and the processing efficiency is improved to a certain 
extent. The relative pose of each consecutive keyframe remains 
unchanged during optimization, only visible landmarks 
between segments are optimized, experimental data shows that 
the improved backend optimization strategy has good real-time 
performance and high efficiency in processing camera 
trajectory optimization in large scenes. At the same time, in 
augmented reality applications, the system detects that a plane 
in a real-time scene is considered a homography plane that can 
add objects, manually adding a 3D model to the scene can 
provide users with a more intuitive visual experience [19]. 
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III. EXPERIMENTAL RESULTS 

The author proposes a fast scene reconstruction algorithm 
based on improved V-SLAM, which includes parallel front-end 
and back-end threads, and is deployed and implemented on a 
personal PC, the hardware configuration is 
IntelCorei584002.8GHz CPU, 8GB memory, 
NVIDIAGTX1050Ti graphics card, OS is ubuntu16.04, and 
input video image resolution is 640x480. In the V-SLAM 
system, the front-end tracking thread projects real-world 3D 
points onto the 2D points of the current frame to solve the 
camera pose transformation, it is necessary to determine the 
position or offset of a feature point in the next frame. The 
author proposes a region matching algorithm for inter frame 
feature point matching to minimize errors and reduce 
computational pressure on backend optimization threads. 
Select an area with many or dense feature points, perform 
template affine transformation through the transformation 
network to match the next frame, select ROI in the region of 
interest in the image, and input ROI into the transformation 
network through certain amplification or reduction of ROI, the 
transformation network performs affine transformation on ROI 
until a transformation maximally matches a region of the next 
frame image, so that the feature points in the region can be 
matched. Good performance can also be achieved in cases of 
camera shake and rapid rotation, and the use of transform 
networks reduces the burden on the SLAM system and 
improves its real-time performance. 

The algorithm proposed by the author was tested in offices 
and large indoor scenes, during the experimental shooting, the 
camera experienced some shaking and rapid movement, the 
algorithm combined RGB images and depth images for real-
time processing to reconstruct a sparse 3D point cloud of the 
scene, the sparse reconstructed 3D point cloud was displayed 
in blue, the newly added 3D point cloud at the current frame in 
the scene is displayed in red, and the yellow trajectory 
represents the reconstructed camera motion trajectory. V-
SLAM performs sparse reconstruction on two types of indoor 
environments, and the shooting data of the two scenes are 
shown in Table I. The SLAM method proposed by the author 
has good reconstruction results for large factory buildings, with 
the yellow trajectory being the camera shooting path trajectory. 

TABLE I.  SCENE INFORMATION OF OFFICES AND LARGE FACTORIES 

Scenario Type Track length/m Time 1 second 

Average 

Movement 

Speed/(m/s) 

Office Scenarios 21.460 88.0 0.250 

Large factory 

buildings 
40.051 173.2 0.240 

In terms of backend optimization, the main focus is on 
optimizing camera trajectories, including camera loop 
detection, local or global BA optimization, and scene map 
expansion. The author adopts a segmented optimization 
approach, marking feature points with optimized values 
reaching a certain threshold as reference landmarks without 
further processing, reducing the computational complexity of 
the system and improving real-time data processing 
capabilities. In the experiment, the camera trajectory was saved 
to a CameraTrajectory file and compared with the actual 

trajectory on the ground, absolute trajectory error (ATE) was 
used for comparison, and ATE was used to compare the SLAM 
system based on keyframes, as shown in Table II. 

TABLE II.  PATH ABSOLUTE ERROR ANALYSIS 

Scenario 

Type 

 

ATE /m 

ORB-

SLAM 
PTAM ISD-SLAM Ours 

Office 

Scenarios 
0.100 0.745 0.874 0.096 

Large factory 

buildings 
0.121 0.727 0.895 0.104 

Preprocessing was performed on each frame of the image, 
and a timestamp was used to compare the estimated camera 
pose with the actual camera pose, as shown in Fig. 2, compare 
the results of the error between the real trajectory and the 
optimized camera trajectory in the office small scene 
environment, by calculating the difference between camera 
poses in each segment, the absolute translation error is 
0.09623. When estimating errors in large factory buildings, the 
backend optimization thread of the system performs well, as 
shown in Fig. 3, the actual trajectory and camera trajectory 
only deviate to a certain extent in local areas, while the other 
parts almost overlap. The absolute translation error in larger 
scenes is 0.10448. Root mean square error (RMSE) is also used 
to evaluate backend thread optimization performance, as 
shown in Table III. By comparing the performance parameters 
of various SLAM systems in the same scenario, the algorithm 
proposed by the author can more accurately process deep data 
and meet the real-time requirements of V-SLAM systems. 

TABLE III.  COMPARISON OF ROOT MEAN SQUARE ERROR OF ABSOLUTE 

PATH FOR KEY FRAMES OF DIFFERENT ALGORITHMS 

Scenario 

Type 

RMSE /m 

ORB-

SLAM 
PTAM ISD-SLAM Ours 

Office 

Scenarios 
0.034 - 0.385 0.030 

Large factory 

buildings 
0.381 0.332 0.356 0.327 
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Fig. 2. Comparison of camera errors in office environments. 
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Fig. 3. Error comparison of camera trajectories in large factory environment. 

The V-SLAM method proposed by the author can add 
virtual 3D objects to real scenes. The V-SLAM system can 
extract feature points from the screen in real-time and detect 
scene plane objects, ensuring that multiple virtual objects in the 
scene meet geometric consistency with the actual scene. In the 
experiment, two objects were added to the virtual scene, users 
can interactively scale objects and add them without being 
affected by camera movements, ensuring consistency between 
objects and the real scene [20]. 

IV. CONCLUSION 

SLAM technology has been a research and application 
hotspot in recent years, applied in fields such as scene 
reconstruction, perception, digital city construction, VR/AR 
applications, drone driving, robotics, etc. SLAM includes 
LSDSLAM, ORBSLAM, Mono SLAM, etc. Simultaneous 
Location and Map Building (SLAM) plays an important role in 
the fields of computer vision and robotics, and also provides 
basic technical support for VR/AR applications. When facing 
scenes with relatively single or complex features, the front-end 
feature matching module of traditional SLAM systems is 
difficult to generate accurate camera trajectory and scene 
reconstruction results due to the sparsity or density of feature 
points. The author proposes an improved algorithm for 
arbitrary path scene reconstruction based on visual SLAM, the 
front-end thread uses Hessian matrix to extract and match the 
image features, and applies affine transformation to the region 
of interest to identify the feature points of adjacent frames to 
improve the matching efficiency, thereby reducing the original 
error of camera track and scene reconstruction; The backend 
optimization thread reduces the number of marker points to 
optimize the number of feature points, and uses local and 
global BA (bundle adjustment) methods to segment and 
optimize the camera motion trajectory, reducing system errors 
and improving the efficiency of camera trajectory optimization. 
The proposed method can add 3D objects in real-time to the 
scene. The experimental results show that the improved visual 
SLAM algorithm has better real-time performance than 
traditional SLAM algorithms. 
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Abstract—Advanced threat detection systems are needed more
than ever as cyber-attacks become more advanced. A novel
cybersecurity model uses Bipolar Fuzzy Rough Sets, Graph
Neural Networks, and dense network (BFRGD-Net) architec-
tures to identify threats with unmatched accuracy and speed.
The approach optimizes threat detection using Dynamic Range
Realignment, anomaly-driven feature enhancement, and a hybrid
feature selection strategy on a comprehensive Texas dataset
of 66 months of real-world network activity. With 97.8% ac-
curacy, 97.5% F1-score, and 98.3% AUC, BFRGD-Net sets
new standards in the field. Threat Detection Sensitivity shows
the model’s capacity to find uncommon, high-severity threats,
while Balanced Risk Detection Efficiency provides fast, accurate
threat detection. The model has strong correlations and the
highest statistical metrics scores compared to other techniques.
Extensive simulations demonstrate the model’s capacity to discern
threat levels, attack kinds, and response techniques. BFRGD-
Net revolutionizes cybersecurity by seamlessly merging cutting-
edge machine learning with specific insights. Its advanced threat
detection and classification engine reduces false negatives and
enables proactive critical infrastructure protection in real-time.
The model’s adaptability to various attack situations makes it
vital for cybersecurity resilience in a digital environment.

      Keywords—Cybersecurity awareness; threat intelligence; 
MADM framework; BFRGD-Net; hybrid model; deep learning

I. INTRODUCTION

Advancements in technology have raised cybersecurity
risks such as unauthorized access, malware attacks, phishing,
and DoS [1]. Over 900 million malware executables existed in
2024, compared to 50 million in 2010 [2]. Annual cybercrime
costs firms, individuals, and governments $400 billion. Due to
data breaches and security incidents, essential systems and data
require cybersecurity. Modernizing security helps companies
avoid losses and adapt to shifting threats. Cybersecurity shields
data, programs, networks, and systems against cyberattacks
and unauthorized access [2]. Security for networks, applica-
tions, data, and operations. Data-driven cybersecurity solutions
complement firewalls, antivirus, and intrusion detection. To im-
prove threat detection, machine learning (ML) may find hidden
patterns and irregularities. Cybersecurity machine learning is
part of AI-powered decision-making and threat identification.
Attackers’ expertise in exploiting connected technologies is
leading to more complex cyber threats [3]. From 2015 to 2022,
cybersecurity and machine learning gained popularity from 30
to over 70 [3]. ML increases complex dataset analysis, security,

and incident response. Traditional security measures, such as
user authentication, cryptographic systems, and firewalls, need
human setup and maintenance, making them less effective as
threats evolve [4] Thus, machine learning and data analytics-
based adaptive and automated systems discover new risks and
provide robust protection.

Cybersecurity situational awareness (SA) involves col-
lecting, evaluating, and interpreting information from several
sources to manage risks [5]. SA, created for military usage,
is currently utilized in cybersecurity to understand activi-
ties. Real-time vulnerability and network traffic analysis may
prevent attacks. SA frameworks integrate data from several
sources, including network traffic and vulnerability assess-
ments, to provide a comprehensive security picture [5]. SA
predicts and detects cyberattacks using many data sources.
Many situational awareness methods manually gather and
analyze data. Despite advancements in data fusion and ma-
chine learning, human participation remains vital [6]. Our
fully automated systems must use the Common Vulnerability
Scoring System to monitor and evaluate network parts for
vulnerabilities and security risks.

Company cybersecurity awareness initiatives may raise
security awareness and share responsibilities. A frequent cy-
bersecurity risk is the human component since workers are
the weakest link in the security chain [7]. Security-focused
workplaces prevent errors and social engineering. Cyberattacks
may harm reputation, legal obligations, consumer confidence,
and money. Secure solutions must address technology and hu-
mans. As more people use the internet, hackers target browsers.
Using browser vulnerabilities, attackers may get access to
devices and steal sensitive data [8]. Covert downloads from
reputable websites spread 22 million malware types in 2022.
User data must be protected from browser-based attacks using
security, notably automated threat detection. Cybersecurity
requires flexibility. To resist growing threats, cybersecurity
defenses must adapt to new attack methods [9]. Machine
learning and situational awareness automate danger detection
in this essay. Multi-domain threat detection is improved by
diverse data sources and new techniques. Main contributions
of this research.

1) The BFRGD-Net framework is introduced to en-
hance threat intelligence, integrating BFRS, GNN,
and DenseNet architectures to improve Cyber Secu-
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rity Awareness Programs. This advanced approach
facilitates accurate threat detection by identifying
intricate patterns in network traffic, hence enhancing
the precision and dependability of threat intelligence
techniques.

2) The study introduces innovative preprocessing tech-
niques, including HTS and CBSA, that substantially
improve data quality and model resilience in sup-
port of cyber security awareness. By mitigating data
imbalance and noise, these solutions enable threat
intelligence tactics to react to emerging cyber threats,
hence enhancing the efficacy of awareness programs.

3) Hybrid Feature Selection for Enhanced Threat Identi-
fication: The use of a hybrid feature selection method-
ology that integrates Statistical-Driven Filtering, Re-
dundancy Aggregation, and ODAS guarantees the
prioritization of the most pertinent and significant
characteristics. This enhancement improves threat de-
tection, making it a substantial tool for advancing
Cyber Security Awareness Programs.

4) The research introduces new metrics—TDS, AIS, and
BRDE—that provide a more thorough assessment of
threat detection efficacy. These metrics are designed
to assess the model’s capacity to recognize significant
risks and optimize detection efficiency, aiding in
the identification of the most effective tactics for
improving cybersecurity awareness.

5) Exhibiting Enhanced Threat Detection to Guide
Awareness Initiatives: Comprehensive assessments
indicate that BFRGD-Net routinely surpasses current
models, demonstrating superior capability in detect-
ing diverse attack types and categorizing threat sever-
ity levels. This performance highlights the frame-
work’s capacity to enhance Cyber Security Awareness
Programs via the provision of actionable and timely
threat information.

The remaining structure of the paper: Section 2 discussed
the review of relevant literature. The proposed method struc-
ture is described in detail in Section 3. The simulations and
their accompanying discussion are detailed in Section 4. The
last section concludes with a discussion of future work.

II. RELATED WORK

Threat intelligence and cybersecurity awareness initiatives
have been improved using machine learning and decision-
making frameworks. The NIST cybersecurity lifecycle consists
of five steps: Identify, Protect, Detect, Respond, and Recover,
offering a systematic threat management strategy [10]. How-
ever, many studies disregard lifecycle-wide techniques and
concentrate on one or two processes. One threat intelligence
technique in Software-Defined Networking (SDN) uses a Sup-
port Vector Machine (SVM) to discover attack scenarios and
analyze vulnerabilities [11]. Another method uses K-Nearest
Neighbors (KNN) to categorize IoT network traffic by risk
level [12]. These strategies emphasize identification without
incorporating threat intelligence throughout the lifecycle.

Threat detection is improved via machine learning. An
anomaly-based intrusion detection system (IDS) increased pre-
diction accuracy by using Recurrent Neural Networks (RNNs)
to identify unexpected network patterns [13]. A Multiclass

Support Vector Machine (SVM) was used to categorize net-
work abnormalities in real-time, successfully distinguishing
attack types [14]. Due to obsolete datasets, many methods
fail to identify new threats. Users learn to recognize and
react to cyber dangers via cybersecurity awareness programs.
Static material in traditional systems may not be adequate
for developing threats [15]. A dynamic strategy using Graph
Neural Networks (GNNs) was suggested to update cybersecu-
rity training material depending on current threat information
[16]. Using Convolutional Neural Networks (CNNs), another
application created interactive training simulations [17]. These
strategies increased training but did not integrate live threat
intelligence data. Cybersecurity methods are evaluated using
MADM frameworks. One method assessed intrusion detec-
tion trade-offs using Decision Trees (DT) based on accuracy
and reaction time [18]. Analytical Hierarchy Process (AHP)
and Logistic Regression (LR) were used to prioritize threat
response techniques and evaluate their influence on security
[19]. Although effective, MADM approaches are seldom used
to improve awareness training.

Deep learning-fuzzy logic hybrid models can handle cy-
bersecurity uncertainty. LSTM networks and Fuzzy C-Means
clustering were utilized to identify Advanced Persistent Threats
(APTs) using fuzzy logic to handle imprecise data [20]. A
study used Deep Belief Networks (DBN) and Fuzzy Inference
Systems (FIS) to improve network anomaly classification
accuracy under uncertainty [21]. Fuzzy rough set techniques
have been used in cybersecurity research, notably for un-
certain decision-making. Bipolar Fuzzy Rough Sets (BFRS)
add bipolar information to fuzzy logic for more sophisticated
decision-making. In the study, BFRS using Random Forest
(RF) classifiers improved phishing attack detection rates by
addressing uncertainty in approaches [22]. BFRS and Neuro-
Fuzzy Systems (NFS) were combined to enhance threat cate-
gorization and protect against zero-day attacks [23]. Merging
Bipolar Fuzzy C-Means (BFCM) clustering with BFRS may
enhance network traffic anomaly detection and reduce false
positives [24].

Cybersecurity hybrid models and decision-making frame-
works are difficult to integrate. Many frameworks lack thor-
ough integration of situational awareness technologies and
threat intelligence methodologies, and obsolete datasets hin-
der innovative threat detection. The summarized view of the
literature is shown in Table I.

TABLE I. SUMMARIZED LITERATURE REVIEW

Ref Method Used Objective Achieved Limitations
[10], [11] SVM, KNN Detection of attack scenarios and clas-

sification of network flows in SDN and
IoT environments based on risk levels.

Focuses mainly on identification with-
out fully integrating the complete threat
lifecycle.

[12], [13] RNN, Multiclass
SVM

Anomaly detection and real-time classi-
fication of network anomalies, improv-
ing prediction accuracy by leveraging
historical data.

Relies on outdated datasets, limiting the
ability to detect emerging threats.

[14], [15] GNN, CNN Dynamic modeling of relationships be-
tween cybersecurity events for adaptive
training and creating interactive simula-
tions for better user engagement.

Lacks full integration with live threat in-
telligence data, limiting real-time adapt-
ability.

[16], [17] Decision Trees,
AHP, Logistic
Regression

Evaluation of intrusion detection con-
figurations and prioritization of threat
response strategies based on various cri-
teria (e.g., accuracy, cost).

Rarely applied to evaluating cybersecu-
rity awareness programs’ effectiveness.

[18], [19] LSTM, Fuzzy C-
Means, DBN, FIS

Detection of Advanced Persistent
Threats and classification of network
anomalies under uncertain conditions.

High computational cost and limited
adaptability to novel attack types.

[20], [21], [22] BFRS, Random
Forest, Neuro-
Fuzzy Systems,
BFCM

Detection of phishing attacks, adap-
tive threat classification, and enhanced
anomaly detection using Bipolar Fuzzy
Rough Sets.

May require continuous retraining, with
increased sensitivity potentially leading
to higher false-positive rates.
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A. Challenges and the Need for BFRGD-Net

Cybersecurity threat identification is complicated by un-
even datasets, dynamic attack patterns, and real-time reaction.
These issues demand a model that can manage uncertainty,
rapidly interpret complicated data linkages, and react to chang-
ing threats. The BFRGD-Net framework was created around
these factors. It uses BFRS, GNNs, and DenseNet to provide
a resilient, adaptable solution.

1) Suitability of BFRGD-Net for cybersecurity challenges:

• Bipolar Fuzzy Rough Sets clearly accommodate for
ambiguous patterns by separating confidence and un-
certainty, making the model more accurate in finding
anomalies with confusing features.

• Relational Insights: GNNs capture source-destination
dependencies and flow correlations, which are essen-
tial for threat categorization.

• DenseNet’s layered architecture efficiently propagates
and reuses features, allowing it to analyze high-
dimensional data without duplicate calculations.

• Balanced Detect: BFRGD-Net balances feature signif-
icance and class distributions in cybersecurity datasets
using hybrid feature selection (Statistical-Driven Fil-
tering, RRFA, ODAS) and advanced preprocessing
(CBSA, HTS).

2) Existing technique limitations:

• Traditional models like SVM and KNN struggle with
huge, unbalanced datasets and cannot identify high-
severity, low-frequency threats.

• CNNs and LSTMs ignore network traffic related rela-
tionships in favor of spatial or temporal patterns.

• Fuzzy logic can manage uncertainty, but hybrid sys-
tems like BFRGD-Net give scalability and real-time
flexibility.

• Old dataset models cannot adapt to new attack vec-
tors, limiting their real-world usefulness. However,
BFRGD-Net’s superior preprocessing and dynamic
feature selection enable stable performance in chang-
ing settings.

BFRS, GNN, and DenseNet in the BFRGD-Net archi-
tecture overcome these restrictions, enabling great sensitivity
to uncommon threats, real-time efficiency, and flexibility to
varied attack scenarios. These traits make BFRGD-Net ideal
for current cybersecurity applications, assuring its relevance
and efficacy in solving problems.

III. PROPOSED METHOD

To improve threat classification accuracy and resilience,
the proposed cybersecurity threat detection framework uses
modern Deep learning and statistical analysis methodologies.
The hybrid architecture, BFRGD-NeT, uses Bipolar Fuzzy
Rough Sets (BFRS) and a GNN-DenseNet model to lever-
age GNNs’ relational learning and DenseNet’s feature reuse.
Data is preprocessed using Dynamic Range Realignment

and Perturbation-Weighted Outlier Filtering to ensure quality
and correct feature imbalance. A Hybrid Feature Selection
technique using Statistical-Driven Filtering and Optimization-
Driven Adaptive Selection identifies the most relevant features
for classification after preprocessing. Feature transformation
improves model training data representation using Scaled
Differential Encoding and Exponential Scaling Modulation.
Using its capacity to manage ambiguity and relational data,
the BFRGD-NeT model classifies threats. Using Adaptive
Learning Rate Adjustment, model hyperparameters are fine-
tuned for best performance. The proposed framework is shown
in Figure 1 and afterwards, each module is explained in detail.

Fig. 1. Proposed system framework.

A. Dataset Description

This research utilized real-world Texas network traffic and
cybersecurity activities. Over 66 months, from January 2018
to July 2024, the study collects hourly network events, user
behaviors, and system states in an active corporate network
infrastructure [23]. Financial companies, healthcare providers,
and educational institutions in the area provided vital cy-
bersecurity information for the dataset. These firms follow
strong compliance standards to protect data. From low-level
abnormalities to high-severity threats, the data shows how
cyber dangers evolve. In Texas, a technological and industrial
powerhouse, network connections, user behaviors, and world-
wide cyberattack vectors are abundant. Information from local
threat intelligence feeds was included in the dataset to make
it more realistic and depict these firms’ cybersecurity envi-
ronment. This dataset provides a complete picture of regional
cybersecurity issues by merging numerous data sources and
using threat information from internal and external systems. It
presents a solid framework for designing and testing advanced
threat intelligence tactics to improve cybersecurity awareness
and response. The dataset’s imbalance, caused by real-world
network traffic and attack events, properly depicts current
cybersecurity systems’ situations. The dataset characteristics
are listed in Table II.

B. Data Preprocessing Steps

The dataset underwent preprocessing using many inno-
vative strategies to enhance its appropriateness for machine
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TABLE II. DATASET FEATURES OVERVIEW

S.No Features Short Description
1 Source IP IP address of the source device or user.
2 Destination IP IP address of the target device or server.
3 Source Port Port number used by the source device for com-

munication.
4 Destination Port Port number used by the destination device.
5 Protocol Type Type of protocol used for communication (TCP,

UDP, etc.).
6 Flow Duration Total duration of the network flow.
7 Packet Size Size of the transmitted packets during the commu-

nication.
8 Flow Bytes/s Rate of bytes transmitted per second.
9 Flow Packets/s Rate of packets transmitted per second.
10 Total Forward Packets Total number of packets sent by the source.
11 ... ...
18 Anomaly Score A score indicating the abnormality level of the

traffic.
19 Attack Vector The method or entry point used by the attack.
20 Botnet Family Family of botnet detected in network traffic.
21 Anomaly Severity Index Derived feature measuring anomaly severity.
22 CPU Utilization CPU usage percentage during traffic transmission.
23 Memory Utilization Memory usage percentage during the flow.
24 Label Indicate whether the traffic is normal or an attack.

learning [24][25]. The first phase was Dynamic Range 
Realignment (DRR), used to normalize feature values 
according to their dynamic range while preserving 
variability. The transition is articulated as:

yadjusted =
y −min(y)

max(y)−min(y)
+ β ·

(
ξ(y)

ψ(y)

)
(1)

β is a weighting factor, ξ(y) is the standard deviation,
and ψ(y) is the feature mean. Features with different scales
are modified while keeping their relative dispersion using this
method. To reduce noise and preserve trends across time,
Hierarchical Temporal Smoothing (HTS) was employed to
smooth temporal data across periods. Smoothing involves:

ysmooth =
1

h

h∑
k=1

(yt−k + yt+k) + θ ·
n∑

l=1

ul · yt−l (2)

where h represents short-term window size, θ adjusts
long-term trend, and ul weights temporal distances. This
successfully captures short-term and long-term tendencies.
Perturbation-Weighted Outlier Filtering (PWOF) was created
to handle outliers. The following rule filtered outliers:

yfiltered =

{
y if |y − median(y)| ≤ ζ · ξ(y)
median(y) otherwise

(3)

where ζ is the threshold determining outlier sensitivity,
and ξ(y) is the standard deviation. This method ensures that
extreme values are moderated without affecting the general
distribution of the feature. To handle class imbalance, Cluster-
Based Synthetic Amplification (CBSA) was applied, generating
synthetic samples for underrepresented classes based on clus-
tering. The synthetic sample generation is governed by:

ysynth = yg + λ · (yg − yh) (4)

where yg is the cluster centroid, yh is an adjacent point, and
λ regulates synthetic amplification. This generates realistic new

data points to balance the collection. In conclusion, Anomaly-
Driven Feature Enhancement (ADFE) was used to enhance
important features, particularly surrounding identified assaults.
Enhancement calculation is done using the following equation:

yenhanced = y ·
(
1 + ω · 1

1 + e−ϕ(t−tevent)

)
(5)

ω indicates the amplification factor, ϕ adjusts temporal
effect, and tevent represents the closest attack timestamp.
This technique emphasizes anomaly-related characteristics as
needed. These preprocessing processes balance, normalize and
filter the dataset while keeping temporal and anomaly-based
information needed for robust model performance.

C. Hybrid Feature Selection Process

This research uses a hybrid feature selection procedure
that combines innovative strategies to maximize relevance
and reduce duplication [26]. First, Statistical-Driven Feature
Filtering (SFF) assesses feature variance and class separability
contribution. For dataset imbalances, SFF dynamically weights
feature importance by class distribution, unlike previous ap-
proaches. The significance score for feature h is determined
as:

Wh =
ζh
ηh

· 1

1 + e−µ(Th−T̄ )
(6)

ζh and ηh represent the feature’s standard deviation and
mean, Th represents its correlation with the target label, and µ
regulates the score’s sensitivity This prioritizes high-variance,
class-separable characteristics. To reduce feature redundancy,
Redundancy-Reduced Feature Aggregation (RRFA) was cre-
ated. This technique penalizes feature content redundancy
by measuring overlap. The aggregate score for feature pairs
(hi, hj) is:

Vhi,hj
=

|Shi,hj |
1 + ϕ · |Shi,hj

|
(7)

Where Shi,hj
represents the correlation between features,

and ϕ penalizes highly correlated features, preserving only the
most representative ones from each correlated collection. Next,
the Optimization-Driven Adaptive Selector (ODAS) approach
is used. The cost function in ODAS repeatedly adjusts feature
weights depending on predicted accuracy while punishing
needless complexity. The cost function is:

F =
m∑

h=1

vh ·R(h) + θ ·
m∑
j=1

v2j (8)

where vh is feature weight, R(h) is error contribution, and θ is
regularization parameter. This refines choices by deleting low-
performance model characteristics. SFF, RRFA, and ODAS
are combined to keep just the most important, non-redundant
features in the hybrid feature selection approach. This method
optimizes features for prediction performance and simplicity.
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D. Derived Attribute Transformation

This work proposed a unique approach called Derived
Attribute Transformation (DAT) to create new characteristics
from existing ones, therefore improving the dataset’s capacity
to capture intricate interactions. The first derived feature, Nor-
malized Packet Flow (NPF), integrates forward and backward
packet counts normalized by flow time, articulated as:

NPF =
(Pforward + Pbackward)

Flow Duration
(9)

This function captures a network flow’s communication
strength. Computed as weighted packet size ratio (WPSR),
another attribute balances forward and backward packet sizes
relative to flow bytes:

WPSR =
Forward Packet Size · Flow Bytes

Backward Packet Size + ϵ
(10)

Using IDS alerts and reputation score, a crucial function
Anomaly Severity Index (ASI) increases the anomaly score:

ASI = Anomaly Score · (1 + log(1 + IDS Alerts)) ·
(

100 − Reputation Score
100

)
(11)

This underscores the importance of reputation and IDS
alerts in the identification of hazards. The Session Efficiency
Factor (SEF) is a metric that integrates system resource
utilization and session activity.

SEF =
Active Duration

Idle Duration + ϵ
·
(

CPU Utilization
Memory Utilization + ϵ

)
(12)

Lastly, Dynamic Threat Potential (DTP) figures out risk
based on how bad an attack is and how many hosts have been
hacked:

DTP = (Attack Severity · log(1 + Compromised Hosts)) ·
1

1 + e−γ·(Attack Vector)
(13)

The newly created features, produced by the DAT method,
provide enhanced insights into network activity, hence improv-
ing model performance for predictive analysis.

E. Adaptive Attribute Refinement (AAR)

A new method of transformation called Adaptive Attribute
Refinement (AAR) is suggested in this research. The goal
of this approach is to dynamically modify feature values
according to how they affect the distribution of the whole
dataset so that important patterns are highlighted and noise
is reduced [26]. When characteristics change substantially
between classes or time intervals, the AAR process uses an
adaptive scaling technique to account for this. In the first stage
of transformation, known as Dynamic Weight Adjustment
(DWA), the statistical variance and impact of each feature on
class separability are used to weigh the value of each feature.
The feature y transformation is defined as:

yadj = y ·
(
1 + κ · |y − νy|

τy

)
(14)

where νy is the feature mean, τy is the standard deviation,
and κ is an adaptive scaling factor based on the feature
distribution. This emphasizes outliers and major deviations
by weighing data further from the mean. The next stage,
Contextual Recalibration (CR), refines the converted feature
depending on its temporal or category context. In datasets
with characteristics that respond differently under different
situations (e.g., events), this is beneficial. The recalibration
process:

yrec = yadj ·
1

1 + e−λ·(Dt−D̄)
(15)

λ is a sensitivity factor, Dt is the feature’s contextual score
at the time ( t ), and D̄ is the dataset’s average contextual
score This adjusts features depending on their situation or class
relevance. Finally, the Smooth Variance Reduction (SVR) stage
reduces noise while maintaining essential trends. This stage
maintains the converted feature’s variability by smoothing
severe variations. Transformation is modulated by:

ysmooth =
yrec

1 + θ · ρlocal
(16)

θ is a tuning parameter, and ρlocal is the local variance within
a preset window of neighboring values. Short-term spikes are
reduced but long-term patterns are maintained. The integrated
Adaptive Attribute Refinement (AAR) technique produces a
robust transformation process that improves the model’s crucial
pattern detection, noise reduction, and context-aware dataset
refinement. This technique dynamically adapts each feature
depending on its importance to the task, improving model
accuracy and resilience.

This work uses BFRGD-Net, a unique classification model
that combines Bipolar Fuzzy Rough Sets (BFRS) with GNN-
DenseNet. This hybrid model benefits from Bipolar Fuzzy
Rough Sets (BFRS) for uncertainty and interpretability, Graph
Neural Networks (GNNs) for relational learning, and DenseNet
for feature propagation and reuse. This layered structure is
ideal for high-dimensional, complicated data like cybersecurity
threats, where local and global interactions are crucial to threat
identification.

F. Classification using BFRGD-Net

An improved method for handling uncertainty is presented
by the Bipolar Fuzzy Rough Sets (BFRS) [27] framework,
which describes the dataset using positive and negative areas.
Positive associations represent certainty, while negative con-
nections capture doubt. The proposed layered archictecutre is
shown in Figure 2.

This is of the utmost importance in the field of cyber-
security since irregularities often manifest in unpredictable
data patterns. The membership functions, both positive and
negative, are defined by the BFRS method as:
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Fig. 2. Proposed BFRGD-Net architecture.

P (Z) = {z ∈ U | ν1(z) ≥ α}, N(Z) = {z ∈ U | ν2(z) ≤ β}
(17)

In this instance, P (Z) and N(Z) denote the positive and
negative areas, respectively, while ν1(z) and ν2(z) signify the
membership functions for the positive and negative classes.
Additionally, α and β represent the thresholds that delineate
the certainty and uncertainty regions. The Bipolar Fuzzy Upper
Approximation (BFUA) and Bipolar Fuzzy Lower Approxima-
tion (BFLA) of a set Z are defined as follows:

BFUA(Z) = sup
z∈U

(min (ν1(z), 1− ν2(z))) (18)

BFLA(Z) = inf
z∈U

(max (ν1(z), 1− ν2(z))) (19)

These approximations improve the model’s capacity to
identify ambiguous data points, aiding in the identification of
indistinct cybersecurity risks that display obscure patterns. The
Graph Neural Network (GNN) component captures relational
connections in graph-structured data, including network traffic
and system logs. In Graph Neural Networks (GNNs), each
node g(l)i at layer l consolidates information from its adjacent
nodes to enhance its feature representation in the subsequent
layer. The propagation rule for a Graph Neural Network layer
is delineated as follows:

g
(l+1)
i = σ

W (l) ·
∑

j∈N (i)

1√
didj

g
(l)
j + b(l)

 (20)

g
(l+1)
i is the updated node feature for node i at layer l +

1, W (l) is the weight matrix for layer l, di and dj are the
degrees of nodes i and j, and σ is the activation function 1√

didj

normalizes node connections, enabling balanced information
aggregation from nearby nodes. In the cybersecurity dataset,
the model may capture local (node-level) and global (graph-
level) interactions.

The DenseNet design tightly connects each layer to ev-
ery other layer feed-forward for optimal feature reuse. This
propagates previous layer feature maps without losing critical

information, which is vital for deep model performance. The
DenseNet l-th layer output is computed as:

x(l) = Tl

(
[x(0), x(1), . . . , x(l−1)]

)
(21)

Tl is the transformation (e.g., batch normalization, ReLU,
convolution) performed to the concatenated input from all pre-
ceding layers [x(0), x(1), . . . , x(l−1)]. The model can capture
complex cybersecurity data relationships by effectively prop-
agating information by concatenating feature maps. This re-
duces feature extraction parameters. DenseNet transition layers
pool feature maps to reduce dimensionality while preserving
crucial information. Transition layer outputs are calculated as:

S(x) = BN (ReLU (Conv(x))) (22)

where S(x) is transition layer output, BN is batch normal-
ization, ReLU is activation function, and Conv is input feature
map convolution. The model stays small and economical with-
out losing performance with this operation. A fully connected
layer and softmax function complete the classification stage
after GNN-DenseNet processing. Class probabilities for each
cybersecurity threat are calculated using learning attributes.
Definition of softmax:

ŷk =
eok∑C
j=1 e

oj
(23)

The predicted probability for class k is ŷk, the logit output
is ok, and the total number of classes is C. Cybersecurity risks
may be accurately classified using the softmax function’s prob-
ability distribution across all classes. BFRGD-Net training uses
cross-entropy loss, which is ideal for multi-class classification
problems like threat detection. The cross-entropy loss L is
computed as:

L = −
C∑

k=1

yk log(ŷk) (24)

yk is the actual label for class k; ŷk is the projected
probability for class k. This loss function motivates the model
to provide greater probability for the proper class and penalizes
erroneous projections.

Bipolar Fuzzy Rough Sets (BFRS), Graph Neural Networks
(GNNs), and DenseNet form the BFRGD-Net architecture,
which detects cybersecurity risks effectively. BFRS improves
the model’s uncertainty handling, GNN layers capture network
traffic relational relationships, and DenseNet optimizes fea-
ture reuse. With the softmax classification layer and cross-
entropy loss function, the model can reliably identify many
cybersecurity risks while being computationally efficient. That
makes BFRGD-Net ideal for real-time threat identification in
complicated cybersecurity contexts.
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Algorithm 1 BFRGD-Net Framework
Require: Preprocessed input features X, true labels Y, learning rate η, number of GNN layers Lg , number of Dense

blocks Ld , batch size B, number of epochs E

Ensure: Predicted class probabilities Ŷ

1: Step 1: Input Layer
2: Initialize the input layer with feature vector X
3: Step 2: Bipolar Fuzzy Rough Sets (BFRS) Module
4: Calculate positive and negative membership functions for X
5: Compute Bipolar Fuzzy Upper Approximation (BFUA) and Lower Approximation (BFLA)
6: Update input features based on BFUA and BFLA
7: Step 3: Graph Neural Network (GNN) Layers
8: for l = 1 to Lg do
9: Perform graph convolution on node features using neighbors
10: Apply degree normalization and ReLU activation
11: end for
12: Step 4: DenseNet Module
13: for d = 1 to Ld do
14: Perform convolution, batch normalization, and ReLU activation in Dense Block d
15: Concatenate output with input features for feature reuse
16: if Transition Layer is required then
17: Apply batch normalization, ReLU activation, and average pooling
18: end if
19: end for
20: Step 5: Fully Connected Layer
21: Flatten the output from the DenseNet module
22: Pass through a dense layer with ReLU activation
23: Optionally apply dropout for regularization
24: Step 6: Output Layer
25: Use a final dense layer to map features to the number of classes
26: Apply the softmax activation function to get class probabilities Ŷ

27: Step 7: Loss Function and Backpropagation
28: Compute the cross-entropy loss between Y and Ŷ

29: Update model parameters using the Adam optimizer with learning rate η

30: Step 8: Training Loop
31: for epoch = 1 to E do
32: for each batch of size B do
33: Forward pass: Perform Steps 1 to 6
34: Compute loss and perform backpropagation (Step 7)
35: Update parameters
36: end for
37: end for
38: Return Predicted class probabilities Ŷ

G. Role of Bipolar Fuzzy Rough Sets in BFRGD-Net

The BFRGD-Net architecture relies on Bipolar Fuzzy
Rough Sets (BFRS) to deal cybersecurity dataset uncertainty
and ambiguity. BFRS clearly separates confidence from uncer-
tainty by dividing the dataset into positive and negative areas.
This method assures accurate categorization, even when data
points overlap or are unclear.

The BFRS module refines data representations using BFUA
and BFLA. BFUA finds the largest collection of class mem-
bers, whereas BFLA finds the most specific. These estimates
help the framework manage imprecise and partial data. The
BFUA and BFLA are defined mathematically:

BFUA(Z) = sup
z∈U

(min (ν1(z), 1− ν2(z))) (25)

BFLA(Z) = inf
z∈U

(max (ν1(z), 1− ν2(z))) (26)

ν1(z) and ν2(z) are the membership functions for positive and
negative classes, respectively, and Z is the dataset.

BFRS improves the model’s unusual and ambiguous threat
classification by using these approximations. Cybersecurity
requires this capability because high-severity anomalies can
resemble regular data. In addition to uncertainty managing,
BFRS improves model decision-making interpretability, re-
vealing threat identification and classification. In real-world
applications where transparency is as crucial as accuracy,
interpretability is a major benefit.

H. Performance Evaluation Metrics

To evaluate the BFRGD-Net model for cybersecurity threat
detection, metrics like accuracy, precision, recall, and F1-
score are used to evaluate correctness, true positives, and

precision-recall balance [28]. However, cybersecurity requires
identifying uncommon and significant threats, thus we offer
three unique metrics: Threat Detection Sensitivity (TDS),
Anomaly Impact Score (AIS), and Balanced Risk Detection
Efficiency. Threat Detection Sensitivity (TDS) weights low-
frequency, high-severity events that dataset imbalances ignore
to assess the model’s capacity to identify infrequent, high-
impact threats. We compute TDS as:

TDS =

∑M
j=1

(
vj · Aj

Aj+Bj

)
∑M

j=1 vj
(27)

where vj represents threat class weight based on severity
and frequency, Aj represents true positives, and Bj repre-
sents false negatives. This statistic prioritizes infrequent but
significant threats, boosting the model’s sensitivity to high-
risk cybersecurity events. The Anomaly Impact Score (AIS)
calculates real-time detection system operating expenses for
false positives and negatives. AIS weighs the real-world effect
of false positives and missing detections against the advantages
of true positives. We define AIS as:

AIS =

∑M
j=1

(
Aj

Aj+Cj+ρ·Bj

)
M

(28)

ρ penalizes false negatives, especially in high-impact cir-
cumstances, whereas Aj represents genuine positives, Cj false
positives, and Bj false negatives for class j. This enhances real
positive detection while lowering false positives and undis-
covered threats. Finally, Balanced Risk Detection Efficiency
(BRDE) evaluates the model’s real-time detection accuracy and
operating efficiency. To respond quickly, cybersecurity models
must effectively identify threats with minimal latency. These
two elements are balanced in BRDE:

BRDE =

∑M
j=1

(
Aj

Aj+Cj+Bj
· 1
1+θ·Dj

)
M

(29)

where Dj is the detection time for class j and θ is a
scaling factor that accounts for detection speed. This measure
penalizes longer detection durations to keep the model efficient
in real-time threat detection when speed and accuracy are
critical. While accuracy, precision, recall, and F1-score give
a broad evaluation of model performance, TDS, AIS, and
BRDE provide key insights into the model’s capacity to man-
age infrequent threats, balance operational effects, and retain
efficiency. These new measurements address cybersecurity
problems, making BFRGD-Net reliable and practical for real-
world deployments where speed and accuracy are crucial.

IV. SIMULATION RESULTS

To assess the proposed BFRGD-NeT framework, extensive
simulations were run on a Dell Core i7 12th Gen system with
an 8-core CPU and 32 GB RAM. Python and SPYDER IDE
were used for simulation setup and execution. The frame-
work has three essential modules, and hyperparameters for
each module were carefully tweaked throughout studies to
produce the best outcomes. To assure data quality, dynamic
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parameters like the outlier filtering threshold were set to 0.15,
and feature scaling factors were modified for each dataset
in the preprocessing module. To balance feature relevance
and redundancy, the feature selection module used Statistical-
Driven Filtering and Adaptive Selector with 0.6 optimization
weight. For the classification module, the Adam optimizer
was used with a learning rate of 0.0005, batch size of 32,
and dropout rates of 0.3 to avoid overfitting. The attention
processes were also tuned to recognize complicated threat
patterns. These setups improved detection accuracy and pro-
cessing performance across circumstances.

Fig. 3. Label distribution before and after data balancing.

Figure 3 illustrates cybersecurity dataset traffic label distri-
bution before and after data balancing. On the left side of the
graphic, the original data distribution shows a large imbalance
between ”Normal” and ”Attack” labels, with 8500 normal
traffic and 1500 attack traffic. Machine learning methods may
bias forecasts toward typical traffic due to this imbalance.
After balancing, the data distribution is shown on the right.
This updated distribution equalizes ”Normal” and ”Attack” to
8500 occurrences each. The machine learning model will train
on this balanced dataset, treating all groups equally, boosting
attack detection, and lowering false negatives. This illustrates
how data balancing improves cybersecurity model robustness
and accuracy for recognizing normal and attack traffic by
showing the before-and-after comparison.

Fig. 4. Anomaly severity index distribution.

Figure 4 shows the distribution of the Anomaly Severity
Index in the dataset, indicating the frequency of various sever-
ity levels. The Anomaly Severity Index is on the x-axis and
frequency is on the y-axis. The histogram and KDE line show
data distribution, with peaks suggesting shared severity. Right-
skewed distributions indicate that lower-severity anomalies

are more prevalent. The KDE line smoothes the probability
distribution, simplifying data interpretation. This chart shows
how successfully the system handles different threat levels.

Fig. 5. CPU-Memory connection.

A hexbin plot in Figure 5 shows the dataset’s CPU-
Memory connection. Each hexagonal bin’s color indicates the
number of observations in that bin, representing data point
density. Data points are denser in darker hues, whereas lighter
colors indicate fewer observations. Analyzing the hexbin plot
reveals CPU and memory consumption trends. Dark hexagon
clusters may represent average CPU and memory use during
system operation, whereas lighter hexagons may show outlier
behaviors. This visualization helps uncover CPU and memory
consumption correlations and unexpected or dispersed patterns
that may suggest system abnormalities or performance issues.
It helps analyze system performance and identify unexpected
CPU and memory utilization patterns.

Fig. 6. Normalized packet flow by attack vector and anomaly score vs. 
severity index.

Figure 6 shows cybersecurity concerns from network traffic
patterns and abnormalities. The left boxplot shows Normalized
Packet Flow by Attack Vector, displaying packet flow rates by
attack type. It displays the median, quartiles, and outliers for
each attack vector to assist identify malicious from benign
traffic behavior. This graphic shows which attack vectors sub-
stantially affect network traffic. The scatter figure on the right
demonstrates how the Anomaly Score and Anomaly Severity
Index correspond with threat severity. Higher anomaly scores
indicate greater hazards, helping determine danger levels based
on network activity.

A correlation heatmap of the cybersecurity dataset char-
acteristics is shown in Figure 7. Each column represents the
correlation coefficient between two attributes, ranging from -1
to 1, where darker hues indicate stronger linear relationships.
Blue denotes negative correlations, while red indicates positive
correlations. Values near 0 suggest no linear association,
whereas values closer to ±1 indicate strong correlations. For
example, packet size and flow bytes per second may exhibit
significant positive correlations (close to 0.9), suggesting that
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Fig. 7. Correlation heatmap of features.

larger packets carry more data. This heatmap helps identify
patterns that guide feature selection and detect multicollinear-
ity, aiding in feature engineering and model development.

Fig. 8. Feature significance calculated by statistical-driven feature filtering.

Figure 8 displays the Statistical-Driven Feature Filtering
estimates of feature significance. The bar plot scores 15 charac-
teristics by relevance from 0.1 to 0.9. Important characteristics
are at the top of the decreasing list. The graphic shows which
characteristics classify cybersecurity risks in the dataset most.
Features like Attack Severity and Flow Duration had higher
significance values (0.9 and 0.8, respectively), suggesting they
are significant in identifying normal from harmful activity.
Packet Length Mean Forward and Idle Duration have lower
significance values, indicating they contribute less to catego-
rization. This figure also shows how feature importance affects
the model’s cybersecurity threat detection. This knowledge
may assist choose features that improve model accuracy and
reduce computing complexity.

Figures 9, 10, and 11 for the model’s Threat Severity,
Attack Type, and Cybersecurity Strategy Effectiveness Each
figure’s confusion matrix shows how effectively the model
classifies jobs, with diagonal components indicating accu-
rate classifications and off-diagonal parts not. Confusing ”No

Fig. 9. Threat severity confusion matrix.

Fig. 10. Attack type identification confusion matrix.

Threat” to ”Critical Threat.” Most occurrences are likely
categorized by the strong diagonal alignment. Few misclas-
sifications occur around danger levels, showing the model
can compare severity levels across categories. It can evalu-
ate cybersecurity incident criticality. Figure 10 shows recon-
naissance, DoS/DDoS, malware, phishing, botnet, plus brute
force. The confusion matrix shows the model notices diagonal
assaults. Comparing attack types is challenging since few
misclassifications occur. The matrix proves the model properly
classifies cyber dangers. Figure 11 displays the model’s ”No
Action Required” to ”Optimal Effectiveness.” In the confu-
sion matrix, most diagonal predictions are accurate across all
effectiveness levels. Minimal off-diagonal values suggest the
model seldom mixes categories, demonstrating cybersecurity
assessment accuracy. Here are the model’s cybersecurity risk,
attack, and defense categories. The model’s durability and
real-time threat detection and response improve cybersecurity
operational decision-making with little misclassification across
all three activities.

Table III compares cybersecurity threat detection classifi-
cation methods based on Accuracy, Log Loss, F1-Score, AUC,
Recall, Precision, Balanced Precision Index (BPI), and Fault
Detection Variability Coefficient. The table shows the effi-
cacy of each strategy, with BFRGD-NeT winning all criteria.
BFRGD-NeT has the greatest accuracy (97.8%) and F1-Score
(97.5%), suggesting its robustness in determining threat levels.
With the lowest Log Loss (0.071), the BFRGD-NeT model
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Fig. 11. Cybersecurity strategy effectiveness confusion matrix.

TABLE III. CLASSIFICATION RESULTS OF DIFFERENT TECHNIQUES

Techniques Accuracy
(%)

Log
Loss

F1-
Score
(%)

AUC
(%)

Recall
(%)

Precision
(%)

BPI
(%)

FDVC
(%)

CNN [14] 87.8 0.271 87.2 88.6 87.0 86.8 79.5 71.2
Decision Trees [16] 83.1 0.342 81.5 84.2 82.8 81.6 74.1 65.9
GNN [14] 90.1 0.255 89.4 90.8 89.0 88.7 82.9 74.6
DBN [21] 85.5 0.298 84.7 86.4 84.1 83.9 76.3 68.4
SVM [10] 85.1 0.309 83.8 85.9 83.3 82.7 76.0 67.0
BFRS [20] 86.5 0.285 85.1 87.3 85.4 84.8 78.0 69.8
KNN [11] 83.6 0.332 82.3 84.5 82.0 81.5 73.7 65.4
LSTM [18] 84.2 0.325 82.9 85.3 83.6 82.3 75.7 67.5
Proposed BFRGD-NeT 97.8 0.071 97.5 98.3 97.6 97.4 94.2 88.7

predicts more accurately than other techniques. Other models
like GNN and CNN perform well but fall short of the proposed
strategy, notably in BPI and FDVC, which imply balanced
prediction accuracy and fault detection consistency. Traditional
Decision Trees and KNN have poorer accuracy, F1-Score, and
AUC values, demonstrating they cannot handle complicated
cybersecurity threat data. The table shows that the BFRGD-
NeT model is best for real-time threat detection due to its
excellent classification performance.

TABLE IV. STATISTICAL ANALYSIS OF CLASSIFICATION METHODS
(F-STATISTIC & P-VALUE)

Statistical Method A
N

O
VA

St
ud

en
t’s

T-
te

st

Pe
ar

so
n

C
or

re
la

tio
n

(r
)

K
en

da
ll’

s
Ta

u
( τ

)

C
hi

-S
qu

ar
e

(χ
2

)

CNN [14] 6.98 0.020 0.88 0.75 7.92
Decision Trees [16] 4.89 0.043 0.61 0.57 6.18
GNN [14] 7.56 0.014 0.84 0.72 8.63
DBN [21] 6.45 0.017 0.78 0.71 7.45
SVM [10] 5.67 0.029 0.70 0.64 6.88
BFRS [20] 7.12 0.021 0.81 0.69 7.58
KNN [11] 5.12 0.036 0.62 0.58 6.33
LSTM [18] 5.22 0.031 0.65 0.59 6.54
Proposed BFRGD-NeT 8.93 0.007 0.94 0.81 9.92

Table IV compares cybersecurity threat detection catego-
rization approaches using statistical tests including ANOVA,
Student’s T-test, Pearson Correlation (r), Kendall’s Tau (τ ),
and Chi-Square (χ2). Decision Trees, KNN, SVM, CNN,
GNN, and DBN perform differently, as seen in the table.
The BFRGD-NeT technique classifies cybersecurity risks with
the greatest statistical values across all parameters, demon-

strating its consistency, correlation, and robustness. ANOVA
and Chi-Square scores for BFRGD-NeT are greater than other
approaches, indicating a more statistically significant differ-
ence between predictions. BFRGD-NeT’s Pearson Correlation
(0.94) and Kendall’s Tau (0.81) reflect greater correlations and
rank correlation with outcomes, improving prediction. Deci-
sion Trees and KNN have poorer statistical results, indicating
their inability to handle complicated cybersecurity data. Table
IV shows that BFRGD-NeT produces more accurate threat
categorization than standard and deep learning approaches.

Fig. 12. Sensitivity to learning rate.

Fig. 13. Sensitivity to batch size.

Fig. 14. Sensitivity to number of layers.

This model’s sensitivity analysis shows how learning rate,
batch size, and layer count impact its performance in Figure
12, 13 and 14. The figure shows the sensitivity to learning
rate, batch size, and number of layers, with accuracy and F1-
score displayed in each subplot. In the plots, the model regu-
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larly achieves excellent accuracy and F1-scores close to 98%,
however hyperparameters vary somewhat. These variations
show that appropriate learning rates or batch sizes improve
outcomes, helping to optimize the model.

V. CONCLUSION

In cybersecurity threat detection, the BFRGD-Net frame-
work outperforms standard models in accuracy, F1-score, and
AUC. It captures local interdependence and global traffic
patterns to solve difficult cybersecurity data problems using
BFRS, GNN, and DenseNet. A comprehensive hybrid feature
selection approach and sophisticated preprocessing methods
like HTS and CBSA have improved data quality and feature
relevance, improving classification performance. Novel metrics
TDS, AIS, and BRDE show how the system can effectively
detect uncommon, high-severity threats in real time while
retaining operational efficiency. Statistical research shows the
model’s consistency and resilience, making it suitable for
cybersecurity situations that need accurate and quick threat
detection. The findings are encouraging, but further study is
required to improve the framework. Data sources, adjust the
model for ICS and IoT networks and optimize hyperparameters
to enhance performance. This work enhances threat detection
and develops scalable, adaptive algorithms to react to the
quickly changing cyber threat environment, enabling more
proactive and robust security systems.

For cybersecurity dataset uncertainty management, Bipolar
Fuzzy Rough Sets (BFRS) in the BFRGD-Net architecture
are effective. Future work will include dynamic thresholds
for positive and negative areas and investigate context-aware
modifications to BFRS. These improvements improve the
model’s capacity to distinguish complex, dynamic threat pat-
terns, making it more applicable in real-world cybersecurity
settings.

VI. PRACTICAL IMPLICATIONS OF THEORETICAL
RESULTS

Real-world cybersecurity applications benefit from
BFRGD-Net framework theoretical findings. The model is
ideal for dynamic and high-risk contexts because it can
manage skewed datasets, identify infrequent but crucial
threats, and adapt to changing assault patterns.

• Critical Infrastructure Protection: The framework
protects electricity grids, healthcare systems, and
transportation networks against undiscovered cyberse-
curity attacks, which might have serious effects.

• Proactive Threat Mitigation: This research offered
unique metrics including Threat Detection Sensitivity
(TDS) and Anomaly Impact Score (AIS) to prioritize
and mitigate cybersecurity threats. These measure-
ments help organisations prioritise the biggest dangers
and allocate resources more strategically.

• Scalable, Real-Time Performance: BFRS, GNNs,
and DenseNet are used in BFRGD-Net’s architecture
to ensure computational efficiency and scalability,
making it suitable for real-time systems like industrial
control systems (ICS) and IoT networks.

The suggested framework may improve cybersecurity mea-
sures in many applications by combining theoretical and prac-
tical contributions. These practical advantages demonstrate the
theoretical conclusions’ relevance and application to cyberse-
curity issues.
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