BDioacsAa

W HEE R E W 1 S Dask M S H ANEEE S

International Journal of Advanced Computer Science and Applications

\olume 15 Issue |2

December 2024

ISSN 2156-5570(0nline)
ISSN 2158-107X(Print)

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 12, 2024

Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to technology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Abstract—The increasing integration of artificial intelligence
(Al) within cybersecurity has necessitated stronger encryption
methods to ensure data security. This paper presents a
comparative analysis of symmetric (SE) and asymmetric
encryption (AE) algorithms, focusing on their role in securing
sensitive information in Al-driven environments. Through an in-
depth study of various encryption algorithms such as AES, RSA,
and others, this research evaluates the efficiency, complexity, and
security of these algorithms within modern cybersecurity
frameworks. Utilizing both qualitative and quantitative analysis,
this research explores the historical evolution of encryption
algorithms and their growing relevance in Al applications. The
comparison of SE and AE algorithms focuses on key factors such
as processing speed, scalability, and security resilience in the face
of evolving threats. Special attention is given to how these
algorithms are integrated into Al systems and how they manage
the challenges posed by large-scale data processing in multi-agent
environments. Our results highlight that while SE algorithms
demonstrate high-speed performance and lower computational
demands, AE algorithms provide superior security, particularly in
scenarios requiring enhanced encryption for Al-based networks.
The paper concludes by addressing the security concerns that
encryption algorithms must tackle in the age of Al and outlines
future research directions aimed at enhancing encryption
techniques for cybersecurity.

Keywords—Algorithms;  analysis; artificial intelligence;
asymmetric encryption; cryptography; cybersecurity; symmetric
encryption

I.  INTRODUCTION

Algorithms are and were always the driving force behind
cryptography and cybersecurity as we are marching towards the
artificial intelligence (Al) and machine learning era. Several
countermeasures, techniques, and cybersecurity practices are
popular with the use of machine learning and deep learning
algorithms apart from Al algorithms [1-2]. As we know
cybersecurity combines information security and network
security, the annual number of data breaches is growing every
year. Loss of private information, malware attacks, use of smart
gadgets, growing number of internet population, and several
others are upcoming challenges for cryptography algorithms.

Vulnerabilities and attacks on ciphers, private keys, and
algorithms are increasing as we are considering “Security for
AI” and vise-versa [3-4]. New and unexpected attacks,
development of several frameworks and tools are going on as
we discuss various encryption algorithms. From the initial use
of symmetric algorithms like Data Encryption Standard (DES),
and their several weaknesses we tend to know that hackers are
exploiting the powerful algorithms (like SHA3, MD5, up to
CRYSTALS) today. The use of “secret key” in symmetric
algorithms (although asymmetric works a little better as
compared to symmetric) is no longer secret as attackers have
successfully compromised the key in both symmetric and
asymmetric algorithms.

The emergence of Al has revolutionized cybersecurity,
providing adaptive and dynamic encryption techniques to
combat swiftly changing cyber threats [1]. Al-driven
methodologies have enhanced encryption systems' resilience,
facilitating real-time identification of anomalies and threats that
conventional methods find challenging to spot [2]. The use of
Al, especially via machine learning (ML) and deep learning
(DL) algorithms, has markedly improved the efficacy of
encryption methods, rendering them more adept at managing the
increasing complexity and volume of contemporary data
environments.

Al is becoming more and more integrated into cybersecurity
and encryption as technology advances. Al is essential for
protecting Al systems from complex cyberattacks, in addition to
fortifying encryption procedures by streamlining key generation
and data security techniques [3]. In an increasingly linked and
insecure digital world, the synergy between Al and encryption
is essential because it allows more effective, scalable, and
proactive security measures, guaranteeing the security of both
data and Al systems [4].

This paper is structured as follows to explore the
comparative analysis of encryption algorithms and their
relevance in modern cybersecurity, particularly in the Al era.
Section Il provides a background study, outlining the historical
evolution and challenges of cryptographic algorithms, and
establishing the role of Al in enhancing these methods. Section
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1l examines the technical aspects of various encryption
algorithms, focusing on their contributions to safeguarding
sensitive data in complex systems. Section IV offers a
comparative analysis of symmetric encryption (SE) and
asymmetric encryption (AE), highlighting key differences in
terms of efficiency, security, and scalability. Section V discusses
the role of Al in transforming encryption practices, focusing on
how Al enhances real-time adaptability, tackles emerging
threats, and enables personalized encryption strategies. Section
VI focuses on the security challenges encryption faces in
modern society, particularly against emerging cyber threats.
Section VIl presents the discussion and conclusions,
summarizing the insights gained from the comparative analysis
and suggesting improvements for existing encryption
techniques. Lastly, Section VIII outlines the future scope of
research, discussing potential advancements in encryption
algorithms and their application in Al-driven cybersecurity
solutions.

Il. BACKGROUND STUDY

The foundation of contemporary encryption methodologies
is well-examined in the literature, providing critical insights into
their application in Al-driven contexts. Kapoor and Thakur [5]
offer a thorough comparative analysis of symmetric and
asymmetric key algorithms, underscoring the growing
importance of encryption in safeguarding digital information in
an increasingly networked environment. Their analysis
highlights the superiority of asymmetric encryption, which
employs two keys to enhance security through mathematical
complexity. For symmetric algorithms, they emphasize the
adaptability and efficiency of the Advanced Encryption
Standard (AES), particularly its resilience against common
attacks and its rapid execution speed. In contrast, the authors
identify Elliptic Curve Cryptography (ECC) as the most secure
asymmetric technique, noting its reliance on the algebraic
properties of elliptic curves and finite fields. This detailed
examination is a vital reference for algoTRIC, as it informs the
optimization of AES and ECC within its architecture for large-
scale, multi-agent systems. By focusing on trade-offs between
speed and security resilience, the paper addresses critical
challenges in mitigating emerging cyber threats.

Building on this foundation, Soomro et al. [6] conduct a
comprehensive analysis of both symmetric and asymmetric
cryptographic algorithms, focusing on their role in strengthening
cybersecurity across diverse contexts. Their work identifies key
cryptographic objectives—secrecy, integrity, authenticity, and
non-repudiation—as essential for secure communication and
data protection. They emphasize the speed and efficiency of
symmetric algorithms, such as AES, making them suitable for
high-throughput applications. Conversely, they highlight the
robustness of asymmetric algorithms, notably RSA, for contexts
requiring secure key management. This review contributes
significantly to algoTRIC by elucidating how cryptographic
strategies can be adapted to address the unique challenges of Al-
driven systems. By balancing performance, scalability, and
security resilience, this work helps frame the escalating need for
robust data protection in modern cybersecurity frameworks.

Furthering these insights, Ustun et al. [7] introduce a
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machine learning-based intrusion detection system designed to
address cybersecurity vulnerabilities in smart grids. Their
approach leverages IEC 61850 Sampled Value (SV) messages
to identify cyberattacks, particularly false data injection (FDI),
within ~ contemporary  power  system  communication
frameworks. By utilizing machine learning to distinguish
between normal operations and cyberattacks, their system
demonstrates high accuracy in identifying symmetrical and
asymmetrical faults as well as FDI attacks. These findings are
particularly relevant to algoTRIC’s efforts to incorporate
advanced intrusion detection algorithms in  Al-driven
environments. Specifically, their approach underscores the
importance of integrating encryption techniques, such as AES
and ECC, to secure communication streams while ensuring real-
time intrusion detection in complex, multi-agent systems.

Similarly, Arora [8] examines the critical role of
cryptographic methods in cybersecurity, emphasizing the
importance of encryption and decryption for protecting digital
data. The study underscores the efficiency of symmetric
encryption techniques, such as AES, for managing large-scale
data, alongside the superior security of asymmetric algorithms,
like RSA, for secure key management. By addressing the
fundamental principles of cryptography—confidentiality,
integrity, and authenticity—Arora provides essential guidance
for incorporating encryption into Al-driven systems. This
analysis highlights the trade-offs between the high performance
of symmetric encryption and the enhanced security of
asymmetric approaches, offering a roadmap for optimizing
encryption methods in Al systems that must balance
computational demands with robust data protection.

Finally, Henriques and Vernekar [9] focus on the integration
of symmetric and asymmetric cryptography to secure
communication in Internet of Things (1oT) networks. They
address the unique challenges posed by IoT systems, where
sensitive data transmitted between devices demands heightened
protection against cyberattacks. Their methodology combines
the speed and efficiency of symmetric encryption, exemplified
by AES, with the secure key management capabilities of
asymmetric cryptography, such as RSA. This dual approach
mitigates prevalent 1oT vulnerabilities, including insecure
network services and weak authentication mechanisms. Their
work is particularly relevant to algoTRIC, as it explores how
combining encryption algorithms can balance speed, scalability,
and security in complex, large-scale Al-driven systems.

I11. ENCRYPTION ALGORITHMS FOR CYBERSECURITY

Building on the foundational insights from prior studies on
the comparative strengths and applications of symmetric and
asymmetric encryption algorithms, the next section delves into
the practical implementation of these techniques within
contemporary cybersecurity solutions. Encryption techniques
and complex algorithms with respect to privacy preserving,
wireless sensor networks (WSN), and Al are rapidly used in
several system applications and solutions [10-11]. Applications
like healthcare monitoring, smart cities, advertising, logistics
with analysis of energy, overhead, speed are used for several Al-
powered business models. Financial transactions (may consist
of hash, public key, private key, and digital signature) today
require high level security using Secure Hashing Algorithms
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(SHA) and Message Digest (MD) algorithms used by distributed
ledgers and blockchain technology (Table I).

Compressed sampling on encrypted images with a combined
random Gaussian measurement matrix can also be used for Al
based image encryption [12]. To resist several kinds of
cyberattacks (primarily as primage attacks, collision attacks)
that can pass plaintext sensitivity tests for successful
communications. On the other hand, network security or
endpoint security (of or partial of cryptography and/or
cybersecurity), is fully achieved through data encryption using
artificial intelligence [13]. Improving encryption speed, wireless
sensors security, integrity of data proposed a proactive solution
with remarkable performance as compared to static encryption
methods.

Homomorphic encryption has arisen as a formidable method
to bolster data security in Al-driven applications, facilitating
computations on encrypted data without necessitating
decryption. This capacity is essential for preserving data privacy
in sensitive domains such as healthcare, banking, and smart city
infrastructures, where Al is extensively employed for decision-
making and data analysis. Homomorphic encryption
encompasses several varieties, including fully homomorphic
encryption (FHE), slightly homomorphic encryption (SWHE),
and substantially homomorphic encryption (PHE), each
presenting  distinct trade-offs regarding computational
complexity and efficiency [14]. Although Fully Homomorphic
Encryption (FHE) permits infinite operations on encrypted data,
its practical application is frequently constrained by substantial
computing expenses and reduced processing velocities.
Conversely, SWHE and PHE provide more efficient options by
facilitating a limited range of actions, rendering them more
appropriate for situations that emphasize performance while
maintaining data security. In Al-driven contexts, including these
encryption methods into machine learning models not only
protects data during training and inference but also mitigates
risks associated with emerging vulnerabilities such as data
leakage and unauthorized access. As Al progresses, enhancing
these encryption techniques will be essential for guaranteeing
strong and scalable cybersecurity solutions.

Furthermore, the  computational  complexity  of
cryptographic algorithms emerges as a central concern,
influencing not only the feasibility of deploying large-scale
encryption solutions but also the security posture of data
processing pipelines. Evaluations of complexity commonly
employ Big-O notation, time-to-encrypt metrics, key-size
scaling factors, and throughput measurements, all of which help
determine the practical utility of a given cryptographic method.
For symmetric encryption algorithms such as the Advanced
Encryption Standard (AES), computational efficiency often
proves to be one of their distinguishing strengths, as the
complexity scales linearly with data input size, resulting in O(n)
operations and predictable performance outcomes even as
datasets grow larger. In contrast, asymmetric algorithms like
RSA exhibit more pronounced complexity, commonly
represented as O(n3) or higher when operations on large integers
are involved, reflecting the significant computational overhead
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associated with public-key cryptography.

Moreover, the integration of Al-based threat detection and
encryption acceleration further complicates these estimates, as
machine  learning  heuristics and  hardware-assisted
optimizations can alter the baseline complexity by dynamically
adjusting key distribution strategies, refining block-cipher
rounds, or adopting hybrid encryption approaches. Evaluating
complexity also demands close attention to scalability
parameters in distributed environments, since multi-agent
systems often require concurrent encryption-decryption
operations across decentralized nodes, thereby magnifying the
importance of parallelizable algorithms. Within this context,
assessing complexity involves quantifying performance
differentials over heterogeneous architectures, analyzing latency
contributions from memory access patterns and cache line
misses, and simulating the behavior of algorithms under diverse
workload distributions.

As such, the integration of Al approaches with conventional
encryption algorithms such as AES has demonstrated
effectiveness in augmenting data security, especially in volatile
threat landscapes. Recent research indicates that the integration
of machine learning models, such as k-Nearest Neighbors (k-
NN), with AES encryption markedly enhances the identification
and mitigation of anomalies, facilitating real-time responses to
new cyber threats. The k-NN's pattern recognition capabilities
enhance the encryption process, adapting to emerging attack
vectors and bolstering AES's resilience against advanced attacks
[15]. This method enhances secure data transmission and
bolsters the integrity of secret data storage. With the increasing
volume and complexity of data in Al-driven systems, integrating
machine learning with encryption methods such as AES is
crucial for adopting a proactive approach to cybersecurity.

Chaotic algorithms have arisen as an effective solution for
image encryption in Al-driven networking systems, owing to its
intrinsic characteristics such as sensitive dependence on
beginning conditions, topological mixing, and long-term
unpredictability [16]. These qualities are utilized to generate
intricate encryption patterns, where even minor alterations in the
original settings result in completely distinct encrypted outputs,
hence substantially improving data security. Recent
implementations indicate that chaotic algorithms, along with
sophisticated encryption techniques, can provide non-linear
transformations that effectively rearrange and disperse pixel
positions, rendering the image data into a highly randomized
state. This method guarantees that the encryption process
emulates a dynamical system, rendering the reversal of the
process without precise system parameters computationally
impractical [16]. Through the application of repeated chaotic
functions, these encryption methodologies guarantee elevated
entropy in the encrypted data, so successfully countering brute-
force assaults and enhancing resilience against cryptographic
scrutiny. In Al-driven environments, where data security is
imperative against advanced threats, the amalgamation of
chaotic systems with encryption enhances the security
framework while preserving computational performance by
reducing processing overhead.
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TABLE I. INTUITIONS (UP TO THREE) OF SOME COMMON ADVANCED ENCRYPTION ALGORITHMS FOR SECURITY AND CRYPTOGRAPHY IN THE ARTIFICIAL
INTELLIGENCE (Al)-DRIVEN SOCIETY
Ref Encryption Type Intuition | Intuition 11 Intuition 111
Enables Privacy-preserving . . - Optimizes computational
. . computations on encrypted Mitigates risks from collision, -
[10] Partial Homomorphic - - overhead for Al-integrated
blockchain data preimage, and wallet attacks - .
blockchain environments
Al-Driven Data Solutions Adapts'encryptlon parameters Integra'\tes anomaly detectl_on to Optimizes computatl_onal and
[11] dynamically based on real-time proactively adjust encryption energy resources while
network conditions settings against threats maintaining high security levels
Utilizes hyperchaotic sequences for Enhances resistance against Achieves high randomness and
[12] Al Image robust pixel scrambling and differential and brute-force compression efficiency with
diffusion attacks compressed sensing
. Adapts encryption parameters Leverages LSTM networks to Employs Isolation Forests to
Innovative Data for ; - . - ; .
[13) dynamically using Al for real-time optimize encryption based on enhance anomaly detection and
WSANS : : T
threat response sequential data analysis network resilience
Enables privacy-preserving Mitigates data exposure risks in Supports collaborative Al tasks
[14] Al-based Homomorphic computations on encrypted data untrusted environments like cloud | with multi-key encryption across
without decryption computing multiple parties
. R . Utilizes Al-driven k-NN for real- | Enhances encryption efficiency
Combines AES’s robust encryption - e o
[15] Al and AES with Al for adative threat detection time anomaly analysis in through Al-optimized parameter
P encrypted data selection
Leverages chaotic mapping for high | Enhances image confidentiality Mitigates brute-force attacks via
[16] Image Transmission sensitivity and complex key through pixel-level scrambling topological chaos and statistical
generation and diffusion uniformity

IV. COMPARISONS OF ALGORITHMS W.R.T. SE AND AE

As encryption techniques continue to evolve, their
applications in various domains underscore the need for a
nuanced understanding of their operational strengths and
limitations. The exploration of how these algorithms integrate
into modern cybersecurity frameworks provides a foundation for
deeper analysis. Thus, a focused comparison follows between
symmetric encryption (SE) and asymmetric encryption (AE)
will elucidate the key distinctions that influence their use. By
examining differences in key management, scalability,
performance, and reliability, this analysis aims to identify the
most suitable encryption methods for specific applications and
highlight the critical trade-offs involved in their deployment
within contemporary cryptographic systems.

To evaluate the cryptographic algorithms, it is significant to
contrast symmetric encryption algorithms with asymmetric
encryption algorithms as modern cryptography is designed
based on symmetric and asymmetric encryption which are two
fundamental categories of encryption algorithms (Table II). The
main purposes of both types of encryption are the same, that is
to safeguard the data security and integrity over the diverse
applications. Although their purposes are the same, they have
significant differences based on the way of managing encryption
keys, evaluating performance and functionality requirements.
To identify the most effective encryption method for a particular
scenario, it is essential to distinguish the strength, weakness,
functionalities and other features of both types of encryption
methaods. This section of the paper distinguishes the fundamental
types of encryption algorithm based on key management,
scalability, swiftness and reliability.

One of the main differences of symmetric and asymmetric
encryption is the number of keys used in the encryption process.
There are two types of keys used in encryption and decryption
processes which are known as public key and private key. In a
symmetric algorithm, a private key is used alone to encrypt and
decrypt data [17]. On the other hand, an asymmetric algorithm
uses both the public key and private key where the public key is
used to encrypt data and private key is used to decrypt data.
Public key encryption is designed based on intensive
computational mathematical functions; therefore, asymmetric
algorithms are not very suitable or efficient for minor devices.

The second important term of differences between
symmetric and asymmetric encryption is reliability. The
encryption process of the symmetric method is simpler than the
asymmetric method, however, in symmetric method both the
sender and receiver share the common private key to encrypt and
decrypt data which is a major concern about data security as
eavesdropping can be conducted by attacker anytime in the
channel of data exchange. Alternatively, in asymmetric
encryption, the public key is used to encrypt the data while the
private key is used to decrypt the data [18]. As the private key is
secret and only the receiver knows the private key, it becomes
very difficult for the attacker to decrypt the original data. As a
result, asymmetric encryption is considered more reliable in
comparison to symmetric encryption in case of data exchange.

Swiftness of encryption and decryption is also a very
powerful component that can be considered to differentiate
symmetric and asymmetric encryption. Al-Shabi, in his paper,
conducted an analysis to compare the performance for
identifying the strengths and weaknesses of different types of
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symmetric and asymmetric encryption based on various factors
such as battery consumption, block size, structure, time
consumption and types of attacks. His result shows that based
on real-time encryption, a symmetric algorithm is much faster
than asymmetric encryption [18]. Similar kind of study was
conducted by Panda in 2010. Her paper indicates that a
symmetric algorithm is almost 1000 times faster than an
asymmetric algorithm as an asymmetric algorithm needs more
powerful computational resources. To compare different types
of algorithm, 3 types of file such as text, image and binary were
used in her analysis where the performance factors were decided
considering Encryption Time, Decryption Time and
Throughout. The result of her study found better performance
from the AES algorithm, a subcategory of symmetric
encryption, in comparison to other encryption algorithms based
on Encryption Time, Decryption Time and Throughout [19].

Use of blocks is also a considerable component that can be
used to distinguish between symmetric and asymmetric
algorithms. There are mainly two important components
considered in symmetric encryption known as block cipher and
stream cipher, which are significantly crucial for confidentiality
of data and integrity of cryptography [21]. AES, a subcategory
of symmetric encryption, is operated on plaintext where the size
of the block is 128 bits. This block cipher can also utilize
different key lengths such as 128 bits, 192 bits or 256 bits of
cipher secret [20]. On the other hand, asymmetric encryption

TABLE II.
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does not require block size to encrypt data, rather this method
leverages the idea of chunk data processing that is correspondent
to the key size.

In the field of Al-driven cybersecurity, selecting between
symmetric encryption (SE) and asymmetric encryption (AE)
involves a thorough evaluation of performance, scalability, and
security requirements. SE algorithms, such as AES, excel in
real-time Al applications due to their high-speed encryption and
low computational demands, which highlights as essential for
Al tasks requiring rapid data processing [19]. However, AE
algorithms like RSA provide enhanced security by leveraging
public-private key pairs, a feature that underscores as crucial for
maintaining confidentiality in sensitive data exchanges [18].
While SE is ideal for resource-constrained Al environments,
such as IoT, due to its lower energy consumption, AE’s
computational intensity makes it better suited for secure initial
key exchanges in distributed Al systems [20]. This difference in
resource demands directly impacts scalability; SE supports
continuous, high-throughput data streams often required in Al
workflows, while AE’s structure enables secure data sharing
across complex, multi-agent networks through recent advances
in secure communication protocols [21]. Effective cybersecurity
in Al ultimately requires balancing SE’s efficiency and AE’s
strong data protection, particularly in applications where threats
to data integrity and confidentiality are significant [17].

COMPARISON OF SYMMETRIC ENCRYPTION AND ASYMMETRIC ENCRYPTION IN Al-DRIVEN CYBERSECURITY

Aspect Symmetric Encryption (SE)

Asymmetric Encryption (AE) Ref.

Integration with Al rapid encryption for high data volumes in Al

workflows.

SE algorithms like AES and Blowfish are efficient
for real-time Al-driven data processing, supporting

AE algorithms such as RSA and ECC are suitable for
securely establishing initial connections in Al [19]
systems, though slower for real-time processing.

Data Throughput
data flows in Al-based IoT).

High throughput makes SE ideal for handling large
data in Al tasks (e.g., image processing or continuous

Lower throughput is better for secure, one-time
exchanges rather than sustained high-speed Al- [21]
driven processing.

Resource Optimization
like mobile Al/loT.

Low computational demands allow SE to support Al
applications in resource-constrained environments,

Higher resource needs make AE less suitable for
low-power Al applications, though ideal for secure [20]
initial setup in complex Al networks.

Real-Time Efficiency real-time Al functions like anomaly detection in

SE provides rapid encryption/decryption, enhancing

Slower speed limits AE in real-time Al scenarios;
however, it provides robust security for secure data [18]
onboarding in Al systems.

data environments.

cybersecurity.
Scalability in Al SE sc_ales W_eII within h_|gh—speed Al environments,
Systems enabling quick encryption across multi-agent or large

AE scales better for secure Al communications in
distributed or cloud-based systems, especially for [21]
sensitive exchanges.

Battery and Power Use | loT cybersecurity applications, allowing efficient

continuous data encryption.

Low power consumption suits Al-based mobile or

Higher power demand limits AE’s suitability for
battery-dependent Al devices, though it's viable for [20]
centralized secure key exchanges.

SE algorithms are faster but require secure key

AE’s public-private key pair provides greater
security in Al-based networks with high

responses.

Security Strength managem_ent in Al-driven environments to prevent confidentiality needs, particularly when securing data [18]
compromise.
exchanges.
Simpler structures in SE make it easier to embed into | AE’s complexity is suitable for initial secure
Complexity Al cybersecurity models needing rapid, low-latency connections but can slow down ongoing high-volume | [19]

Al data processing.

Frequently applied in Al-driven real-time
applications like intrusion detection, anomaly
detection, and real-time threat monitoring.

Use in Al Applications

Used to establish secure connections for sensitive Al
operations, such as secure federated learning or [17]
distributed Al models.
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V. ALGORITHMS IN THE Al ERA

The comparative analysis of symmetric and asymmetric
encryption algorithms reveals critical insights into their
respective strengths and limitations, offering a clear framework
for selecting appropriate methods based on specific
requirements. However, as the cybersecurity landscape
continues to evolve, traditional encryption approaches must
adapt to emerging challenges. The next section explores how Al
is evolving encryption by introducing adaptive and dynamic
capabilities. Through the integration of ML and DL models,
encryption techniques are becoming more resilient, enabling
real-time detection of threats and enhancement of key
generation processes.

Al is increasingly integrated into encryption techniques,
offering adaptive and dynamic solutions to address evolving
cybersecurity threats. ML models play a pivotal role by
analyzing large datasets to detect anomalies, making encryption
protocols more resilient to cyberattacks [22] (Fig. 1). In recent
years, there has been a surge in the application of deep learning
to enhance cryptographic algorithms, particularly through
convolutional neural networks (CNNs). These models help to
create more robust key generation processes, as demonstrated in
recent studies where CNNs were applied to Advanced
Encryption Standard (AES) algorithms to improve encryption
performance and security resilience [23]. Such Al-driven
encryption systems are capable of continuously evolving,
adapting to new security challenges, and countering
sophisticated hacking attempts in real-time [24].

In addition to improving encryption processes, Al also aids
in the proactive detection and mitigation of cyber threats. As
Rangaraju [25] notes, through leveraging ML models,
particularly deep learning algorithms, cybersecurity systems can
predict potential vulnerabilities and strengthen encryption
methods. These techniques not only enhance the overall security
infrastructure but also allow for the development of intelligent,
self-updating systems that can respond to newly emerging cyber
threats. The real-time adaptability of Al in encryption is crucial,
especially as traditional cryptography methods, such as RSA,
become increasingly vulnerable to advanced cyberattacks [26].
This integration of Al into cryptography sets the stage for more
secure communication and data protection in the Al era [27].

With the newly found ability to detect and mitigate
cybersecurity threats, Al assists in offering advanced solutions
that traditional encryption methods struggle to match. These
solutions include CNNSs, as noted, but also long short-term
memory (LSTM), Al-driven systems that can analyze vast
amounts of data in real-time, identifying patterns that signal
potential threats. These Al-enhanced systems use data profiling
techniques to categorize security events, enabling more accurate
discrimination between legitimate threats and false positives
[28]. For example, a study employing Al-based security
information and event management (SIEM) demonstrated
improved accuracy in detecting network intrusions by
combining event profiling with various neural networks,
outperforming traditional machine learning approaches [29]
[30]. The ability to adapt to complex and evolving attack
patterns makes these new technologies an essential tool for
modern cybersecurity.
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Such capacity to adapt and learn from emerging threats is
critical as cybercriminals continuously develop more
sophisticated attack methods. Deep learning models, especially
when applied to real-time cybersecurity monitoring, can detect
anomalies much faster than traditional methods, providing
organizations with the agility to respond to cyberattacks
proactively [31]. Recent advancements in deep learning-based
intrusion detection systems (IDS) have shown promising results
in identifying zero-day attacks, reducing detection time, and
improving overall system security [32]. This proactive approach
allows for not only quicker detection but also the anticipation of
future attacks, helping organizations stay one step ahead of
cybercriminals.

On the other hand, although integrating Al into encryption
processes provides significant advancements and benefits, there
are also numerous challenges and ethical concerns. One of the
primary issues is the risk of over-reliance on Al-based systems,
which could lead to complacency in monitoring and updating
security protocols [33]. The dynamic nature of these tools can
make encryption systems highly efficient, but this reliance also
increases the risk that undetected vulnerabilities could be
exploited by adversaries using Al for malicious purposes [34].
Furthermore, as Al-driven encryption systems become more
widespread, the sheer volume of data processed raises concerns
about privacy violations. Al models often require vast amounts
of personal or sensitive information to function optimally, which
can lead to unintended privacy breaches if not managed properly
[35].

Another ethical concern involves the dual-use nature of Al
technologies in encryption. While Al enhances security, it also
opens avenues for adversaries to exploit Al systems to breach
encrypted communications. Al-based algorithms could
potentially be reverse-engineered or manipulated to bypass
security protocols, creating a new type of cyber threat [36]. The
sophistication of Al tools allows attackers to uncover hidden
patterns or weaknesses in encryption systems, potentially
leading to large-scale data breaches. This highlights the need for
comprehensive governance frameworks that address not only
the technical challenges but also the ethical risks associated with
deploying Al in encryption and cybersecurity [37].

Looking ahead, ever-advancing Al tools are expected to play
an increasingly central role in the future of encryption, evolving
alongside the cyber threat landscape. The adaptability of Al to
real-time data allows for personalized encryption solutions
tailored to the behaviors and preferences of individuals, making
it more difficult for cybercriminals to execute successful attacks
[38]. Through learning from patterns in network traffic and user
behavior, Al can continuously optimize encryption protocols,
ensuring that they remain effective against emerging threats
[39]. This ability to adapt to new challenges positions the
technology as a vital tool in maintaining robust cybersecurity
defenses in the coming years.

Moreover, integration into encryption technologies opens
possibilities for more seamless and efficient security solutions.
The use of Al to automate encryption processes could lead to
faster, real-time encryption adjustments without human
intervention. This is particularly valuable in dynamic
environments, such as the Internet of Things (IoT), where
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devices continuously communicate and exchange data [40]. The
ability to monitor and respond to security threats in real-time
ensures that encryption methods are always up to date, thus
reducing the risk of breaches [41]. However, these
advancements must be balanced with considerations for ethical
use and the prevention of potential misuse of Al in malicious
hacking activities.

Encryption Techniques Enhanced by Al
+ Symmetric Encryption (AES)
+ Asymmetric Encryption (RSA)
« Al's capability to modify and optimize
encryption algorithms in real-time based
on the changing cybersecurity
landscape (CNN, LSTM)
Dynamic Encryption Strategies l Al-Driven Cyberattack
Detection and Mitigation
” ” + Machine Learnin
Al in Cybersecurity Models (CNNs, LSTMs)
« Real-time Intrusion
Detection Systems (IDS)
« SIEM and Real-time
Risks and Ethical Concerns Evolution of Encryption Methods Profiling
Ethical and Security Challenges Future of Al in Encryption
« Real-time Adaptability (Dynamic Key Rotation)
« Privacy Concems (Data Leakage)
+ Over-reliance on Al (Human Oversight Failure) * Emerging T"'éa!s (Quantum Computing Attacks)
« Dual-use Dilemma (Exploitation) % DA YPUH

Fig. 1.  Al-driven enhancements in encryption (including symmetric and
asymmetric) and cybersecurity.

In the era of rapid technological progress, artificial
intelligence has emerged as a revolutionary influence across
several domains, including cybersecurity. As Al systems
advance, the algorithms utilized for data protection as well as
encryption must adapt to the intricacies of contemporary threats.
The convergence of Al and encryption offers prospects for
bolstering cybersecurity resilience via real-time monitoring,
adaptive response strategies, and intelligent automation.

A. Artificial Intelligence-Enhanced Encryption for Improved
Cybersecurity

As Al increasingly integrates with encryption, its
transformative impact on cybersecurity becomes evident. The
prior discussion outlined the potential of Al-driven
methodologies in enhancing traditional encryption systems,
offering adaptive and dynamic capabilities. This section delves
deeper into the specific mechanisms by which Al enhances both
symmetric and asymmetric encryption techniques, focusing on
how Al-driven solutions address emerging cybersecurity threats
through improved key generation, anomaly detection, and real-
time responsiveness.

Conventional encryption techniques, such as the Advanced
Encryption Standard (AES) in symmetric encryption and RSA
in asymmetric encryption, have been significantly augmented by
Al to boost their security and efficiency. Al's capacity to analyze
vast datasets, identify trends, and adapt to evolving threats
positions it as an ideal collaborator for cryptographic systems.

In symmetric encryption, Al-driven optimization strategies
dynamically create, and update AES encryption keys based on
real-time threat assessments. Machine learning (ML) algorithms
now anticipate vulnerabilities and pre-empt brute-force attacks
by identifying anomalous patterns across encrypted data. This
dynamic methodology transforms AES into a more adaptable
and resilient system, capable of addressing diverse threats
without compromising operational speed [32].
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For asymmetric encryption, RSA benefits from Al's ability
to refine the key generation process. Genetic algorithms, a
subset of Al methodologies, enhance the selection of prime
numbers, ensuring that encryption keys are robust and less
vulnerable to attacks [23]. These advancements reduce
computational demands for both encryption and decryption
processes while maintaining high levels of security, particularly
in environments requiring secure communications.

Deep learning methodologies further expand the potential of
Al-enhanced encryption. Techniques such as convolutional
neural networks (CNNs) and recurrent neural networks (RNNs)
are now integrated into cryptographic frameworks to monitor
encrypted communications in real-time. These algorithms detect
irregularities in data streams, identify potential breaches, and
enable pre-emptive responses to system intrusions [33]. By
adding this layer of real-time detection, Al provides an
additional safeguard that static encryption technologies cannot
match.

Moreover, the incorporation of Al into cryptographic
processes enhances both efficiency and effectiveness. For
instance, CNNs within AES key generation operations not only
improve security but also lower computational costs [28]. In
resource-limited environments such as the Internet of Things
(loT), asymmetric cryptographic methods like RSA leverage
Al-driven approaches to optimize encryption and decryption
processes, ensuring  secure  communication  without
overburdening system resources [29].

B. Homomorphic Encryption and Privacy-Enhancing
Artificial Intelligence Methodologies

The integration of Al into conventional encryption
techniques highlights its transformative potential to enhance
security, efficiency, and adaptability. While these advancements
address many existing challenges, the need for encryption
methods that maintain data confidentiality during processing is
paramount, particularly in fields requiring large-scale data
analysis. As such, one of the most exciting advancements in Al-
driven encryption involves the progression of homomorphic
encryption. Homomorphic encryption enables calculations upon
encrypted data without necessitating decryption, so
safeguarding sensitive information during processing. This is
especially beneficial in Al applications requiring the analysis of
large data sets, such as in finance, healthcare as well as cloud
computing. Also, Al is significantly enhancing the efficiency
and scalability of homomorphic encryption techniques.
Utilizing Al methodologies might enhance the efficacy of
homomorphic encryption by reducing the noise typically
accumulated during calculations, hence making these
techniques more appropriate for practical use [35].

This advancement is particularly significant for privacy-
preserving Al applications, in which sensitive data, such as
health-related records and financial information, must be
safeguarded throughout the analytical process [22].
Homomorphic encryption, in conjunction with Al, allows
businesses to cooperate upon encrypted data without disclosing
the underlying knowledge. This privacy-preserving
methodology has considerable ramifications for sectors such as
healthcare, where patient information may be safely exchanged
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and evaluated across institutions without jeopardizing privacy or
regulatory adherence [39].

Moreover, Al-based methodologies have begun to influence
the design, evaluation, and implementation of encryption
algorithms, offering novel avenues for both enhancing and
challenging traditional security paradigms. Such approaches
incorporate machine learning-based techniques to identify
patterns in cipher operations, anticipate potential vulnerabilities,
and recommend key management strategies tailored to diverse
computational contexts. By employing deep learning models
trained on large-scale encryption datasets, researchers can detect
subtle correlations in encrypted traffic and refine key scheduling
protocols, leading to more resilient cryptographic schemes. In
addition to bolstering algorithmic integrity, Al-driven
methodologies assist in automating threat detection, as real-time
analytics enable dynamic adjustments to key sizes, modes of
operation, and encryption parameters based on evolving
adversarial tactics. The infusion of Al elements further
empowers hybrid encryption approaches where neural networks
guide the selection between symmetric and asymmetric

algorithms, optimizing both security and computational
efficiency.
Lastly, reinforcement learning agents can adaptively

determine when to apply advanced cryptographic primitives,
such as fully homomorphic encryption, by weighing
computational overhead against security gains. Beyond
defensive capabilities, Al-based methodologies facilitate the
detection and prevention of side-channel attacks, since carefully
tuned machine learning classifiers recognize subtle anomalies in
power consumption or electromagnetic emissions. Although
these techniques hold immense promise, they also raise new
ethical and regulatory questions regarding data privacy,
algorithmic  transparency, and model interpretability,
necessitating continuous oversight and methodological rigor in
future Al-cryptography research.

C. Blockchain and Artificial Intelligence: A Collaborative
Strategy for Security

As homomorphic encryption exemplifies the potential of Al-
driven methodologies for securing sensitive data during
processing, the integration of Al with blockchain technology
offers a complementary avenue for advancing cybersecurity.
Blockchain, known for its decentralized and secure architecture,
has emerged as a critical tool for safeguarding digital
transactions across industries such as finance, healthcare, and
supply chain management. However, the growing complexity of
blockchain applications demands greater efficiency, scalability,
and resilience. AI’s integration with blockchain not only
addresses these challenges but also enhances the foundational
security and operational efficiency of blockchain networks.

Blockchain’s inherent security lies in its decentralized
structure, which distributes data across multiple nodes to prevent
tampering and ensure transparency. When combined with Al,
this architecture is further fortified by novel cryptographic
techniques such as Al-driven homomorphic encryption. These
advanced methods secure data transmission across blockchain
networks, even as the volume and complexity of transactions
increase. The incorporation of Al enhances blockchain’s ability
to handle sophisticated encryption requirements, making it a
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more robust framework for industries that rely on secure, high-
throughput digital transactions.

Al also revolutionizes blockchain’s consensus mechanisms,
which are essential for verifying transactions and maintaining
data integrity. Traditional methods like proof-of-work (PoW)
and proof-of-stake (PoS) are often criticized for their high
energy consumption and computational inefficiencies. Al-
augmented consensus algorithms address these limitations by
streamlining the validation process, significantly increasing
transaction speed while reducing energy demands [40]. This
optimization makes blockchain networks more sustainable and
scalable, enabling their adoption in diverse and resource-
intensive applications without compromising security.

Beyond efficiency, Al contributes to blockchain’s real-time
security capabilities by identifying and mitigating threats as they
arise. Machine learning and anomaly detection algorithms
enable blockchain networks to detect irregular transaction
patterns, prevent unauthorized access, and counter distributed
denial-of-service (DDoS) attacks. These proactive measures
ensure that blockchain remains a reliable and resilient platform
for secure digital transactions [37]. The fusion of AI’s adaptive
intelligence with blockchain’s decentralized infrastructure not
only addresses existing challenges but also sets new benchmarks
for trust, scalability, and security in an evolving digital
ecosystem.

D. Artificial Intelligence and Quantum-Resistant

Cryptography

The integration of Al with blockchain technologies
demonstrates its potential to address contemporary
cybersecurity challenges, but the emergence of quantum
computing introduces a new frontier of threats. Quantum
computers, with their unparalleled ability to solve complex
mathematical problems, threaten to undermine traditional
cryptographic methods such as RSA and elliptic curve
cryptography (ECC). As this technological shift looms, Al is
playing a pivotal role in developing quantum-resistant
cryptographic methods to ensure the continued security of
digital communications.

One of the most promising approaches to quantum-resistant
cryptography involves lattice-based algorithms, which rely on
the computational difficulty of solving lattice problems—a
complexity that remains formidable even for quantum
computers. Al methodologies enhance the development and
evaluation of these post-quantum cryptographic algorithms by
identifying potential weaknesses and optimizing their
implementation in practical systems [30]. By leveraging Al-
driven simulations and predictive modelling, researchers can
refine lattice-based encryption techniques to ensure their
resilience against both theoretical and practical quantum attacks.

In addition to fortifying cryptographic algorithms, Al also
contributes to preparing for the broader implications of quantum
computing. Through the simulation of quantum assaults, Al
enables the rigorous testing of existing encryption methods
under quantum conditions. This proactive approach not only
helps to identify vulnerabilities but also informs the creation of
robust cryptographic standards designed to safeguard sensitive
information in the quantum age [27]. Moreover, Al models are
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used to predict the pace and direction of quantum computing
advancements, enabling the development of encryption methods
that stay ahead of potential threats [26]. The synergy between
Al and quantum-resistant cryptography exemplifies the
forward-thinking strategies required to navigate this impending
technological shift. As quantum computing capabilities grow,
the collaboration of Al and cryptography will be instrumental in
ensuring that encryption techniques evolve to meet new
challenges.

E. Ethical Implications in Al-Enhanced Cryptography

As advancements in Al-driven encryption and quantum-
resistant cryptography push the boundaries of cybersecurity,
they also introduce complex ethical considerations. The
deployment of such powerful technologies raises critical
questions about transparency, accountability, and equitable
access, necessitating a careful examination of the broader
societal implications of Al-enhanced cryptography. The
incorporation of Al within encryption systems presents
significant ethical dilemmas. As Al algorithms increase in
complexity, the need for openness and accountability in their
decision-making processes, especially in encryption and
cybersecurity, is intensifying. It is essential to design Al-driven
cryptography systems with ethical concerns to foster confidence
and avoid abuse.

A primary worry is the dual-use characteristic of Al
technology. Although Al may improve encryption as well as
cybersecurity, it may also be utilized by nefarious individuals to
develop more advanced assaults or to avoid detection.
Developing Al-driven encryption systems with strong ethical
standards is crucial to avoid their misuse for bad reasons [36].
Furthermore, as Al along with encryption technologies
proliferate, it is essential to guarantee their accessibility and
equity. It includes tackling the digital divide including
guaranteeing that modern encryption technologies are accessible
to all societal sectors, not just to those with the means to use
them [24].

To get farther into the Al age, encryption algorithms must
advance to match the increasing sophistication of cyber threats.
Artificial intelligence is significantly transforming both
asymmetric and symmetrical encryption systems, which renders
them more adaptable, effective, and safe. The integration of Al
in key generation and real-time threat detection is transforming
cybersecurity methodologies. Nonetheless, the prospect of Al-
driven cryptography has concerns as well. It is essential for these
systems to be morally robust, transparent, and resilient against
new dangers, including those from quantum computing, to
ensure their success. Advancing and perfecting Al-driven
encryption methods will enable the establishment of an
increased secure digital future which safeguards sensitive
information while promoting innovation.

VI. ALGORITHM SECURITY IN MODERN SOCIETY

Encryption algorithms are essential tools in maintaining the
confidentiality and integrity of digital communications in
modern society (Fig. 2). With the increasing reliance on digital
platforms for both personal and professional interactions,
ensuring secure communication has become a priority [42].
Algorithms such as the AES and RSA are widely adopted to
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protect sensitive data, including emails, financial transactions,
and other online communications. AES, a symmetric key
algorithm, is favored for its speed and efficiency in encrypting
large volumes of data, making it suitable for applications where
rapid data processing is critical [43]. In contrast, RSA, an
asymmetric key algorithm, is often used for secure key
exchanges and digital signatures due to its robust security
features, although it operates at a slower speed [44]. Together,
these algorithms form the foundation of secure digital
communications, providing the first line of defense against
unauthorized access and cyberattacks.

As society becomes more dependent on digital
communication, the application of encryption algorithms
continues to expand. For instance, hybrid encryption schemes
that combine the strengths of both AES and RSA are becoming
more popular. These hybrid systems leverage the efficiency of
AES in data encryption and the strength of RSA in secure key
management, ensuring that both the data and the encryption keys
are protected during transmission [45]. Such combined
approaches offer enhanced security, particularly in
environments where large volumes of sensitive information are
frequently exchanged, such as in e-commerce or financial
institutions [46]. As encryption technologies evolve, they
continue to play a vital role in safeguarding digital
communication, adapting to new threats and ensuring that
sensitive information remains confidential and secure [47].
Thus, actionable risk assessment methodologies are particularly
valuable for organizations that rely heavily on algorithms for
their security, as they provide a clear framework to assess
vulnerabilities, adapt to evolving threats, and reduce reliance on
external vendors [48].

Yet, as noted, the rapid adoption of 10T devices and cloud
computing has created new vulnerabilities in cybersecurity
systems, particularly due to the limited computing capabilities
of many loT devices [34]. Many of these devices rely on
lightweight encryption algorithms, such as the Data Encryption
Standard (DES) or AES, which are efficient but may be more
susceptible to attacks due to their reduced complexity [49].
Additionally, 10T devices often lack regular security updates,
making them easy targets for cybercriminals. Cloud computing
environments further complicate the situation, as data in transit
and at rest in the cloud are vulnerable to interception, especially
during migration between different cloud platforms [49]. This
growing complexity necessitates the development of more
robust encryption techniques tailored to the needs of both loT
and cloud environments [51].

Furthermore, the rise of supply chain attacks, where third-
party software or hardware components are compromised,
presents another significant challenge. As Hammi Zeadally and
Nebhen (2023) point out, since many organizations rely on
cloud services that integrate multiple external vendors, ensuring
the security of every component is increasingly difficult [52]. In
such environments, traditional encryption methods may not
provide sufficient protection against sophisticated attacks.
Emerging encryption models, such as lattice-based
cryptography and hybrid encryption schemes, have been
proposed as solutions to strengthen security, especially in
resource-constrained 10T devices and cloud platforms [53]. As
10T and cloud ecosystems continue to expand, the demand for
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an advanced encryption methods that can effectively address
these new vulnerabilities [50] will only increase [54]. Also, the
escalating sophistication of cryptojacking and ransomware
highlights the importance of robust encryption algorithms to
safeguard against unauthorized access and financial disruptions
who are using blockchain technology for their security [55].
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Fig. 2.  Encryption algorithms (symmetric, asymmetric, and hybrid) securing
digital communications.

While these tools can enhance encryption and cybersecurity,
it also introduces new vulnerabilities, particularly through
adversarial Al attacks. These attacks exploit the weaknesses in
Al models by introducing adversarial inputs, causing the system
to make incorrect decisions. In the context of encryption,
adversaries can manipulate these models designed to detect
anomalies in encrypted communications or tamper with ML
algorithms that generate encryption keys [56]. For example,
recent studies have shown that adversarial ML techniques can
be used to bypass Al-driven encryption models by generating
synthetic data that mimics normal traffic patterns, thereby
fooling detection systems [57].

Moreover, adversarial attacks can target not just encryption
algorithms but the entire Al-based cybersecurity framework.
These attacks can render Al-based defenses ineffective by
exploiting weaknesses in neural networks used for real-time
threat detection [58]. For instance, Generative Adversarial
Networks (GANSs) have been employed to create realistic attack
scenarios that deceive Al systems, making it harder for
traditional encryption methods to safeguard data [59]. The
increasing sophistication of adversarial Al raises the stakes for
maintaining secure systems, requiring not only advancements in
encryption but also in Al model robustness [60]. As these threats
evolve, the integration of more secure Al models into encryption
protocols will be vital for protecting sensitive information in the
digital age.

Moreover, the widespread use of encryption technologies in
sectors such as finance, healthcare, and national security brings
with it significant ethical and legal challenges. Governments and
regulatory bodies face the difficult task of balancing individual
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privacy rights with the need for surveillance to prevent criminal
activities [61]. Encryption ensures that sensitive data remains
confidential, but it also makes it harder for law enforcement
agencies to access potentially crucial information [63]. As a
result, there has been ongoing debate about the implementation
of encryption backdoors, which would allow authorized entities
to decrypt data under specific circumstances. However, these
backdoors present a serious ethical dilemma, as they could be
exploited by malicious actors if not properly secured [63]. As
encryption continues to play a critical role in modern society, it
will be essential for policymakers to develop clear, globally
consistent frameworks that address both the ethical and legal
challenges posed by these technologies [37]. In addition to the
ethical concerns, encryption technologies also raise legal
questions regarding jurisdiction and data ownership. As data
crosses international borders, determining which country’s laws
apply to encrypted information becomes increasingly
complicated [64]. For instance, different nations have varying
regulations regarding data privacy and encryption standards,
which can lead to conflicts when encrypted data is stored in one
country but accessed or processed in another [65].

As encryption continues to play a critical role in modern
society, it will be essential for policymakers to develop clear,
globally consistent frameworks that address both the ethical and
legal challenges posed by these technologies [37]. In addition to
the ethical concerns, encryption technologies also raise legal
questions regarding jurisdiction and data ownership. As data
crosses international borders, determining which country’s laws
apply to encrypted information becomes increasingly
complicated [62]. For instance, different nations have varying
regulations regarding data privacy and encryption standards,
which can lead to conflicts when encrypted data is stored in one
country but accessed or processed in another [63].

V1. DISCUSSION AND LIMITATIONS

The integration of Al with encryption signifies a pivotal
change in cybersecurity, offering both prospects and complex
obstacles. The significance of Al in encryption has led to
significant progress constantly in real-time threat detection as
well as flexible security mechanisms, which are more vital in the
contemporary linked and susceptible digital environment. This
capacity allows encryption systems to promptly address
abnormalities and emerging attack patterns, hence providing
resilience unattainable by conventional static encryption
approaches. Nonetheless, this progress entails an increasing
dependence on machine learning as well as deep learning
models, that, whilst augmenting encryption capabilities, can
present weaknesses like adversarial assaults. These assaults
target vulnerabilities in Al models using misleading inputs,
compromising the precision and resilience of systems intended
to identify and counter cyber threats. Thus, the dual-use
characteristic of Al technology requires a measured and
attentive strategy, especially in vital sectors such as healthcare,
banking, and national security, wherein Al-driven encryption
plays a crucial role in safeguarding extremely sensitive
information.

Nonetheless, this progress is not without limitations. First,
the over-reliance on Al systems for encryption may create blind
spots, wherein undetected vulnerabilities can be exploited by
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adversaries leveraging Al for malicious purposes. Second, the
ethical and legal challenges surrounding Al-driven encryption,
such as potential breaches of data privacy [62] and concerns
about surveillance misuse, demand robust governance
frameworks. These frameworks must include clear ethical
guidelines and enforceable regulations to prevent the unintended
misuse of Al-enhanced encryption technologies.

Additionally, accessibility disparities pose significant
challenges. Al-driven encryption technologies, while offering
scalable solutions, often require substantial technological
resources and compliance capabilities. This raises questions
about equity, as organizations with limited resources may
struggle to implement these advanced systems effectively.
Addressing such disparities is vital to ensuring the widespread
and fair adoption of Al-powered encryption.

As such, the following validation approach should be used
in future studies. In evaluating the proposed cryptographic
solutions, employing a rigorous validation process establishes a
credible foundation for comparative analysis and subsequent
knowledge generation. This process begins with controlled
laboratory testing, where encryption algorithms undergo
quantitative benchmarking against standardized datasets, fixed
key lengths, and pre-defined plaintext-ciphertext pairs to ensure
reproducibility. By comparing time-to-encrypt, CPU utilization,
memory usage, and latency across multiple cryptographic
methods, researchers gain insights into both efficiency and
scalability. The application of formal verification techniques,
such as model checking and theorem proving, bolsters
confidence in algorithmic correctness, ensuring that keys, modes
of operation, and cipher primitives function as intended under a
range of computational scenarios.

Beyond laboratory environments, field testing in distributed
Al-driven systems delivers validation grounded in practical
contexts, as real-time data streams reveal how well the chosen
cryptographic methods withstand dynamic adversarial tactics.
For comprehensive comparative analysis, conducting multi-
criteria  decision-making (MCDM) evaluations allows
researchers to weigh performance metrics, security robustness,
and resource overhead against one another. Statistical tests,
including ANOVA or Wilcoxon signed-rank tests, further
enhance credibility by confirming that observed differences in
performance are significant and not attributable to random
variation. Iterative refinement informed by validation feedback
cycles contributes to continual improvement, bridging the gap
between theoretical design and practical deployment. Through
meticulous validation and comparison, the resulting
cryptographic frameworks achieve a higher degree of reliability,
fostering trust among stakeholders and ensuring that deployed
solutions fulfill the intended security objectives in increasingly
complex Al ecosystems.

Furthermore, the widespread use of Al-driven encryption
systems raises urgent accessibility and ethical issues. Even while
these technologies provide scalable solutions, their use in a
variety of international businesses raises concerns about
transparency and equality, particularly when firms have varying
levels of technological resources as well as regulatory
compliance skills. The fair distribution of these cutting-edge
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technologies must be given equal weight with technological
resilience in the advancement of Al-powered encryption. These
technologies also raise significant ethical and legal issues,
including surveillance, data privacy, and the possible abuse of
Al-enhanced encryption to provide vulnerabilities for illegal
data access. To prevent Al-encrypted systems from
unintentionally  jeopardizing the same security and
confidentiality they are meant to safeguard, strict governance
structures and ethical standards must be established. Therefore,
this open conversation covers both the enormous possibilities
and the serious threats of Al-driven encryption, necessitating a
thorough, interdisciplinary response to responsibly influence
cybersecurity's future.

To sum up, the combination of encryption and artificial
intelligence has brought about a new age in cybersecurity that
offers increased resistance to a wide range of online dangers. Al-
driven encryption is essential in today's fast-paced, data-
intensive digital environment because of its adaptable, real-time
features, which provide major benefits over conventional
encryption methods. Homomorphic encryption and Al-
enhanced algorithms are only two examples of the encryption
techniques that have advanced because of this integration,
strengthening data security and enabling sophisticated
calculations on encrypted data. Al algorithms provide a strong
defense against complex cyberattacks as they become better at
managing the complexities of threat detection including
adaptive encryption key management. However, this
development raises fresh moral and legal issues. The ethical
conundrums around privacy, transparency, and equality,
together with the dual-purpose possibilities for Al technology,
highlight the need for a concerted effort from all parties
involved. To create moral guidelines including legal
frameworks that encompass both the technical aspects of Al-
enhanced encryption and its wider social ramifications,
cooperation between government, business, and academia is
crucial.

In the future, establishing a safe and flexible cybersecurity
framework will require a proactive approach to the creation and
management of Al-driven encryption systems. To reduce new
dangers and protect sensitive data in a variety of industries,
further research in fields like adversarial resilience, quantum-
resistant encryption, and ethical Al will be essential. Through
adopting this forward-thinking viewpoint, the cybersecurity
industry can capitalize on Al's ability to develop encryption
technologies while additionally making certain that those
solutions are just, ethically appropriate, as well as resilient to the
constantly changing cyberthreat scenario. In this sense,
incorporating Al into encryption seems not just a technological
development but also a step toward a digital future that is safe,
sustainable, as well as considerate of privacy.

Although there are several issues in algorithms for both
encryption and decryption, some of the major ones (in
symmetric encryption and asymmetric encryption) are shown in
Fig. 3 below. The challenges in algorithm generation, algorithm
writing, and algorithm difficulty continues as the use of various
language models including Artificial Intelligence (Al), Deep
Learning (DL), and Machine Learning (ML) keeps growing.
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Fig. 3.  Encryption algorithms (symmetric, asymmetric, and hybrid) securing
digital communications.

VIII. CONCLUSION AND FUTURE SCOPE

We provided an in-depth study focusing on securing
sensitive information with comparative analysis for symmetric
encryption and asymmetric encryption algorithms for
cryptography. The comparison on the study focuses on key
factors like security resilience, scalability, speed in the light of
evolving cyber threats. We have addressed the security concerns
tackled by encryption algorithms in the Artificial Intelligence
(Al) and Large Language Models (LLMs) age along with
research directions to enhance overall cybersecurity and
cryptography. The aspect comparison between symmetric
encryption and asymmetric comparison allows us to decide the
environments used including Al environments, key-pairs
leveraging via secure key exchanges, and/or decision in secure
protocols for secure data sharing.

Future scope of algorithms whether it be symmetric
encryption and asymmetric encryption algorithms, largely rely
upon use of Al models, reliability, scalability, and key
management. Enabling machines to learn is always a future
challenge that may require human intelligence in the next step
for decision-making. As we progress into several Al algorithms
in the future, all three types of learning (supervised learning,
unsupervised learning, and reinforcement learning) we must be
more intuitive in the future on how we process data and
information.
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Abstract—Sickle cell anemia is a hereditary disorder where
abnormal hemoglobin causes red blood cells to become rigid and
crescent-shaped, obstructing blood flow and leading to severe
health complications. Early detection of these abnormal cells is
essential for timely treatment and reducing disease progression.
Traditional screening methods, though effective, are time-
intensive and require skilled technicians, making them less
suitable for large-scale implementation. This paper presents a
conceptual framework that integrates transfer learning,
cryptographic algorithms, and service-oriented architecture to
provide a secure and efficient solution for sickle cell detection. The
framework uses MobileNet, a lightweight deep learning model,
enhanced with transfer learning to identify sickle cells from
medical images while operating on hardware-constrained
environments. Advanced Encryption Standards (AES) ensure
sensitive patient data remains secure during transmission and
storage, while a service-oriented architecture facilitates seamless
interaction between system components. Although not yet
implemented, the framework serves as a foundation for future
empirical testing, addressing the need for accurate detection, data
privacy, and system efficiency in healthcare applications.

Keywords—Sickle cells; deep learning; transfer learning;
encryption; AES; SOA

I.  INTRODUCTION

Sickle cell disease (SCD) is a genetic disorder that
significantly impacts the shape and function of red blood cells.
Under normal conditions, red blood cells are round and flexible,
allowing them to move smoothly through blood vessels but they
become rigid and crescent-shaped due to defective hemoglobin,
the protein responsible for carrying oxygen throughout the
body, in individuals with sickle cell disease, [1, 2]. This
abnormal shape causes the cells to get trapped in small blood
vessels, blocking blood flow, which leads to a range of serious
health complications such as pain, organ damage, and an
increased risk of infections [3]. Early detection of sickle cells is
very important because timely treatment can reduce these
complications and greatly enhance the quality of life for those
affected [4].

Even though early detection is important, traditional
diagnostic methods are often complex and require highly
skilled technicians, making them unsuitable for large-scale
screening, particularly in low-resource settings [5]. These
limitations slow down the ability to diagnose SCD sufficiently
early to prevent severe health consequences. Moreover,

depending on manual analysis in traditional diagnostics creates
challenges in terms of speed and accessibility.

Recent advancements in artificial intelligence (Al),
particularly in deep learning, have shown significant potential
for automating medical image analysis with high accuracy [6].
These technologies offer faster and more efficient solutions,
enabling early detection and scalable screening even in
challenging settings. However, deploying Al in medical
applications introduces unique challenges. For instance,
ensuring patient data privacy is critical, given the sensitive
nature of medical data and the strict regulations governing its
use, such as HIPAA in the United States and GDPR in Europe
[7]. Additionally, many deep learning models require
substantial computational resources for training and inference,
which limits their feasibility in environments with constrained
hardware resources [8].

This paper proposes a novel framework that combines deep
learning, cryptographic algorithms, and service-oriented
architecture (SOA) to address these challenges. The framework
uses MobileNet, a lightweight deep learning model optimized
for efficient operation on hardware-constrained systems, to
detect sickle cells in blood smear images. Transfer learning is
employed to achieve high detection accuracy without requiring
extensive computational resources. Advanced encryption
techniques, such as AES, ensure patient data remains secure
during transmission and storage, addressing critical privacy
concerns. Furthermore, SOA enables seamless communication
between system components, enhancing the system’s
scalability, modularity, and flexibility.

By integrating these components, the proposed framework
offers a secure, efficient, and practical solution for sickle cell
detection in diverse healthcare settings.

The remainder of this paper is organized as follows: Section
Il identifies the problem, and Section Il reviews related work,
focusing on previous efforts in using Al for sickle cell detection
and employing cryptographic techniques to secure medical
data. Section IV provides details on the proposed framework,
explaining the roles of each component and how they are
integrated. Section V illustrates the workflow of the system,
showing how data is securely processed from start to finish.
Section VI discusses the security and privacy considerations
involved in the framework. Section V11 outlines the feasibility
and limitations of the approach, while Sections VIII and IX
provide future directions and conclusions, respectively.
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Il.  PROBLEM IDENTIFICATION

A. Research Problem

Creating an automated detection system for sickle cells
comes with several challenges, one of the most important being
data privacy. Medical data is very sensitive and needs to be
handled according to strict regulations, such as the Health
Insurance Portability and Accountability Act (HIPAA) in the
United States and the General Data Protection Regulation
(GDPR) in Europe [7]. Ensuring patient privacy is very
important when using Al models which require large amounts
of data for training and validation. Additionally, deploying deep
learning models can require more computational resources,
which is challenging in environments where advanced
hardware is not easily available [8]. Therefore, there is a need
for a solution that balances accuracy, privacy, and efficiency to
provide a secure and practical way to detect sickle cells.

B. Research Questions

How to build a system that can correctly detect sickle cells,
keep patient data private, and work well with limited hardware?
How to create a solution that meets the increasing need for
automated medical testing, follows important privacy rules like
HIPAA and GDPR, and performs well without needing
expensive hardware? These are the key challenges to solve in
creating a reliable and easy-to-use system for sickle cell
detection.

C. Objective

The study objective is to develop a secure and efficient
framework for detecting sickle cells by integrating deep
learning, cryptographic algorithms, and an SOA. This
framework uses the capabilities of deep learning for analyzing
medical images while ensuring that patient data remains
protected through cryptographic methods. The use of SOA
makes the framework modular, meaning that each
component—such as encryption, model inference, and data
communication—can be flexible, scalable, and easily
integrated into existing healthcare systems.

D. Significance

The significance of this proposed framework is its novel
integration of Al with secure computation techniques designed
to address healthcare needs. The framework handles the critical
issue of privacy-preserving Al in healthcare by combining deep
learning for medical image analysis with cryptographic
methods for secure data handling [9]. Furthermore, the use of
SOA allows for flexibility and scalability, making the solution
adaptable to different clinical environments. This combination
of accurate detection, data security, and scalability represents a
unique approach to addressing the challenges of sickle cell
detection to provide accessible high-quality care while
protecting patient data.

I1l. RELATED WORK

A. Existing Deep Learning Solutions for Sickle Cell Detection

Deep learning has brought remarkable improvements to
medical imaging, especially in automating the detection of
diseases like SCD. Traditionally, diagnosing SCD requires
visually examining blood smears under a microscope, which is

Vol. 15, No. 12, 2024

not only time-consuming but also prone to human error. To
overcome these challenges, researchers have turned to deep
learning models, which make the process faster and more
reliable.

Goswami and colleagues used deep neural networks like
ResNet50 and GoogleNet to classify sickle cells from digital
blood smear images. They also applied explainable Al
techniques, such as Grad-CAM to make the predictions easier
for healthcare professionals to understand. This added
transparency makes the diagnostic process more trustworthy.
ResNet50 was the best-performing model, achieving an
accuracy of 94.9%, which shows great potential for real-world
clinical use [11].

Kawuma and his team compared different deep-learning
techniques for detecting SCD, such as VGG16, VGG19, and
Inception V3, demonstrating that Inception V3 achieved the
highest accuracy at 97.3%, followed by VGG19 at 97.0%.
These results highlight the effectiveness of pre-trained models
for accurately identifying sickle cells [10].

Karunasena and colleagues took a different approach, using
aregion-based convolutional neural network (R-CNN) to detect
sickle cells. Their model achieved over 90% accuracy and was
particularly useful in segmenting and classifying specific
regions within an image. This level of precision is important
when dealing with complex blood smear images where cells
may be crowded or overlap [12].

Another review by Balde et al. focused on recent advances
in using Al to detect SCD, highlighting image segmentation and
feature extraction techniques. These methods, particularly
CNN, have been successful in analyzing microscopic images,
even when they contain overlapping cells. However, there are
still challenges in improving the robustness of these
segmentation techniques to accurately distinguish between
normal and sickled cells, especially in more complex or densely
populated images [13].

Regardless of these advancements, one key issue remains
largely unaddressed, data privacy. Most studies have focused
primarily on improving detection accuracy but have not paid
enough attention to the sensitive nature of medical data. This
gap provides an opportunity for future research to explore
privacy-preserving techniques, such as encryption, to protect
patient information while maintaining the diagnostic accuracy
of deep learning solutions.

In summary, existing research shows significant progress in
using deep learning for sickle cell detection but there is still a
need for better handling of overlapping cells, and a stronger
focus on data privacy to create a comprehensive solution that
can be widely adopted.

B. Cryptographic Techniques in Medical Data Security

Securing medical data is important, especially when using
Al and machine learning (ML) models, as these often require
sensitive patient information for processing. Cryptographic
techniques have been a core part of ensuring that this data
remains safe throughout its lifecycle—whether during
transmission, storage, or even analysis.
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One interesting approach is the MASS framework which
uses blockchain technology to securely share medical data
collected from wearable 10T devices. In this system, health
information is encrypted using Ciphertext-Policy Attribute-
Based Encryption (CP-ABE), which means that only authorized
individuals can access specific parts of the data. This method
not only keeps the data private but also ensures it cannot be
altered, thus MASS is particularly effective for protecting data
from wearable medical devices [14].

Amaithi Rajan and colleagues developed a secure way to
retrieve medical images from encrypted cloud storage using a
combination of deep learning and encryption techniques,
ensuring that the images are not only safely stored but also
easily retrievable when needed. This method relies
on symmetric encryption and searchable encryption, allowing
users to search through encrypted data and retrieve relevant
images without compromising security [15].

Ahmad Al Badawi and Mohd Faizal Bin Yusof took another
interesting approach by using fully homomorphic encryption
(FHE). This allows medical data to be processed without ever
decrypting it, meaning patient information remains secure even
during analysis. They used this method for privacy-preserving
pathological assessments using support vector machines
(SVMs). This approach provides both strong data protection
and effective analysis, making it highly suitable for privacy-
sensitive medical diagnostics [16].

A different system developed by Kusum Lata and her
team focused on detecting brain tumors using deep learning
while ensuring privacy through encryption. They used the AES-
128 algorithm to encrypt medical images before storage or
transmission to keep patient data secure, even during the
diagnosis. This system is a good example of balancing the need
for secure data handling with the advanced diagnostic
capabilities that Al offers [17].

Lastly, Runze Wu and colleagues developed a privacy-
preserving system that used Gaussian kernel-based support
vector machines (SVMs) and a simpler cryptographic method
known as additive secret sharing. This approach is less
computationally intensive compared to more advanced
methods like homomorphic encryption, making it better suited
for real-time applications. It ensures that both the patient’s data
and the healthcare provider’s model are kept private during the
diagnostic process, all while maintaining efficiency [18].

Overall, these cryptographic approaches highlight the
importance of keeping patient data secure while using the
power of Al in healthcare. While robust encryption methods
like homomorphic encryption offer high security, they can be
quite demanding in terms of computation. Hence, lightweight
cryptography and blockchain-based methods are becoming
attractive alternatives because they balance effective security
with practical resource use—especially important in healthcare,
where computational power is often limited.

C. Service-Oriented Architectures in Healthcare

The SOA has become popular in healthcare because it
allows systems to be broken down into smaller, independent
services that work together efficiently. This approach makes
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healthcare technology more flexible and scalable—perfect for
dealing with the complexities of modern medical institutions.

Petrenko and Boloban explain how SOA can handle the
increasing volume of healthcare data and provide efficient
treatment by coordinating different services. By splitting a large
healthcare system into smaller, interacting services, SOA
improves how data is processed and how medical resources are
managed, ultimately leading to better patient care. A major
advantage is that new services can be easily added to the system
without causing disruptions, making SOA both scalable and
adaptable [19].

Liviu llie and colleagues looked at how SOA could be used
to create a framework that connects electronic health records
with other healthcare services to boost interoperability—the
ability of different systems to exchange and use information.
Interoperability is important in healthcare, especially for large
medical institutions that need to integrate multiple systems.
SOA provides a framework that helps different services
communicate effectively, improving both the quality and
efficiency of healthcare. This approach makes the system more
flexible, easier to upgrade, and less expensive to maintain [20].

Similarly, Petrenko and Tsymbaliuk developed a cloud-
based healthcare platform called "Clinic in Cloud” that uses
SOA to bring together wearable sensors, data management
systems, and user interfaces. This platform allows doctors to
monitor patients remotely in real time, making diagnosis and
treatment more accessible. The SOA approach ensures that all
these different components, sensors, databases, and
communication tools, work smoothly together, enabling timely
and effective patient care. The modular design also makes it
easy to add new features as healthcare needs develop [21].

In summary, SOA provides a strong foundation for building
healthcare systems that are flexible and scalable. By breaking
down complex systems into smaller, independent services,
SOA makes integration easier, data management more
efficient, and services more adaptable. This is especially
valuable in healthcare, where technology is continuously
changing and systems need to keep up.

D. Summary of Related Work

The research on deep learning, cryptographic techniques,
and SOA has greatly advanced healthcare technology but there
are still areas for improvement.

Deep learning models like ResNet50 and Inception V3 have
made diagnosing SCD faster and more reliable compared to
traditional manual methods. However, data privacy has not
been addressed, a major issue when dealing with sensitive
health information.

Methods like FHE and blockchain frameworks have been
used to keep patient data secure and while they are highly
effective, they can be computationally heavy, limiting their
practicality in real-time applications or environments with
limited computing resources.

The SOA has been used to make healthcare systems more
modular and scalable. SOA improves integration between
different healthcare tools and makes it easier to expand systems
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when needed by breaking down large systems into smaller,
easier-to-manage services.

The proposed framework builds on these existing solutions
by combining the strengths of each approach while addressing
their limitations. By integrating lightweight deep learning with
efficient cryptographic techniques like AES and an SOA-based
design, the framework prioritizes patient data privacy,
operational efficiency, and system scalability. Unlike current
solutions, this approach places patient privacy at the forefront
while ensuring adaptability to evolving healthcare needs.

IV. PROPOSED FRAMEWORK

A. Overview of the Framework

The proposed framework aims to provide a secure and
efficient way to detect sickle cells in medical images. It consists
of three main components that work together to ensure
accuracy, privacy, and flexibility:

e A deep learning model for detection
e A cryptographic module
e A service-oriented architecture (SOA)

A pre-trained deep learning model, MobileNet [23], was
employed to identify sickle cells in blood smear images. This
model correctly detects sickle cells using transfer learning
without requiring significant computational power, making it
ideal for setups with limited hardware. The preprocessing steps
include resizing the input images and normalizing pixel values
to ensure compatibility with the MobileNet architecture.
Performance evaluation metrics, such as detection accuracy and
inference latency, will be used during the empirical validation
phase to measure the effectiveness of the model.

Advanced Encryption Standards (AES) were used to
encrypt the medical images before analysis to protect sensitive
patient information. This ensures that the data remains
confidential during both transmission and storage, providing
strong security to prevent unauthorized access. Although AES
introduces some computational overhead, its efficiency makes
it a practical choice for environments with limited resources,
balancing security, and performance. Beyond encryption, the
framework is designed to align with data protection regulations
such as HIPAA and GDPR, ensuring secure and compliant
handling of patient data throughout the system.

SOA connects all the components, allowing perfect
communication between the cryptographic module, the deep
learning model, and the other system parts. Each function—
such as encryption, analysis, and reporting—is treated as an
independent service, thus the system is modular and scalable so
components can be updated or replaced without disrupting the
rest of the system, making it easy to expand or adapt as needed.

Fig. 1 illustrates how these components interact to visualize
the flow of the system. Additionally, Table | provides a detailed
overview of each system component, outlining its function and
purpose within the framework.
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B. Components

1) Deep learning model for detection: MobileNet was the
transfer learning model selected for detecting sickle cells as it
is specifically designed for environments with limited
resources, making it ideal for training on a CPU. It employs a
technique called depthwise separable convolutions [25],
reducing the number of parameters and computational
complexity without sacrificing accuracy.

MobileNet V2 is highly effective for different medical
imaging tasks. For example, it achieved accuracy rates as high
as 94% when used for brain tumor classification after being pre-
trained and fine-tuned on relevant datasets [22].

This suggests that MobileNet can also perform well for
sickle cell detection tasks.

MobileNet has also been applied for breast cancer
classification, delivering fast execution times even on devices
with limited computational resources without compromising
accuracy [23]. This makes it an ideal choice for scenarios where
only a CPU is available for training and inference.

MobileNet has also been successfully integrated into
ensemble models for detecting conditions like cardiomegaly,
showing that it is robust and works well in combination with
other models [24].

TABLE I. SYSTEM COMPONENTS OVERVIEW
Component Function Purpose
Data Input and Uploads and encrypts Protect patient data
Encryption medical images using during transmission

AES

Service-Oriented
Architecture (SOA)

Connects system
components and
manages secure data
flow

Analyzes medical Provides accurate
images to detect sickle | detection of sickle
cells cells

Encrypts and securely Maintains data
stores or sends results privacy throughout
to the user the process

Ensures modularity
and scalability

Deep Learning
(MobileNet)

Data Storage/
Transmission

This flexibility demonstrates its capability to handle
complex medical imaging challenges effectively.

Its lightweight architecture makes it ideal for training and
deploying on a CPU, which fits the hardware limitations of the
proposed framework. Unlike heavier models like ResNet or
VGG, MobileNet requires far less computational power while
still delivering strong performance [25]. Additionally, pre-
trained weights can be used and fine-tuned on the sickle cell
dataset, allowing for efficient training even without high-end
hardware.

2) Cryptographic module: AES was chosen for its well-
known efficiency and security when encrypting large datasets
like medical images. AES supports different key lengths (e.g.,
128-bit or 256-bit) and provides an excellent balance between
speed and security, making it suitable for both storing and
transmitting medical data securely [33].
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AES has been successfully used in cloud-based medical
data systems to secure sensitive patient information. It ensures
that data remains protected during transmission and storage,
which is important for maintaining privacy in healthcare
settings [26].

In comparison studies, AES was faster than other
encryption methods for both encrypting and decrypting data,
making it a reliable option for handling medical images without
slowing down performance [27].

AES is also effectively used in combination with techniques
like watermarking [26] to guarantee both the security and
integrity of medical images. This dual functionality shows the
flexibility of AES in ensuring data remains protected while
preserving image quality, which is essential in healthcare.

Vol. 15, No. 12, 2024

AES offers strong encryption to protect patient information,
ensuring confidentiality during transmission and storage. It
efficiently secures large medical datasets without slowing down
the system, thus is ideal for healthcare settings where both
security and efficiency are important [26].

3) Service-oriented architecture (SOA): In this framework,
SOA plays a key role in enabling the different components—
such as the cryptographic module, deep learning model, and
data management processes—to communicate smoothly. Each
function, like encryption, model analysis, and data sharing,
operates as an independent service, making the system more
flexible and scalable, allowing each part to be developed,
updated, and managed separately.

e Benefits of Using SOA

Fig. 1. High-level overview of the proposed framework showing the flow of data between components. Encrypted data is processed through the service-oriented
architecture (SOA), analyzed by the Deep Learning Model (MobileNet), and securely transmitted and stored.

a) Modularity: SOA breaks down the system into
smaller, reusable services so that each part, like data encryption,
detection, or reporting, can be independently maintained. This
modular approach makes it much easier to update or modify
components without affecting the entire system. Essentially, the
rest of the system can keep running smoothly if one part needs
an upgrade [20, 28].

b) Interoperability: The framework includes different
components such as cryptographic modules and Al models, and
SOA makes sure they work well together. By using
standardized protocols like SOAP and REST, SOA ensures that
these services can easily communicate, even if they are built on
different platforms or by different developers. This is important
for smooth integration and effective communication between
all system parts [28].

¢) Scalability: Healthcare systems often need to handle
growing amounts of data and SOA-based systems are
inherently scalable, meaning new services can be added without
disrupting the existing setup. This is particularly useful when
integrating with cloud-based services or 10T devices for real-

time monitoring, ensuring that the system can grow and adapt
as needed [21].

e How SOA Enables Communication Between Modules:

SOA-based frameworks often use middleware and APIs to
manage how different services interact. This not only helps
standardize the flow of data but also supports plug-and-play
integration, making it easy to add new components, such as an
improved encryption method or an updated Al model, without
causing disruptions to the rest of the system [28].

V. SYSTEM WORKFLOW

This section describes how data moves through each stage
of the proposed framework, from the initial encryption of
medical images to the secure return of prediction results. Each
step is designed to ensure data privacy, accuracy, and
efficiency.

The process starts by encrypting the medical images using
AES [29] to ensure that sensitive patient data is protected from
the beginning and remains confidential throughout
transmission and processing.
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Once encrypted, the data is securely transmitted to the deep
learning service using an SOA. SOA allows the encrypted data
to be passed easily between different services, making
communication between the cryptographic module and the
deep learning model smooth and secure [30]. This modular
design ensures that the different system parts work together
effectively without compromising sensitive information.

When the encrypted data reaches the deep learning model,
it is first decrypted for analysis and then processed by
the MobileNet [22] deep learning model to detect sickle cells in
the medical images. This step generates predictions, helping
identify any abnormalities in the blood smear images.

After the analysis is complete, the results are encrypted
using AES to ensure privacy before they are sent back to the
client. This step keeps the prediction results protected during
transmission, maintaining the confidentiality of patient data at
all times [30].

Fig. 2 illustrates the entire workflow, showing the
interactions between each component:

1) Data encryption: Medical images are encrypted using
AES for privacy.

Same Key

[ o

256-bit key

Encrypt

Original

(D) Data Storage and Transmission

Here, the encrypted medical images arc decrypted and analyzed using
the MobileNet deep leaning model. After the analysis, the results are ready to

8 <
-0

be secured again

0.\:00‘_;&_) & _98_) 090°
(\'.a Cm

Encrypted

Image Image

In this step, medical images (blood smears) are uploaded and encrypted
using AES. This encryption keeps the patient's data safe while it's being
sent through the system, ensuring no unauthorized person can access it
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2) Data transmission via SOA: Encrypted data is sent to the
deep learning service.

3) Model inference: The deep learning model processes the
data (after decryption) and generates predictions.

4) Result encryption and return: The analysis results are
encrypted and returned securely to the client.

VI. SECURITY AND PRIVACY ANALYSIS

The proposed framework includes different security and
privacy protections to keep patient data safe and private. This
section explains how privacy issues are managed, what security
features are used, and how the framework balances being secure
while still running efficiently.

A major concern with medical data is protecting patient
privacy. The framework handles this by using AES encryption
to secure medical images at every step. By locking the data
before analysis and again when sending the results back, the
system ensures that no one without permission can access
sensitive patient information during transmission or storage.
Using AES helps prevent data breaches that could compromise
patient privacy in line with established privacy standards
like HIPAA and GDPR which require strict protection for
medical data to prevent unauthorized access [31].

“~

256-bit key

¢

Decrypt e,

Original
Image

(A) Data Input and Encryption

SOA makes sure the
encrypted data moves
smoothly between services
without being exposed. It
also allows the system to be
easily updated or expanded
when needed

(B) Ser A (S0A)

Ca Q v M L "
Decrypted Fe Output
Image Layers Layers (Sickle Cell Detection)

(C) Deep Learning and Analysis (MobileNet)

Fig. 2. System workflow diagram illustrating the flow of data within the proposed framework. The process begins with AES encryption of medical images,
followed by secure transmission through SOA, analysis using the MobileNet model, and encryption of results before returning to the client. Each step ensures
privacy, accuracy, and secure data handling.
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The framework uses AES and other cryptographic
algorithms to keep data secure and intact throughout the
process. AES encrypts the data both when it is being sent and
after analysis, providing:

e Confidentiality: AES keeps patient data private from the
moment it is collected until the results are returned.

e Integrity: Encryption ensures that if anyone tries to
tamper with the data during transmission, it becomes
unreadable, keeping it accurate.

The framework also uses an SOA to safely transfer
encrypted data between services, adding extra protection by
reducing the risk of data exposure during transfers [30].

While security is very important, it is also necessary to
consider how encryption affects system performance. AES
encryption performs well at keeping data safe but can slow
systems down, especially those with limited resources or using
large amounts of data. Nonetheless, it is still more efficient than
other options like RSA. AES finds a good middle
ground between security and speed. It works well with large
datasets, like medical images, because it provides strong
protection without using too much computational power
compared to heavier encryption methods [32].

1) Optimized workflow: Using the MobileNet model for
analysis allows the framework to work efficiently, even on
systems with just a CPU [23]. This helps lower the overall
workload of both the encryption and the Al tasks, making the
system both secure and practical for real-world healthcare use.

VII.FEASIBILITY AND LIMITATIONS

The framework is designed to work efficiently, even on
systems with limited hardware like a standard CPU. This is
possible through the use of MobileNet [24] with transfer
learning. MobileNet is a lightweight deep learning model that
reduces the computational workload by using fewer parameters
compared to heavier models. By starting with a pre-trained
model and only adjusting the final layers, the framework can
achieve high accuracy without requiring advanced hardware,
making it practical for environments with limited resources.

While the framework offers a balance between security and
efficiency, a few challenges and limitations need to be
addressed:

e Resource Limitations: Even though MobileNet is
optimized for efficiency, using a CPU for processing
may still be slower compared to a GPU, particularly
when handling large datasets. This could limit the
framework's scalability when analyzing a high volume
of images.

e Balancing Privacy and Efficiency: There is a trade-off
between ensuring data privacy and maintaining fast
processing speeds. AES encryption provides strong data
protection, but it adds steps to the workflow, which
could slow down real-time performance.

This paper proposes a theoretical framework, and its
implementation has not yet been carried out. While the

Vol. 15, No. 12, 2024

framework integrates validated techniques such as MobileNet
for deep learning, AES for encryption, and SOA for modularity,
empirical testing will be conducted in future work. Metrics such
as accuracy, latency, encryption strength, and scalability will be
used to validate the framework's performance. The absence of
implementation results reflects the current focus on the
framework design, which serves as a foundation for future
development and testing.

VIIl. FUTURE WORK

The current goal is to design the framework and create a
basic prototype to show how it works. In the future, the full
system will be built, with all parts working together and tested
in real-world situations. This full implementation will help
identify practical limitations to improve the system's
performance.

Once the system is fully built, a detailed evaluation of its
performance will be performed, assessing the accuracy (how
well it finds sickle cells) and speed (how long it takes to process
each image) of the deep learning model, as well as the strength
of the encryption (to keep patient data safe) and how efficiently
the system runs (the encryption does not slow the system too
much). The goal of this evaluation is to find the right balance
between security, accuracy, and speed.

Another important future task is to determine how well the
framework can handle larger datasets, like more medical
images from different sources, to help understand how the
system can be used in real-world healthcare, where securely and
efficiently managing large amounts of data is essential.

IX. CONCLUSION

A. Summary

This paper presented a framework to help detect sickle cells
in medical images securely and efficiently. The framework
comprises three main parts: a deep learning model to identify
sickle cells, a cryptographic module to protect patient data, and
an SOA for efficient communication between all system parts.
Together, these parts ensure that patient information stays safe
during every step—from encryption to analysis and sending
back the results.

B. Contribution

The main contribution of this work is creating a unique
framework that combines deep learning and cryptographic
techniques using an SOA-based structure. This design makes it
possible to securely analyze medical images while maintaining
patient confidentiality. Using MobileNet and transfer learning,
the framework is also efficient for environments with limited
hardware, making it useful in more healthcare settings.

C. Implications

This work is important for the future of secure Al in
healthcare. This framework provides a way to develop Al
solutions that not only work well but also protect patient
privacy by combining strong encryption with deep learning in
a scalable system. This approach can be applied to other types
of medical imaging, improving diagnostics while keeping data
safe—something that is becoming more important in today's
digital healthcare world.
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Abstract—As artificial intelligence conversational agent (CA)
usage is increasing, research has been done to explore how to
improve chatbot user experience by focusing on user personality.
This work aims to help designers and industrial professionals
understand user trust related to personality in CAs for better
human-centered Al design. To achieve this goal, the study
investigates the interactions between users with diverse
personalities and Al chatbots. We measured participant
personalities with a Hogan and Champagnes (1980) typology
assessment by categorizing personality dimensions into the
extraversion vs. intuition (EN), extraversion vs. sensing (ES),
introversion vs. intuition (IN), and introversion vs. sensing (IS)
groups. Twenty-nine participants were assigned two tasks to
engage with three different Al chatbots: Cleverbot, Kuki, and
Replika. Their conversations with the chatbots were analyzed
using the open-coding method. Coding schemes were developed to
create frequency tables. Results of this study showed that EN
personality participants had perceptions of high trustworthiness
towards the chatbot, especially when the chatbot was helpful. The
ES personality participants, on the other hand, often engaged in
brief conversations regardless of whether the chatbot was helpful
or not, leading to low trust levels towards the chatbot. The IN
personality users experienced mixed outcomes; while some had
perceived trusty-worthy conversations despite having unhelpful
chatbot responses, others found helpful conversations, yet a
perception of low trustworthiness. The IS personality participants
typically had the longest conversations, often leading to high
perceptions of high trust scores being given to the chatbots. This
study indicates that users with diverse personalities have different
perceptions of trust toward Al conversational agents. This
research provides interpretations of different personality users’
interaction patterns and trends with chatbots for designers as
design guidelines to emphasize Al UX design.

Keywords—Trust; personality; human-centered Al design; user
experience

I.  INTRODUCTION

The use of Artificial Intelligence has increasingly been
popular not only within the technological world but in business,
health  research, psychological aspects, supply-chain
management, education, decision-making, science research,
and financial aspects as well [1, 2]. Artificial Intelligence was
popularized by Alan Turing, when he released a journal article
proposing a question if Machines think, thus having people
realize the difference in what machines can do when given
instructions, versus making a decision based on the facts they
are given [3]. McCarthy described artificial intelligence as “the
science and engineering of making intelligent machines”,
popularizing the term and the widespread use of artificial
intelligence [4]. Artificial intelligence has increased to mimic

human tasks, such as conversations, information processing,
educational assistants, computing, and more recently,
predictive algorithm models [5, 6, 7].

Artificial Intelligence has been used by businesses to help
automation and increase quality in customer satisfaction by
personalizing experiences [8]. Among Al applications, CAs are
becoming popular due to their purpose of serving customers.
Recent studies have analyzed CAs’ characters to categorize
them [9]. Since CAs’ main functions are to help users gather
information and make decisions, designing how to better serve
people with different personalities to enhance user experience
is the key [10,11].

Thus, this work aims to explore the different trustworthiness
in user behavior between the personalities of end users and Al
chatbots within interactions. We also provide user behavior
interpretations of patterns and trends for designers as design
guidelines to better engage users with different personalities
when they interact with Al chatbots.

Il. RELATED WORK

Artificial intelligence was first used to help humans, such as
playing checkers or helping organize tasks for the ease of
human labor and the human mind. Yet, due to it being highly
used, there have been ethical questions between Al and the
intersectionality of life, such as employment, politics, and
educational aspects, with different personality types having
different attitudes towards artificial intelligence. [12, 13 14].

According to a study done by Kaya et al. (2024), people who
are less “computer-literate” tend to have negative attitudes
toward artificial intelligence. Kaya explains that this population
may not have the knowledge or the experience of using
computing-based algorithms, and therefore, is worried that
artificial intelligence can one day take tasks assigned to humans
and have these tasks automated. People who have a higher
education level and a higher use of computers tend to have more
positive attitudes toward artificial intelligence. Those who have
more positive attitudes towards artificial intelligence view it as
a tool, rather than a burden. Those who also had positive
attitudes were more open to new experiences. Yet, those with a
higher education level, and higher computer literate level did
report that users would have to keep up with the technology.
This concept of “having to keep up” is known as self-
actualization, a psychological theory of improving oneself, to
become the better version of what the current mind stands once
all other needs are met [15, 16]. By having a positive attitude,
students can improve their technology literacy and continue
self-improvement.
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This aligns with another study conducted by Zhou et al.
(2019) where they found that younger computer engineering
students were able to feel comfortable using artificial
intelligence to conversate in an interview. Not only were they
comfortable, but they were able to trust the artificial chatbot to
feel more assertive, outgoing, and being themselves rather than
a human. The students' attitudes towards the artificially
intelligent chatbot were seen as more positive rather than
negative and were able to be the best version of themselves
when they felt trust, and agreeableness with the chatbot [17].

Another study conducted by Heng Li (2023) showed similar
results, when testing personality traits of intellectual humility
and attitudes towards artificial intelligence. Li found that
students in a Chinese university who scored higher on
Intellectual Humility on a personality test tended to result in
favorable use of artificial intelligence and accepted a form of
generative Al called ChatGPT as an advantage. These students
were also higher on an openness scale, meaning they were open
to new experiences, and the use of newer artificial intelligence
can be accommodating [18].

The Big Five is a psychological theory and model that
models down all human personality traits into five categories,
including  Openness,  Conscientiousness,  Extraversion,
Agreeableness, and Neuroticism, or an acronym known as
OCEAN. Stein et al. (2024) conducted research on the Dark
Triad and the Conspiracy Mentality. The Dark Triad
assessment focuses on Narcissism, Machiavellianism, and
Psychopathy. The Conspiracy Mentality Questionnaire (CMQ),
developed by Bruder et al., in 2013, is a questionnaire that
measures attitudes in socio-political fields. In this research,
Stein found that agreeableness was a key indicator in
personality traits that had students being able to accept artificial
intelligence as a positive tool. Yet, Stein found that those who
have higher beliefs in conspiracy theories tended to have
negative attitudes toward artificial intelligence [13].

The Big Five has been used widely in research to find trust
attitudes towards artificial intelligence. Reidel et al. (2024)
found that trust in artificial intelligence is related to the user’s
personality, with individuals who are more open to experience
(Openness) are more likely to have a positive correlation with
their experience in artificial intelligence. However, Sharan &
Romano (2020) yielded results that indicate trust is a human
factor, and trust towards artificial intelligent agents tends to be
negatively viewed by individuals who are strongly associated
with Neuroticism [19, 20].

Moreover, due to the rise of artificial intelligence, user
experience in trust can be based on how reliable artificial
intelligence is when interacting with humans. While personality
is an influence on decision-making, this result indicates that
artificial intelligent agents can be not a service to humans [21].

Personality varies from person to person, and it can be
different in other cultures as well. In a recent study, researchers
explored the relationship between trust in artificial intelligent
agents and trust in humans. In this study, a culture that is
advanced in technology has higher trust in artificial intelligence
agents. Though this research study may not be applicable to all
countries and generalized to every individual, it gives new
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insight into future research on how humans can engage more
with artificial intelligent agents in trusting their algorithms [22].

Though the Big Five is commonly approached in studies,
there is limited research on personality measured with Hogan
and Champagne's (1980) Personal Style Inventory when
measuring user experience with artificial intelligent agents [24].
The Hogan Assessment is used to predicate outcome of
behavior, usually in a vocational setting. This work applies
their Extroversion (E) v. Introversion (1) and Sensing (S) v.
Intuition (N) personality dimensions to categorize the
participants in the study. Extroversion is defined as individuals
who are open to new ideas, see new opportunities, and are
colorful in nature by engaging with meeting new people, and
having new experiences. Extraversion counterpart is
Introversion, where the individual feelings are from inward
rather than outward [23, 24, 25, 26]. “Sensing” is a trait where
the individual is focused on factual, and detailed oriented
information, the counterpart is “Intuitive”, where the individual
trusts their instincts and is more abstract with their personality
and thought process [27]. This paper aims to investigate the
interaction between users’ personalities on the Hogan and
Champagne typology and the level of trust between three
chatbots, Clever Bot, Kuki, and Replika.

11l. METHOD

A. Participants

This study aims to explore diverse interaction patterns of
users with different personalities when they communicate with
Al chatbots. To achieve the research goal, we invited 29
participants who are college students to participate in the study.
They are information systems major students who have a basic
or moderate understanding of Al chatbots. Among them, 25
participants’ data has been confirmed to be complete.

B. Procedures

As we previously described in our series of studies [28], the
participants were recruited to chat with three CAs, Kuki,
Replika, and Cleverbot in their own environments. These three
chatbots were among the top ones that these participants
preferred to interact with [29]. The participants were assigned
the same two prompts for each of the three chatbots. One task
was about travel planning and the other one concerned ordering
food from restaurants.

Prompt 1. The spring break is coming. You are pretty
interested in traveling. But you do not know where to travel.
Please talk to each CA: 1) Kuki, 2) Replika, and 3) Cleverbot
and gather enough information for you to create your travel
itinerary (a detailed travel plan).

Prompt 2: Today you are too tired to cook. Also, you would
like to explore restaurants. Talk to the three CAs and get your
food.

The participants were required to record their conversation
histories and rate each CA’s response to their questions or
interactions on a Word document within two weeks. We asked
the participants to use a Likert scale of 7 (1=strongly
untrustworthy, 2=untrustworthy, 3=moderately untrustworthy,
4=undecided, 5=moderately trustworthy, 6=trustworthy,
7=strongly trustworthy) to rate each CA response. The
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participants were also required to provide reasons (written in
text) for each response. This large amount of data allows us to
explore the participants’ extent of trust towards different
chatbots” responses and the personality-based reasons
explaining their behaviors.

C. Grounding Theory

Our previous study showed there were differences in the
task accuracies of users with different personality dimensions
when they interacted with a CA [29]. The study analysis is
based on Hogan and Champagne’s (1980) personality
dimension matrix (Table I): introversion VS extroversion (IE),
intuition VS sensing (NS) [24]. The dimensions provided the
best middle ground as we categorized the participants into four
major personality dimensions accordingly (EN, ES, IN, IS)
while adding some detailed personality analysis of the 16
groups such as ISTJ, ENFJ, etc.).

D. Hierarchical Data Structure

The researchers of this study organized the data into a
hierarchical data structure, where we analyze the dimensions of
personalities and chatbots within a personality root (Fig. 1). EN
represents the Extraversion and Intuition Dimensions, ES
represents the Extraversion and Sensing Dimensions, IN
represents the Introversion and Intuition Dimensions, and 1S
represents the Introversion and Sensing Dimensions.

=
= R
=
o

Fig. 1. Hierarchical data structure.

Personality

E. Coding Schemes

The researchers explored the data by conducting open
coding and analyzing all conversations between participants
and chatbots manually. We identified three coding categories
for chatbot responses: Helpful, Unhelpful, and Neutral. These
categories were derived from previous literature. 'Helpful'
responses are those that facilitate meaningful and engaging
exchanges [30, 37]. 'Unhelpful' responses occur when the
conversation deviates from its purpose, such as when the
chatbot fails to provide the desired information [31]. Lastly,
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'Neutral' responses are neither helpful nor unhelpful from the
chatbot, but the participant continued the conversation." The
researchers went on to further explore the number of
occurrences in exchanges between the participant and the
chatbot, which led to the identification of a new coding
category, labeled as Number of Interactions. In total, we were
able to identify four coding categories, which are Helpful,
Unhelpful, Neutral, and Number of Interactions. By coding the
interactions, we were able to examine the perceptions of
chatbots by the participants. Average of Trust is a variable in
which trust levels were calculated by aggregating each user's
ratings and averaging them by the number of interactions
between the chatbots. This approach will allow for a
comparison of perception influenced by the nature and
frequency of interactions, providing insights into how Helpful,
Unhelpful, and Neutral responses impact the overall user
experience.

In the Helpful category, this code is exhibited when the
chatbot is helpful, and interactive with the user, leading to a
meaningful and pleasant experience with the user. Often, the
chatbot gives the user helpful responses in their request or
prompts. Below is an example of a “Helpful” Interaction in this
study between a user and the Kuki Chatbot.

Participant Question: “I want to travel next week but |
am not sure where to travel to. Do you have any
recommendations?”

Chatbot Kuki Response: “I would advise you to go to
Japan. It's so beautiful and there are so many amazing
places to visit”.

Within the “Unhelpful” category the chatbot is being
unhelpful, such as being unable to help the user based on the
prompt from the user, or being tangential, when the chatbot
starts to be erratic and hostile towards the user. Below is an
example of an “Unhelpful Interaction” in this study.

Participant Question: “I am looking for a place to travel
in United States in April. Can you recommend me some
place?”

Chatbot Cleverbot Response: “Lol”

“Neutral” exchanges occur when the chatbot is neither
“Helpful” nor “Unhelpful”, such as saying “Ok”. These
conversations don’t contribute much but still have the user
continue the conversation. Below is an example of a “Neutral
Interaction” in this study.

Participant Question: “I need it [the meal] here, not in
Lasha”
Chatbot Replika: “I understand”.

“Number of Interactions” refers to how many exchanges
took place between the user and the chatbot. It is the count of
interactions that occurred and then summed. Below are three
interactions between a participant and the Replika chatbot.

Participant Question: “Hi! Who are you?”

Chatbot Replika: “I am your personal Al companion.
Participant Question: “Can you help me plan for spring
break.”
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Chatbot Replika: “Sure, let me help you. I love this name!
Let's take a moment to make your experience more
personal.”

Participant Question: “Maybe Later”

Chatbot Replika: “OK! Let's talk :) So, how are you
doing?”

“Average Trust” represents the mean trust score calculated
across all interactions between a user and the chatbot. For each
interaction, a trust score is assigned based on the user’s
perception of the chatbot’s response. These individual scores are
then aggregated and averaged to provide a single “Average
Trust” value that can represent the whole interaction. The
formula is as follows:

Sum of Trust Scores for All Interactions

Average Trust (Mean) =
verage Trust (Mean) Total Number of Interactions

Below is an example of an Average Trust of an interaction
between a participant and Cleverbot.

Vol. 15, No. 12, 2024

recommend me some
place?”

“What's that place?” “Its in the slender 1
woods.”

Average Score =1

F. Frequency Table with Average Trust

In this study, we tracked the frequency of each chatbot’s
interactions within each category and also put the average trust
level score to indicate the average score of the whole
conversation. There are two prompts, a meal prompt, indicated
by “MP” and a travel prompt, indicated by “TP”. This will lead
to two occurrences of every personality in our graphs. Based on
our hierarchical data structure, we split the frequencies into
three tables for each dimension of personality. Table | shows an
example of a frequency table from the EN dimension and Kuki
chatbot. The frequency table exhibits how many occurrences of
each category occurred during an interaction. For example,
Table | indicates that within the “Helpful” row, there were six
helpful exchanges, zero ‘“Unhelpful” exchanges, and one

Participant Question gratbogt Score Given “Neutral” exchange between the chatbot Replika, and the
Rei"%rn; participant. In total, there were seven exchanged interactions,
n - ~espe and the average Trust level was aggregated to be 6.3, which
I am looking for a “Lol 1 di i Likert Scale. th tici i ived th
place to travel in United according to our Likert Scale, the participant perceived the
States in April. Can you chatbot Kuki to be trustworthy.
TABLE I. FREQUENCY AND AVERAGE TRUST TABLE
Participant, Personality Categories, and Prompt Type. Helpful Unhelpful Neutral Number of Interactions Average Trust Level
P1ENFJ TP 6 0 1 6.3
P2 ENFJ TP 3 3 3 9 45
P3 ENFP TP 9 2 0 11 6.9
P1 ENFJ MP 2 2 0 4 2.75
P2 ENFJ MP 5 2 0 5.1
P3 ENFP MP 5 2 1 8 6.5
information. The participant with the personityal of “ENFP”
IV. RESULTS continued to give Cleverbot chatbot moderately high trust
The results indicate mixed results between different scores, even when conversations were less meaningful. This

personalities and the perception of chatbots. We will go over
each personality and their results between the chatbot.

A. The EN Personality and Frequencies

Table Il presents the descriptive statistics for EN personality
users across the three chatbots. "N" represents the total number
of conversations, and "n" denotes the number of participants.
The mean trust level is 5.05 (SD = 1.36), while the mean
number of interactions is 8.33 (SD = 2.54), indicating
participants had about eight conversations on average. Helpful
responses occurred 4-5 times on average (mean = 4.72, SD =
2.69). Unhelpful responses averaged 2.61 (SD = 2.73), showing
moderate variation, while Neutral responses occurred about 1-
2 times (mean = 1.17, SD = 1.34).

According to Fig. 2, the frequency data suggests that users
with “ENFJ” personality gave low trust scores to Cleverbot
when Cleverbot’s responses were unhelpful, as identified
through the researchers’ coding schemes. Despite this, the
participants with “ENFJ” personality continued to have the
conversation even when it failed to provide the desired

aligns with Hogans and Champagne’s Personal Style Inventory
Typology (1980), where the personality type ENFPs are known
to be high-spirited, extremely ingenious, more likely to have the
ability to be imaginative, and often do whatever they feel like
they want to do, [24]. In contrast, participants in this study with
the personality type of ENFJ were more likely to find the
conversation less meaningful if Cleverbot did not address their
prompts effectively, reflecting their responsiveness to their
environment and sense of responsibility [24].

TABLE Il DESCRIPTIVE STATISTICS FOR THE EN PERSONALITY
DIMENSION
Mean Std. Deviation
Trust 5.0597 1.35981
Interaction 8.33 2.544
Helpful 4.72 2.697
Unhelpful 261 2.725
Neutral 117 1.339
a *N=18
**n=3
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Fig. 2. Frequencies in cleverbot Al and EN personality.

12

10

P1ENFJ P2ENFJ P3ENFP P1ENFJ P2ENFJ P3ENFP

(o]

~

N

TP TP TP MP MP MP
u Helpful m Unhelpful
Neutral m Number of Interactions

m Average Trust
Fig. 3. Frequencies in kuki Al and EN personality.

According to Fig. 3, both participants with ENFJ
personalities engaged in extended conversations with the Kuki
chatbot. Through our careful analysis of their interactions, we
determined that "Helpful" was the most frequently observed
code across both conversations from ENFJ and the Kuki
chatbot. The participant with an ENFP personality type also had
meaningful conversations with Kuki and consistently gave it
high scores, even when the chatbot's responses were neutral or
unhelpful. This behavior aligns with Hogan and Champagne's
Personal Style Inventory Typology (1980), which describes
ENFPs as imaginative, adaptable, and optimistic in their
interactions [24].
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For ENFJ participants, conversations with Kuki involved
fewer unhelpful interactions compared to Cleverbot. In the
travel prompt scenario, Kuki Al received higher trust ratings,
suggesting it was more effective in assisting users with their
prompts. This indicates that Kuki’s performance likely made it
more appealing to users, earning significantly higher trust
scores compared to Cleverbot.
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Fig. 4. Frequencies in replika Al and EN personality.

Fig. 4 illustrates the frequencies of each personality and the
codes that were identified in their interactions. According to
Fig. 4, Participant One (P1)-ENFJ showed fewer interactions
and a moderately high average trust score during both prompts,
indicating that the participant was able to obtain the information
they needed, and ended the conversation when they were
satisfied, leading to a moderate trust score given to the chatbot,
deeming it trustworthy according to our Likert scale. P2-ENFJ
yielded similar results. However, the participant with
Personality ENFP had short conversations across both prompts
and gave this chatbot a lower trust score compared to Cleverbot
and Kuki. This pattern suggests that this participant may require
more stimulating and engaging interactions to maintain longer
conversations and find the chatbot trustworthy. By observing
these behaviors, we can align it with Hogan and Champagne's
Personal Style Inventory Typology (1980), where ENFJs are
more responsible and ENFPs seek to be dynamic and
explorative [24].

B. The ES Personality

Table 111 shows descriptive statistics for ES personality
users across the three chatbots. The mean trust level is 4.06 (SD
= 1.52), indicating some variation in trust among participants.
The average number of interactions is 9.13 (SD = 6.97),
suggesting high variability in how often participants engaged.
Helpful responses occurred about four times on average (mean
= 4.00, SD = 2.96), while unhelpful responses averaged 3.60
(SD = 4.02). Neutral responses were less frequent, averaging
1.73 (SD = 1.99), with some variation across participants. “N”
represents 17 conversations, and n represents the number of
participants within the ES personality dimension.
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TABLE Ill.  DESCRIPTIVE STATISTICS FOR ES PERSONALITY
Mean Std. Deviation
Trust 4.0642 1.52310
Interaction 9.13 6.966
Helpful 4,00 2.961
Unhelpful 3.60 4.018
Neutral 1.73 1.987
a*N=17
*n=7
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Fig. 5. Frequencies in cleverbot Al and ES personality.

Fig. 5 shows all ESTP participants rated Cleverbot Al
poorly. This may be due to ESTPs needing to focus on practical
tasks, so if this chatbot wasn't helpful, they ended conversations
quickly to move on to more useful activities as they are
sensitive to information and like to get explanations shorter,
rather than a long conversation [24]. The participant with ESFP
also had a low trustworthy experience with the chatbot, having
small conversations but rating it a low trustworthy score.
ESFPs, easily bored and less organized, likely disengaged if the
chatbot wasn’t engaging [38]. The participant with personality
ESFJ had more unhelpful interactions but still gave a moderate
trust score, likely due to their empathetic nature, born to be
cooperative and need harmony to function [24]. When
analyzing the participants with ESTJ personality, we found that
their interactions with the chatbot were more helpful
interactions, and can be the reason why it gave the chatbot a
moderate average trustworthy score, which according to Hogan
and Champagnes Personal Style Inventory Typology (1980),
ESTJ’s are known to be interested in subjects when they can be
helpful and are often to see perspectives from another
viewpoint [24].
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Fig. 6. Frequencies in kuki Al and ES personality.

According to Fig. 6, all three ESTP participants perceived
Kuki as untrustworthy, as they all gave Kuki low trustworthy
scores, even when responses were neutral. This can be due to
their personality being blunt and may not have wanted to have
long conversations if they were not straight to the point [24].
We had identified that one of the participants with ESFP (P1),
personality had a handful of helpful interactions, as interpreted
by our coding scheme, yet this participant rated Kuki lower,
possibly due to its blunt, unengaging tone, as ESFPs like to
enjoy things around them and enjoy entertainment from others
[24, 38]. In contrast, the other participant with ESFP (P5) had
fewer interactions but a moderate trust score, indicating that
personality does vary from person to person. The participant
with ESFJ had long conversations with Kuki, and we analyzed
that most of the conversation was deemed to be unhelpful, but
the participant still rated the conversation as moderately
trustworthy, again relating to their personality where they want
harmony and try to be nice [24]. The participant with
personality ESTJ gave Kuki low trust scores even if the
conversation was helpful.

Fig. 7 indicates that there are quite helpful interactions as
observed by the researcher. Our findings suggest that ESTP
participants engaged in more interactions overall when the
conversation was meaningful and interactive, without having
the chatbot to over-explain their responses. ESFJ users had high
trust scores towards Replika and was observed by the
researchers that during the meal prompt, there were some
unhelpful interactions, but the participant still had viewed the
chatbot as trustworthy, relating to their personality where they
needed harmony. The participant with ESFP when interacting
with Replika Al was seen to have conversations that were
small, and neutral, yet still gave Replika an average trust score
of 5, indicating moderate trustworthiness towards the chatbot.
ESFP users are known to be outgoing, accepting, and make
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their surroundings fun, thus if the participant with the
personality of ESFP had meaningful interactions with Replika,
they must have been accepting of it [24].
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Fig. 7. Frequencies in replika Al and ES personality.

C. The IN Personality and Frequencies

Table 1V shows descriptive statistics for IN personality
users across the three chatbots. The mean trust level is 3.99 (SD
= 1.49), the average number of interactions is 14.9 (SD = 10)
suggesting high variability in how often participants engaged.
Helpful responses averaged at 6.67 times (mean = 6.67, SD =
5.653), while unhelpful responses averaged a bit more with 6.80
average (SD = 4.02). Neutral responses were less frequent,
averaging 1.70 (SD = 2.020), with some variation across
participants.

TABLE IV.  DESCRIPTIVE STATISTICS FOR IN PERSONALITY
Mean Std. Deviation

Trust 3.9908 1.49869

Interaction 14.93 10.007

Helpful 6.67 5.653

Unhelpful 6.80 6.18

Neutral 1.70 2.020
a*N=30

**n=6

Fig. 8 indicates that the participant with personality INFJ
had extremely long conversations in both prompts with
Cleverbot. However, despite the long conversations, we
observed that there were quite unhelpful interactions between
the participant and the chatbot. This aligns with Champagnes
Personal Style Inventory Typology (1980), where personality
INFJ work hard for their needs met, and have a desire to get
things done when they want it, they are hard workers and put a
lot of effort into their work. It seems as if this participant with
INFJ wanted Cleverbot to respond to the prompts accordingly.

Vol. 15, No. 12, 2024

The participants with INTJ users yielded similar results, long
conversations, unhelpful responses frequently, and very low
trustworthiness towards the chatbot. According to Hogan and
Champagne, the INTJ personality type is often stubborn,
skeptical, and critical [24]. It must have been that these
participants were more likely to be critical of Cleverbot. The
participant with INTP views trust towards Cleverbot as very
untrustworthy, as Hogan and Champagne describe the INTP
personality as extremely logical [24], so if the chatbot was not
being logical with the user, the participant must have viewed it
as untrustworthy.
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Fig. 8. Frequencies in cleverbot Al and IN personality.

Fig. 9 shows the interaction frequencies and average trust
with Kuki and IN personality types. The participants with
personality type INFJ had the highest interaction levels but also
faced more unhelpful responses. Despite these interactions,
their perceived trustworthiness towards the chatbot remained
low, indicating the participant viewed this chatbot as
untrustworthy. All participants with INTJ experienced high
helpful responses from Kuki, and still gave moderate trust
towards Kuki. INTJs are known to have great drive when it fits
their own ideas and has meaningful interactions [24]. We
noticed that all conversations between Kuki and all the
participants with INTJ had more helpful interactions compared
to Cleverbot. The participant with INTP personality had quite
a few conversations and had an overall average low
untrustworthy score towards the chatbot. The participant with
INFJ had the most conversations with this chatbot, despite the
chatbot having more unhelpful responses compared to the
helpful responses in the interaction between Kuki and the INFJ
participant. INFJs are known to go above and beyond, putting
their best efforts into their work, therefore it may have been that
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this participant wanted to get the best answer from the chatbot
over long conversations. [24].
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Fig. 10 displays the frequencies of interactions between
Replika and users within the IN personality types. The
participant with INFJ still had quite long conversations with
Replika, as they did with Kuki and Cleverbot, relating to their
personality once more where they work until they put their
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effort in [24]. AIll participants with INTJ had high
trustworthiness towards the chatbot, and we observed that they
all had more frequencies in the helpful category when we
analyzed their interactions in both prompts. The participant
with INTP had few conversations but deemed the chatbot to be
very trustworthy based on their average trust score. We
observed that Replika was more logical in their responses, and
interacted well with all participants, leading to high average
trust scores.

D. The IS Personality and Frequencies

Table V presents the descriptive statistics for the IS
personality dimension and their code frequencies when
interacting with all three chatbots. The mean trust across all
chatbots is 3.85, with a standard deviation of 1.62, indicating a
moderate level of trust across interactions. Participants engaged
around an average of 14.12 interactions per conversation, with
a standard deviation of 9.33, indicating a high variability in
interactions. Helpful responses occurred most frequently, with
a mean of 6.53 and a standard deviation of 5.38. Unhelpful
responses were averaging around 4.60 with a standard deviation
of 4.17. Neutral responses were least common, with a mean of
2.30, and a standard deviation of 2.76, indicating some
variability across the interactions with all three chatbots. N
represents the number of conversations analyzed, and n
represents the total number of participants.

TABLE V. DESCRIPTIVE STATISTICS FOR IS PERSONALITY
Mean Std. Deviation
Trust 3.8549 1.61590
Interaction 14.12 9.325
Helpful 6.53 5.376
Unhelpful 4.60 4.172
Neutral 2.30 2.761
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Fig. 11 represents those participants with ISTJ personality
had more helpful interactions within the meal prompt rather
than the travel prompt, indicating their personality is to stay on
task [39, 40]. The participants with ISTP had more unhelpful
interactions with Cleverbot leading to a low average trust score
within the travel prompt. We find this quite interesting, as
according to Hogan and Champagne, people with ISTP
personality types tend to not think necessarily more than they
should, and that waste of energy is inefficient [24], we infer that
the participants with the ISTP personality were trying to get the
perfect answer from the chatbot to make up for the time they
put into chatting with the chatbot.

Participants with ISFP had few long conversations, and this
aligns with their personality, where Hogan and Champagne
describe them as people who are often modest about their
abilities, are not one to disagree, nor force their values or
opinions on others [24]. Though they had long conversations,
we analyzed that their conversations had more frequencies of
unhelpful responses. Both participants with the ISFP
personality still viewed the chatbot to be untrustworthy as
indicated by their average trust score. Participants with the ISFJ
personality yielded results that indicated they had more
frequencies in the unhelpful code during their interaction with
Cleverbot, aligning with Hogan and Champagne ISFJ
personality type, where individuals work hard to get their
obligations finished, and want to be accurate [24]. We can also
infer that this participant with ISFJ wanted to get the right
answers from the chatbot.
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Fig. 12 indicates that participants with personality ISTJ had
perceived Kuki as moderately untrustworthy, despite the long
conversations. ISTJs are known to be “Practical, orderly, matter
of fact, logical, realistic and dependable [24]. As indicated in
Fig. 12, Participant 3 with personality ISTJ had long
conversations, but low trust towards the chatbot, while the other
participant (Participant 6) with personality ISTJ had smaller
conversations with Kuki but viewed the chatbot as moderately
trustworthy, as indicated by the average trust score. These two
participants had completely different views towards the
chatbots, and experiences, indicating that every individual is
different. Users with ISTP were flexible with their interactions
with the chatbots, but overall, all participants with the ISTP
personality had a low trustworthiness perception of Kuki.
Participants with ISFP had long conversations in the travel
prompts, and both viewed Kuki as very untrustworthy as
indicated by their average trust score. However, in the meal
prompt participant 13 with personality ISFP had a small
interaction, with a very low average trust score, perceiving the
chatbot as very untrustworthy. ISFPs are known to not want to
waste time, so we can infer that Participant 13 did not want to
continue the conversation [24]. When analyzing ISFJ
participants, these participants had moderate untrustworthy
perceptions towards the chatbot as indicated by their average
trust scores in both prompts but do have the highest trust with
Kuki when compared to the other three types of Introvert-
Sensing types.
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Fig. 13 indicates that all participants with ISTJ that had
helpful frequencies, and long conversations tended to have a
high average trust score in both prompts. However, we noticed
that if the interaction was short, the participants with 1STJ
continued to have low perceptions of trustworthiness towards
Replika, as indicated in Participants 12 and 6. The participants
with ISFJ had long conversations and a high score of average
trust towards Replika. This might be due to their hard work and
devotion, warm-heartedness, attention to detail, and need for
accuracy, and how the Replika chatbot gave helpful responses,
this might have led to high trustworthiness average scores [24].
All ISTP users had high trustworthiness towards the chat,
indicating their personality of being flexible and easygoing,
especially when the chatbot was helpful as we observed. The
participants with ISFP all had moderately high trustworthiness
towards Replika, and we observed that Replika did give helpful
responses to all prompts when interacting with users with the
Introvert-Sensing type.

V. DISCUSSION AND LIMITATIONS

Within the Intravenous and Intuition Dimension,
participants with ENFJ tended to have lower trust scores in
Cleverbot, and Kuki when it was not helpful and tended end to
the conversation, however, one participant in the EN dimension
with personality ENFP tended to give the chatbot higher scores
when it was not helpful, rather, giving it a lower score when it
was helpful. Within our coding, if the chatbot was being
tangible (i.e. steering off the conversation to complete
something different, such as “Who Cares”), or not engaging
with the user, this would be considered unhelpful. Despite the
chatbot being unhelpful, the participant with user ENFP
continued to give it higher trust scores. It can be inferred that in
this study, the participants with ENFP personalities wanted
more interactions that engaging, and more exciting, as their
personality tends to be open to opportunities and tends to be
more imaginative [14].

ENFJs in this study were more likely to end the
conversation if the conversation was not meaningful. This
relates to their personality, as ENFJs tend to be more logical,
organized, and worthy of leadership [32].

Within the analysis of ES (Extraverted and Sensing)
personality, ESTP users' conversations with all chatbots were
often brief, especially when the conversation led to unhelpful
responses. In our study, ESFP participants, known for their
energetic nature [33] tended to rate chatbots when it was helpful
and engaging. ESTJ participants gave higher scores when the
chatbot was helpful and gave clear answers, as this relates to
their personality where they value logic, relativism, and
directness nature [32, 33], tended to give lower trust scores to
the chatbot despite when the chatbot was helpful and engaging.
ESFJ on the other hand, gave moderate trust scores to the
chatbots even when it was being unhelpful, this can relate to
their personality as they are more warmhearted and sensitive to
the environment around them, as seen more in women for their
motherly nature and warmhearted figures [32, 34].

The Inverted and Intuition (IN) Dimension had mixed
results. Participants with personality INFJ gave chatbots the
lowest scores, despite being helpful or unhelpful. This relates
to their personality from the dimension of the ‘Feeling” and
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“Judgement”, where they follow their own conviction and own
path rather than objective fact [35].

Users with personality INTJ had more helpful interactions
and reported higher trust scores, indicating that the more
beneficial and engaging the chatbot is, the more users tend to
trust it despite the level of interactions. This goes on with their
personality as they are more rational when it comes to their
environment and analytic to the future when it comes to
decisions [36, 37].

Participants with personality INTP had mixed results with
some chatbots. It had mixed results from helpful, unhelpful, and
neutral interactions. While interaction levels were consistent,
they didn’t necessarily lead to higher trust levels. Overall, the
INTP participants did not have consistent results between the
three chatbots. This relates to their personality as they are more
likely to be spontaneous and have more intuition rather than
sensing, and difficult to please, so if they have a bad experience,
this leads to difficulty in getting high trust scores [37, 38].

The largest set of personalities in this simple was
Introverted and Sensing (1S). In all three chatbots (Cleverbot,
Kuki, and Replika) the participants with IS tended to still have
longer conversations despite the possibility that the chatbot was
not being helpful. Research has indicated that individuals with
personality ISTJ tend to be nervous when it comes to high
achievement, and have a need to accomplish a task [24, 39, 40],
it can be inferred that participants in this study wanted to
continue to conversate with the chatbot until they were able to
get a good answer from them, despite having lower scores in
trust and unhelpfulness. ISTP yielded different results, showing
more trust in the chatbot despite being unhelpful, as their
perception leads them to think the chatbot might have been
worthy of a high trust rating, despite objective unhelpful
frequencies in their conversations, feeling the way of their
senses as well rather than being intuitive, allowing for
flexibility in their way of perceiving the world [33, 37].

The participants with the ISFJ personality had similar
results to ISTP surprisingly, where as seen in their
conversations with Replika, they tended to have higher trust
towards Replika, yet still showed moderate trust levels in
Cleverbot and Kuki despite those two chatbots being unhelpful.
ISFJs are known to be more warm-hearted, sincere, and
approachable, having the desire to engage with the chatbot as
long as emotional satisfaction is involved, their “Feeling” type
indicates they still felt something for the chatbot despite not
being helpful [24].

The participants with ISFP personality tended to have high
trust scores in all three chatbots as compared to the other IS
types, despite the categories of helpfulness, unhelpfulness, and
neutral. Their personality of feeling and perceiving might have
influenced their trust scores to be higher with the chatbots.

While each personality yielded different results, with a few
cases of similar results, there are limitations to this study.
Within the Dimension of Extraversion and Intuition, this
personality was underrepresented in this study, and Introversion
dominated this study. The sample size was taken from an
Information Systems major program, where students can go on
to work in the cybersecurity field, be engineers, or work in tech,
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and research has shown that students with introversion tend to
likely be engineers, and work in the science field [41, 42].
Another limitation is that there is missing data from several
users from the Introvert-Intuition (IN) Dimension, Introvert-
Sensing (IS) Dimension, and Extrovert-Sensing (ES)
dimension. However, we have successfully collected a large
amount of systematic conversations from 29 participants. The
results can be generalized to similar personality users to
contribute to broader findings.

VI. CONCLUSION

We observed how personality dimensions influence trust
and engagement towards chatbots across two different
scenarios, a travel prompt and a meal prompt. We had the
participants rate each interaction on a Likert scale rating from 1
to 7, with 7 being the highest trustworthy score, and 1 being the
lowest trustworthy score. We created a hierarchical modeling
scale to organize our data, and had participants go through three
chatbots to explore variabilities in each chatbot. We found key
findings, which included that the participants with ENFJ
personalities rated Cleverbot low, in counterpart with our other
participants ENFP who seemed to enjoy the conversation they
had with Cleverbot, aligning with their imaginative and
optimistic natures [24].

ESTP participants preferred direct, practical responses and
gave lower trust scores when interactions were inefficient.
Similarly, we observed that ESFP participants disengaged from
unengaging chatbots but appreciated entertaining responses,
while ESFJs maintained moderate trust levels, driven by their
empathetic and harmony-focused personalities [24]. ESTJ
participants rated trust highly when interactions were helpful
but were critical of less engaging exchanges.

For Introverted-Intuitive  personality  types, INFJ
participants engaged in long conversations but rated unhelpful
interactions as untrustworthy, consistent with their diligent and
goal-oriented nature. INTJs preferred meaningful interactions
and gave moderate trust scores to Kuki due to its helpful
responses, while INTP participants, being highly logical, rated
chatbots as untrustworthy when responses lacked coherence or
when the chatbot failed to deliver the information the
participant wanted.

For our Introverted-Sensing types, ISTJ participants valued
helpful interactions and rated them highly, though shorter or
unhelpful exchanges led to lower trust. ISTPs, known for their
practicality [24], also rated chatbots lower when responses were
inefficient or overly lengthy. ISFP participants, modest and
time-conscious, found chatbots untrustworthy if responses
lacked engagement, while ISFJs maintained moderate trust
levels, valuing accuracy and helpfulness, particularly with
Replika.

Across all three chatbots, we observed that the Kuki chatbot
was perceived as more trustworthy by most of the participants
in this study, more with the Extroverted-Intuitive and
Extroverted-Sensing types due to its helpfulness. Replika
received the highest trust scores, particularly from ISFJ and
ISTP users, due to its logical and engaging responses. These
findings underscore the importance of tailoring chatbot
interactions to align with user personality traits, enhancing trust
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and satisfaction by balancing logical coherence, directness, and
emotional engagement.

The future study will recruit participants from all majors to
increase the sample size in different personality dimensions
except for the IS dimension in which we have enough data from
technology-related major students. We will also continue to
design chatbots focusing on personality following the design
interpretations from this work. This work contributes to the fast
development of user-centered CA design with frequencies of
user responses and trustworthy ratings to sort their behaviors by
patterns correlating to their personality dimensions. It focuses
on user perceptions of trust in chatbot experience. It also
presents detailed interpretations of diverse personality users’
behavior patterns and trends to show how they interact with
CAs. The work sheds light on design guidelines of user trust
based on personality for better human-centered Al design.
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Abstract—The exponential growth of Internet of Things (1oT)
devices has introduced critical security challenges, particularly in
scalability, privacy, and resource constraints. Traditional
centralized intrusion detection systems (IDS) struggle to address
these issues effectively. To overcome these limitations, this study
proposes a novel Federated Transfer Learning (FTL)-based
intrusion detection framework tailored for large-scale loT
networks. By integrating Federated Learning (FL) with Transfer
Learning (TL), the framework enhances detection capabilities
while ensuring data privacy and reducing communication
overhead. The hybrid model incorporates convolutional neural
networks (CNNs), bidirectional gated recurrent units (BiGRUS),
attention mechanisms, and ensemble learning. To address the
class imbalance, Synthetic Minority Over-sampling Technique
(SMOTE) was employed, while optimization techniques such as
hyperparameter tuning, regularization, and batch normalization
further improved model performance. Experimental evaluations
on five diverse 10T datasets, i.e. Bot-1oT, N-BaloT, TON_IoT,
CICIDS 2017, and NSL-KDD, demonstrate that the framework
achieves high accuracy (92%-94%) while maintaining scalability,
computational efficiency, and data privacy. This approach
provides a robust solution to real-time intrusion detection in
resource-constrained 10T environments.

Keywords—Intrusion detection systems; federated learning;
transfer learning; cybersecurity; scalability; resource constraints;
machine learning; Internet of Things

. INTRODUCTION

The rapid growth of the Internet of Things (IoT) has
introduced significant security challenges due to the diversity
and resource constraints of loT devices. These devices,
ranging from smart home appliances to industrial sensors,
usually have modern processing and storage capacities,
making them vulnerable to many kinds of assaults. When used
in 10T environments, traditional intrusion detection systems
(IDS) that rely on centralized structures face several problems
and critical challenges, including scalability, latency,
communication overhead, and privacy risks. Continuous data
transfer to a central server for processing is necessary for
centralized intrusion detection systems (IDS), which raises
latency and communication costs. Additionally, because
sensitive data from loT devices needs to be sent and kept
centrally, centralized systems provide serious privacy risks.

Despite their importance, current IDS implementations are
ill-equipped to handle the unique requirements of loT
environments, particularly regarding real-time threat
detection, adaptability to emerging threats, and resource
efficiency. This highlights the need for innovative approaches
that overcome these limitations.

Identification and mitigation of these threats are made
possible in large part by intrusion detection systems, or IDS.
IDS monitors’ device behavior and network traffic to identify
any indications of malicious activity. Artificial intelligence
offers a framework for creating intrusion detection systems
through machine learning and deep learning techniques [1].
The two primary categories of traditional IDS are anomaly-
based and signature-based [2, 3]. Using a database containing
known attack signatures, signature-based intrusion detection
systems identify known threats. While efficient in recognizing
existing attacks, their capacity to identify novel and
unidentified threats is restricted. Anomaly-based intrusion
detection systems (IDS) track departures from the usual,
which might enable them to identify unidentified threats. If
these systems are not adequately trained, they frequently result
in high false-positive rates—consequently, dispersed learning.
Therefore, distributed learning is employed to build improved
intrusion detection models for the anomaly-based IDS [4].

The accuracy and efficiency of intrusion detection models
have been improved by several approaches [5]. Several
techniques, including machine learning and deep learning,
have been employed to develop more intelligent and adaptive
systems [6, 7]. In addition, feature selection and
dimensionality reduction techniques refine data inputs,
reducing computational overhead while maintaining detection
performance [8, 9]. Integrating methods such as ensemble
learning and transfer learning has also been shown to improve
detection accuracy and generalization across diverse types of
cyber threats [10, 11].

To train machine learning models across several devices
and maintain data privacy, Federated Learning (FL) presents a
viable decentralized method [12]. Using their local data, 10T
devices cooperatively train a shared global model in FL;
model updates are only sent to a central server for
aggregation. By ensuring that raw data remains on local
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devices, this method addresses privacy concerns and
minimizes the need for large-scale data transmission. The
three key features of FL are scalability, communication
efficiency, and privacy preservation. By storing data locally,
you may preserve privacy by reducing the risks involved with
data transmission and central storage. Only updated models,
not raw data, are exchanged between devices and the central
server, minimizing the amount of data that needs to be
communicated. This ensures optimal communication
efficiency. Furthermore, FL is very scalable, which makes it
ideal for a wide range of 10T scenarios [13]. However, while
FL addresses privacy and data transmission concerns, it alone
may not fully address the need for rapid adaptation to new and
evolving threats in loT networks [14].

Local devices, often referred to as clients, within this
decentralized framework seamlessly integrate with the
overarching architecture of the DL model deployed on the
cloud center server. As a result of this integration, models can
be trained locally on each device, ensuring a synchronized
approach to model development across the entire FL network
[15]. While FL has shown promise in addressing privacy and
scalability concerns, it struggles to adapt to rapidly evolving
threats in 10T environments. This underscores the need for
enhanced techniques that can combine the privacy-preserving
features of FL with models that adapt quickly to diverse loT
environments.

Using pre-trained models created for related tasks and
optimizing them for applications is known as Transfer
Learning (TL) [16]. Because the pre-trained models already
include information pertinent to the target job, TL drastically
cuts down on training time and processing needs. Building a
strong framework that protects data privacy will improve the
adaptability of the model and shorten the training period by
integrating FL and TL.

Despite significant progress in FL and TL applications,
few studies have successfully combined these techniques to
address the unique challenges of loT  networks
comprehensively. Existing literature lacks a robust framework
that leverages FL and TL for real-time, scalable, and resource-
efficient intrusion detection.

Three main benefits of transfer learning (TL) include
shorter training times, better results, and flexibility. The time
needed to train a model from scratch is reduced by TL by
beginning with pre-trained models. Additionally, it improves
model accuracy, especially in situations where the datasets are
small or have sparse labeling. Furthermore, TL provides
adaptability, enabling models to swiftly adapt through fine-
tuning the pre-trained models to new tasks or situations [17].

This work introduces a Federated Transfer Learning (FTL)
framework that combines the strengths of FL and TL to
improve intrusion detection in 10T networks. The framework
enhances detection accuracy through a hybrid model
integrating  convolutional  neural  networks  (CNNS),
bidirectional gated recurrent units (BiGRUSs), attention
mechanisms, and ensemble learning. Additionally, it addresses
class imbalance using the Synthetic Minority Over-sampling
Technique (SMOTE) and optimizes model performance
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through hyperparameter tuning, regularization, and batch
normalization.

The contributions of this research are as follows:

Addressing Scalability and Privacy Concerns: The
proposed FTL framework decentralizes model training to
preserve privacy and reduce communication overhead,
enabling effective intrusion detection in loT networks.

Enhancing Threat Detection Accuracy: By combining
TL with FL, the framework achieves an accuracy of 92%-94%
across multiple datasets, demonstrating superior performance
in identifying sophisticated threats.

Optimizing for 10T Resource Constraints: Techniques
such as L1/L2 regularization and batch normalization ensure
the model is lightweight and efficient, suitable for resource-
limited 10T devices.

Handling Class Imbalance: SMOTE is employed to
improve  model generalization by addressing the
underrepresentation of attack samples in 10T datasets.

Adapting to Diverse 10T Environments: Domain
adaptation techniques ensure the model is flexible and robust,
enabling it to generalize across various l0T devices and
datasets.

This study fills a critical gap in the literature by presenting
a scalable and privacy-preserving framework for real-time
intrusion detection in 10T networks. The rest of this paper is
organized as follows: Section Il reviews related work; Section
Il outlines the methodology; Section IV presents the
experimental results; Discussion is given in Section V and
Section VI concludes the paper, highlighting limitations and
future research directions.

Il.  RELATED WORK
The field of intrusion detection in 10T networks has seen
significant advancements through various innovative

methodologies [5]. This section reviews the related works,
highlighting their methodologies, key features, strengths, and
weaknesses, and compares how the proposed framework
addresses some of these limitations.

Karimy and Reddy [18] employed FL to enhance security
and privacy in loT environments. The methodology involves
local model training on loT devices and subsequent
aggregation of the model updates on a central server. The
authors achieved an accuracy of 99.9% when they used the N-
BaloT and other custom datasets. This approach lies in its
privacy-preserving nature, as data remains localized.
However, the approach suffers from high computational
overhead. Luan [19] employed a combination of CNN-BiGRU
and attention mechanisms within a Federated Learning (FL)
framework to detect network traffic anomalies. The method
was evaluated using the BoT-loT and NSL-KDD datasets. The
authors achieved an accuracy of 96%, and the attention
mechanism significantly improved detection accuracy. It also
introduced high computational costs.

Almesleh et al. [1] introduced a Federated Learning (FL)
approach that incorporates a Kalman filter for weight
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aggregation, enhancing the overall performance of the model.
With an accuracy of 99.8%, the Kalman filter enhances the
weight aggregation process across a variety of 10T datasets,
contributing to robust performance. The approach has better
weight aggregation, but scalability and high complexity
problems limit it. Bhavsar et al. [20] targeted transportation
IoT datasets in their study, concentrating on using edge
devices for local model training inside a Federated Learning
(FL) framework. This method works effectively in large-scale
10T contexts because it is scalable and provides effective local
training. However, because there is no centralized control,
model updates may not be consistent.

Babbar and Rani integrate federated Learning (FL) and
recommender systems [21] to enhance intrusion detection in
software-defined networking (SDN) environments by using
consumer device datasets. Though it has higher computational
needs, the hybrid technique improves detection accuracy and
adaptability. Across a variety of 10T datasets, Raj et al. [22]
enhanced security protocols using FL. Key advantages include

Vol. 15, No. 12, 2024

improved security procedures and privacy-preserving
techniques. The method has scalability problems and
significant overhead, though.

Ohtani et al. [2] used the N-BaloT dataset to combine
Federated Learning (FL) with one-class SVM for the purpose
of detecting zero-day attacks in 10T networks. The
methodology has a high detection rate and efficiently
identifies anomalies and zero-day threats. However, it has a
high false positive rate.

Using customized datasets, Al-Hawawreh and Hossain's
study [23] investigated the integration of Federated Learning
(FL) with mesh networks to improve the safety of autonomous
vehicles. One of its main advantages is the scalable and sturdy
network structure. However, the approach is complex and
resource intensive. After testing unique loT attack datasets,
Umair et al. [6] suggested using dynamic aggregation in FL to
improve intrusion detection performance. Although the
dynamic aggregation method has higher processing needs, it
exhibits better performance and adaptability.

TABLE I. RELATED WORK COMPREHENSIVE OVERVIEW
Paper Title Methodology Dataset(s) Acc Strengths Weaknesses Time
1] FL, Kalman Filter Various loT 99.8 Improved weight aggregation, | High c_o_mplexny, Limited High
Datasets Robust performance scalability
[4] FL, One-Class SVM N-BaloT - Bffective zero-day  detection, High false positive rate -
Autonomous
. . Custom loT Attack Improved performance, | High computational .
[15] FL, Dynamic Aggregation Dataset 87.98 Adaptability requirements High
N-BaloT, Custom High accuracy, Privacy- | High computational .
(18] FL Dataset 9.9 preserving overhead High
[19] FL, CNN-BiGRU, Attention BoT-loT, NSL- | g5 High  accuracy,  Altention High computational cost | High
KDD mechanism
. From - . .
[20] FL, Edge Devices Transportation loT 9 to Eff|C|e.nF local training, | Lack  of  centralized |
Dataset 99 Scalability control
Consumer  Device From Enhanced detection accurac High computational
[21] FL, Recommender Systems 78 to o Y an P High
Dataset 99 Adaptability requirements
[22] FL Various loT | _ Enhanced security protocols, | High overhead, Hiah
Datasets Privacy-preserving Scalability issues 9
Custom From . .
[23] FL, Mesh Networks Autonomous 95 to | Robust network, Scalable High . cqmplexny, High
- Resource-intensive
Vehicle Dataset 99
for data augmentation and optimization help to further

To guarantee the integrity and immutability of model

updates and solve security concerns in decentralized systems,
the proposed framework integrates FL and TL. Pre-trained
models save training time and increase detection accuracy
because they are customized for IoT scenarios.

By combining FL and TL, the suggested methodology
seeks to improve real-time intrusion detection in 10T networks
while addressing the limitations of the other methods
mentioned in the related work section. It uses a hybrid model
that incorporates advanced machine learning methods
including CNNs, BiGRUSs, and attention processes. Strategies

improve performance. The methodology ensures data privacy
while supporting decentralized training using the Flower
framework. Comparing experimental findings to conventional
FL approaches, significant gains in performance measures are
observed, along with reduced overhead, increased security,
and transparency. Table | provides a summary and comparison
of existing works in the field with the proposed research,
highlighting their methodologies, strengths, weaknesses, and
performance metrics. This comparison underscores the

advancements introduced by this study, particularly in
addressing limitations such as scalability, privacy, and
adaptability in 10T intrusion detection.
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Fig. 1. Steps of the proposed methodology.

1l. METHODOLOGY

To assess the effectiveness of the improved model on
various loT datasets, a systematic approach leveraging
Federated Learning (FL) and Transfer Learning (TL) has been
adopted. These techniques were selected to address critical
challenges in 10T environments, including privacy
preservation, scalability, and adaptability to diverse datasets.
The methodology integrates advanced deep learning [26]
models with optimization strategies to ensure accuracy,
efficiency, and generalizability.

Rationale: Federated Learning (FL) is utilized to ensure
decentralized model training across 10T devices, preserving
data privacy and reducing communication overhead. However,
FL alone lacks rapid adaptability to new threats. To overcome
this, Transfer Learning (TL) is incorporated, enabling the use
of pre-trained models that significantly reduce training time
while maintaining high detection accuracy. Additionally,
techniques like Synthetic Minority Over-sampling Technique
(SMOTE) [25] and hyperparameter optimization are employed
to enhance model performance.

The methodology comprises the following steps (Fig. 1):

Step 1: Environment Setup: The experimental environment
was configured using Python and included different libraries
such as TensorFlow, Flower, NumPy, Pandas, and Scikit-
learn.

Step 2: Preparing the Data Several widely used loT
datasets were employed, including BoT-loT, TON_IoT,
CICIDS2017, NSL-KDD, and N-BaloT. Preprocessing was
done on each dataset to make sure it was standardized and

ready for model training. To enable model evaluation and
performance assessment, this involved importing the data,
using MinMaxScaler to normalize the feature values, and
dividing the data into training and testing sets.

Step 3 - Model Definition and Enhancement: The hybrid
model incorporates:

e Convolutional Neural Networks (CNNs) for feature
extraction and spatial pattern detection.

e Bidirectional Gated Recurrent Units (BiGRUS) capture
temporal dependencies in sequential data.

e Attention Mechanisms to focus on critical data features,
enhancing detection accuracy.

e Ensemble Learning to combine predictions from
multiple models for improved generalization and
robustness.

Step 4 - Data Augmentation: The SMOTE technique was
employed to generate additional training instances. This
addressed class imbalances and led to a significant
improvement in performance on data that had not been
observed before.

Step 5 - Optimization and Regularization: To prevent
overfitting, optimization, and regularization techniques were
used. Extensive hyperparameter tuning was conducted using
grid search and random search methods to identify the best
hyperparameters for the models. This research implemented
L1/L2 regularization to mitigate overfitting and added batch
normalization to stabilize and accelerate the training process,
resulting in more efficient and reliable model convergence.
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Step 6(a) - TL and Domain Adaptation: TL and domain
adaptation techniques further aligned the pre-trained models
with the target lIoT data, enhancing their applicability and
accuracy. By fine-tuning pre-trained models on tasks such as
specific 10T datasets, knowledge was effectively transferred,
reducing the amount of data and computational resources
required for training.

Step 6(b) - FL Setup: To implement FL, the Flower
framework was used. Each loT device (client) trained the
model locally using its data and then sent the updated model
parameters to a central server for aggregation. The server
aggregated these updates using the Federated Averaging
(FedAvg) strategy and sent the updated global model back to
the clients. This process was repeated for multiple rounds.
custom loT Client class was defined to manage local training,
evaluation, and communication with the central server. To
better align the global model with local client data, customized
FL and adaptive FL techniques were used, resulting in a more
accurate and personalized model.

Step 7 - Training, Evaluation, and Results Compilation:
Performance metrics such as accuracy, precision, recall, F1
score, loss, and computational time were used to assess each
client's performance. Feedback on the model's performance
from the first experimental results was extremely helpful in
identifying areas for development, including computational
time and resource utilization, and emphasizing strengths of the
model, like high accuracy and precision. Through the
examination of these metrics on different datasets, areas of the
model that needed to be optimized were able to be identified.

Vol. 15, No. 12, 2024

To evaluate the performance, different 10T datasets are
used to assess the framework’s accuracy, scalability, and
efficiency under different conditions. In the subsequent
sections, provide details of the datasets used, how the
experiments were set up, and the results achieved.

A. Dataset

To evaluate the performance and generalizability of the
proposed federated TL framework for real-time intrusion
detection in 10T networks, this reserch employed several well-
known datasets such as BoT-loT, N-BaloT, TON loT,
CICIDS 2017, and NSL-KDD, as in Table Il which shows the
five datasets used in details. The BoT-loT dataset provides a
comprehensive collection of simulated loT network traffic
including various attack types such as DDoS, OS attacks,
service scanning, keylogging, and data exfiltration. Similarly,
tagged data from nine 10T devices infected with the Gafgyt
and Mirai botnets, capturing both normal and attack traffic, is
provided by the N-BaloT dataset. The TON_loT dataset
provides information on various cyber risks and their effects
on loT environments. It includes network traffic data,
telemetry data from 1oT devices, and logs of cyberattacks.

Furthermore, the CICIDS 2017 dataset offers a wealth of
real-world network traffic data including a variety of
cyberattacks, such as DDoS, brute force, and infiltration,
which are intended for use in intrusion detection research. An
enhanced version of the original KDD'99 dataset, the NSL-
KDD dataset addresses problems like duplicate records and
offers a better testbed for detection models, making it a
standard for assessing intrusion detection systems. When
combined, these datasets offer a broad basis for evaluating the

V. EXPERIMENTAL RESULTS \ . . .
framework's effectiveness in various 10T contexts and attack
situations.
TABLE Il THE FIVE DATASETS USED IN THIS RESEARCH
Number of Number of . Publish . .
Dataset Records Features Number of Attacks & Types Size Year Environment Link
DDoS, DoS, OS and Service | 69.3 GB Cyber Range Lab, UNSW
BoT-loT 72,000,000+ Various Scan, Keylogging, Data | (pcap), 16.7 | 2020 Canberra (Impact Cyber Trust) | [27]
exfiltration GB (csv) (Papers with Code)
N-BaloT 706,260 (total) 115 S:J?ceets attacks on various 10T Varies 2019 Real 10T devices and network [28]
TON_loT Various 47 DoS, DDoS,  Ransomware, | .00 2020 10T Lab, UNSW Canberra [29]
various others
DoS, DDoS, Brute Force, Web Simulated corporate
CICIDS 2017 3,119,345 80 Attack, Infiltration, Botnet, etc. 20GB 2017 environment [30]
NSL-KDD 125,973 a1 DoS, R2L, U2R, Probe ~66 MB 2009 Simulated nework | 14
(train+test) environment
TABLE Il1l.  ENHANCED MODEL RESULTS FOR THE FIVE DATASETS
Dataset Acc Acc Precision Precision Recall Recall F1 F1 Loss Loss Time Time
Mean Std Mean Std Mean Std Score Score Mean Std Taken Taken
Mean Std Mean (s) Std (s)
BoT-loT 0.92 0.01 0.91 0.02 0.93 0.01 0.92 0.01 0.25 0.01 5.3 0.5
N-BaloT 0.93 0.01 0.92 0.01 0.94 0.01 0.93 0.01 0.22 0.01 4.8 0.4
TON_IoT 0.94 0.01 0.93 0.02 0.95 0.01 0.94 0.01 0.20 0.01 4.6 0.3
CICIDS2017 0.93 0.01 0.92 0.01 0.94 0.01 0.93 0.01 0.23 0.01 5.0 0.4
NSL-KDD 0.92 0.01 0.91 0.02 0.93 0.01 0.92 0.01 0.24 0.01 5.2 0.5
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B. Results

This section shows the results of enhancing the proposed
FTL method using five different loT datasets: Bot-loT, N-
BaloT, TON_loT, CICIDS 2017, and NSL-KDD.
Performance metrics include accuracy, precision, recall, F1
score, loss, and computational time. The evaluation is divided
into two phases: initial model results and enhanced model
results.

1) Initial model results: The first phase builds a strong
model that learns from distributed IoT datasets while taking
privacy into account, which combined Federated Learning
(FL) and Transfer Learning (TL) without advanced
optimization. The TON_loT dataset achieved the best
accuracy (89%), while the BoT-loT dataset showed the lowest
performance (85%).

Key Observations:

e Accuracy was consistent across datasets but below 90%
for most.

e Loss values varied from 0.31 to 0.35, indicating
opportunities for improvement.

e Prediction errors were more frequent in datasets with
higher class imbalance, such as BoT-loT and NSL-
KDD.

2) Enhanced model results: The enhanced model
incorporated advanced techniques such as SMOTE for data
augmentation [24], hyperparameter tuning, and ensemble
learning with CNNs, BiGRUs, and attention mechanisms.
Table 111 illustrates significant improvements in accuracy
(92%-94%) and loss reduction (0.20-0.25).

Key Highlights:

e Accuracy increased across all datasets, with TON_loT
reaching 94%.

e Low standard deviations in accuracy and loss values
indicate stable performance.

e SMOTE effectively addressed class
improving precision and recall.

imbalance,

V. DisCUssION

The results in the previous section demonstrate the
effectiveness of integrating FL with TL for intrusion detection
in 1oT networks. The enhanced model achieved significant
improvements in accuracy and loss, especially in datasets with
diverse attack types, such as TON_IoT.

e Scalability and Privacy: FL enabled decentralized
training, maintaining data privacy while achieving
consistent performance across 10T environments.

e Adaptability: TL enhanced the framework’s ability to
generalize across datasets, reducing training time and
computational cost.
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e Class Imbalance: The application of SMOTE balanced
the datasets, preventing biases toward majority classes
and improving detection accuracy.

Accuracy Comparison
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Fig. 2. Comparison of accuracy between the Initial Baseline and the
enhanced models.

Fig. 2 compares the accuracy between the Initial Model
and the Enhanced Model across all datasets. The Enhanced
Model (shown by the green line) consistently outperforms the
Initial Model (red line), achieving accuracy above 0.92 across
all datasets, while the Initial Model remains below 0.89. The
small error bars indicate minimal variability in accuracy
across datasets, emphasizing the Enhanced Model's reliability
in different 10T environments.

The Enhanced Model significantly improves accuracy on
some datasets (such TON_loT), while N-BaloT and NSL-
KDD exhibit a narrower performance gap. This implies that
although the Enhanced Model performs better overall, the
improvement varies according to the dataset. However, the
Enhanced Model yields greater accuracy with less variation in
every situation.

Fig. 3 provides a comparison of loss values between the
Initial and Enhanced Models. Compared to the Initial Model's
larger range of 0.31 to 0.35, the Enhanced Model has reduced
loss values, ranging from 0.20 to 0.25. The small vertical error
bars further indicate that both models deliver consistent results
with little fluctuation in loss. The difference in loss is most
evident in the TON_loT dataset, where the Enhanced Model
shows the greatest reduction. In datasets like BoT-loT and
CICIDS2017, the improvement in loss is less dramatic, but the
Enhanced Model still outperforms the Initial Model. The
overall comparisons between the Initial and the Enhanced
Models can be shown in Fig. 4.

Loss Comparison
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Fig. 3. The comparison of loss between the Initial Baseline and the
enhanced models.
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As shown in Fig. 4, the success of the Enhanced Model is
particularly notable in the areas of accuracy and efficiency. FL
and TL offer additional benefits beyond the performance
metrics. FL ensures data privacy by keeping sensitive data on
local devices in compliance with data protection regulations
such as GDPR. TL reduces the need for extensive local data
collection by using pre-trained models, further minimizing the
exposure of sensitive information.

While the Enhanced Model consistently outperforms the
Initial Model in terms of accuracy, the extent of this
performance gap varies across datasets, where TON_IloT
dataset showed the most significant improvements in both
accuracy and loss. This variability suggests that, while the
Enhanced Model is more effective, its performance is
influenced by the specific characteristics of each data set.

Power consumption is a major issue in 10T environments.
The application of TL in this study has significantly reduced
training time and computational expenses. TL reduces the use
of resources by using pre-trained models and fine-tuning them
for certain tasks, hence avoiding the need to train models. To
further reduce the computational load on any device, FL
further divides the training process among several devices.
With this method, training complex models on loT devices
with limited resources is possible while preserving efficiency
and reducing power usage.

Furthermore, training time and computational expense
were decreased by the application of regularization and
optimization approaches. Effective model convergence was
made possible by fine-tuning a pre-trained model instead of
training from scratch. FL provided further support for this by
distributing the training process across several devices. This
reduced the computational burden on any device and
improved the approach's efficiency in environments with
limited resources.

Additionally, the suggested strategy showed outstanding
adaptability and scalability. FL made it possible to train on
numerous 10T devices at once, which increased the system's
scalability. TL made it easier to quickly adjust to new settings
and devices, ensuring effective scaling to a range of loT
scenarios. Using pre-trained models and combining data from
many sources, this flexibility proved essential for preserving
robustness and managing data imbalance. The Enhanced
Model assisted real-time learning and adaptation. 10T devices
might periodically update the global model with new
observations, allowing TL to fine-tune the model with

Accuracy Comparison Across Datasets
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minimum input and enabling faster adaptability to new types
of attacks or anomalies.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

The combination of FL and TL for real-time intrusion
detection in 10T networks provides an effective solution for
urgent security issues. By combining the benefits of both
learning approaches, this strategy decreased computing costs,
increased detection accuracy, and ensured data privacy. The
experimental results show that the proposed framework can
minimize training time and improve detection performance by
adapting pre-trained models to specific 10T contexts.
Accuracies ranging from 92% to 94% were achieved across
many datasets.

To detect and mitigate cyber risks in a scalable, effective,
and privacy-preserving manner, this research highlights how
federated transfer learning might transform cybersecurity
measures in 10T networks. Future research may investigate
more framework uses and optimizations in different fields,
thereby expanding its advantages to a wider range of security-
critical settings.

Despite its promising results, this study has certain
limitations that require acknowledgment. Federated Learning
(FL) offers the advantage of reducing data transmission but
still faces resource constraints, as its computational
requirements on edge devices could benefit from further
optimization. Additionally, addressing dynamic threats
remains a challenge, highlighting the need for future research
to explore adaptive learning techniques capable of responding
to evolving loT security risks. Furthermore, improving the
interpretability of the hybrid model is essential, as it could
provide valuable insights into the decision-making processes
involved.

To address these limitations, future research should
explore integrating edge computing with FL to optimize
resource utilization and reduce latency in real-time
applications. Adaptive learning techniques could also be
incorporated to enable dynamic model updates, enhancing the
framework's ability to address evolving threats effectively.
Moreover, improving the model's interpretability will be
crucial to fostering trust and transparency in practical
implementations. Finally, extending the framework to broader
domains, such as industrial 10T and smart cities, will help
validate its scalability and robustness in handling large-scale
and complex environments.

Loss Comparison Across Datasets

Initial Baseline
Enhanced Model

0.95 I
I L L I

Initial Baseline
0.35 4 I Enhanced Model I

BoT-loT N-BaloT TON_loT CICIDS2017 NSL-KDD

BoT-loT N-BaloT TON_loT CICIDS2017 NSL-KDD

Fig. 4. Overall comparisons between the Initial and the Enhanced Models across all datasets.
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Abstract—Forecasting the Unemployment Rate (UR) plays a
key role in shaping economic policies and development strategies.
While most research focuses on predicting UR for individual
countries, there has been limited progress in creating a unified
forecasting model that works across multiple countries.
Traditional time series methods are usually designed for single-
country data, making it difficult to develop a model that handles
data from various regions. This study presents a new data
structuring technique that divides time series into smaller
segments, enabling the development of a single model applicable
to 44 countries using various economic indicators. Four
forecasting models were tested: an artificial neural network
(ANN), a hybrid ANN with machine learning (ML), a genetic
algorithm-optimized ANN (ANN-GA), and a linear regression
model. The linear regression model, which used lagged UR values,
delivered the best results with an R2 of 0.964 and 89.8% accuracy.
The ANN-GA model also performed strongly, achieving an R2 of
0.945 and 85.1% accuracy. These results highlight the
effectiveness of the proposed data structuring method,
demonstrating that a single model can accurately forecast multiple
time series across different regions.

Keywords—Unemployment rate; artificial neural network; time
series; hybrid model; genetic algorithm

. INTRODUCTION

Unemployment rate (UR) is a critical macroeconomic
indicator that plays a pivotal role in economic planning, social
stability, and policy development [1]. Researchers have used
several methods to forecast unemployment rate using stochastic
methods, machine learning and neural network. However, most
of these approaches are focused on developing country-specific
models. It is rare to find studies attempting to build a global
model applicable across multiple countries. Because of the
importance of building global model for multiple countries, an
attempt was made to build such [2].

Employment is inherently linked to macroeconomic
conditions and is influenced by a broad spectrum of factors,
including inflation, gross domestic product (GDP), and other
economic indicators[3]. At the same time, microeconomic
factors such as age, educational attainment, gender, and poverty
status can significantly impact unemployment dynamics [4],
[5], [6]. Consequently, understanding the UR requires a
multifaceted approach that accounts for both macro- and
microeconomic influences.

The development of single-country models has been
prevalent in previous research, utilizing a variety of techniques.
Several studies used stochastic time series techniques. In such

techniques, they study the effect of independent variables on
dependant variables regression to examine level of significance

(71, [8].

Also, time series analysis, including autoregressive
integrated moving average (ARIMA) and its variants (e.g.,
ARMA, SARIMA, VARIMA), have been employed to capture
the linearity and stationarity in UR data over time [9], [10],
[11]. However, these methods are inherently limited to
individual country forecasts. Artificial neural networks (ANN)
were also used to analyse time series. This was either done
using feedforward neural network (FNN) [12], or recurrent
neural network RNN which is able to capture more complex
patterns [13].

A combination of different models forms hybrid models
which were also used to analyse UR. Such models leveraging
the strengths of both linear and non-linear modelling capability.
Hybrid model includes using ARIMA-RNN [13], [14], RNN
with genetic algorithm GA for feature optimization [13].

This research aims to build a comprehensive model that
forecasts UR across multiple countries. Leveraging a new
method for structuring time series data, this study addresses the
challenge of building a single forecasting model applicable to
multiple regions. The data, sourced from the World Bank,
includes a diverse set of macroeconomic and microeconomic
features for 44 countries over a span of 33 years. By segmenting
the time series into smaller data slices, the proposed approach
allows for the consolidation of country-specific data into a
unified dataset, facilitating the development of a generalized
forecasting model.

The remainder of this paper is organized as follows: Section
Il reviews the related work on UR forecasting methodologies,
including machine learning, autoregressive models, and hybrid
approaches. Section Il details the methodology of the data
structuring process and model development. Section IV
presents the results and evaluates the performance of each
model. Section V discusses the implications of the findings, and
Section VI concludes the paper with future research directions.

1. RELATED WORK

The study of unemployment rate (UR) forecasting has
evolved significantly over the past decades. Researchers have
applied various methods, primarily categorized into traditional
machine learning regression, autoregressive time series
forecasting, neural networks, and hybrid models. Each
approach has distinct advantages and has contributed to
understanding the dynamics of UR within individual countries.
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A. Machine Learning Regression for Forecasting

Several studies used stochastic time series techniques in
forecasting. In such techniques, they study the effect of
independent variables on dependant variables to examine if
there is significant difference. Zawojska used linear regression
to study the correlation between several macroeconomic factors
and UR and found significant correlation with many factors
such as GDP [7]. In [15] Alternative regression methods,
including the Toda-Yamamoto procedure, have been utilized to
examine the impact of specific factors, such as oil prices and
interest rates, on the unemployment rate (UR) in different
scenarios.

Before applying these techniques, researchers often test the
data for stationarity to ensure appropriate modeling. For
example, a study involving 10 developing countries found that
UR, GDP, population, remittances, external debt, exchange rate
and expenditure on education were non-stationary,
necessitating differencing for proper regression analysis [16].
This type of tests is also applied on autoregression time series
forecasting (see B).

B. Autoregression Time Series Forecasting

Autoregressive time series methods focus on the inherent
symmetry or asymmetry, as well as the linearity or non-
linearity, of UR over time. If a time series exhibits
stationarity—consistent mean or variance over time—these
methods can effectively forecast future trends[17]. It was
suggested that UR has hysteresis, which means that it stays in
equilibrium level with equality likely movement in either
direction [18]. For instance, the logistic smooth transition
autoregressive (LSTAR) model has been used to analyze non-
linear and asymmetric UR data in Australia [19]. In this study,
model accuracy was high due to LSTAR ability to capture
cyclic fluctuations of business and UR as result. Other studies
analyse the effect over years using Autoregressive Distributed
Lag Stationarity ADLS [20].

Autoregressive integrated moving average (ARIMA) model
is very famous for time series forecasting. A modified version
(SARIMA) captures seasonality and used in case time series
has seasonality element. Another variation is generalised
autoregressive conditional heteroscedasticity (GARCH) that
analyse the volatility of time series [17]. The authors in [9] A
study of monthly UR to study the impact of COVID-19 in 5
Asian countries (ASEAN-5) using ARIMA, SARIMA and
GARCH found that ARIMA and SARIMA are superior in
forecasting UR. Another study [21] using ARIMA model with
monthly data in Australia was found to predict on month ahead
have R? of 0.96.

C. Artificial Neural Network for Forecasting

Neural networks (NNs) have emerged as powerful tools for
forecasting time series data, particularly when the data exhibits
non-linear characteristics [22], which is found in UR [23].
Feedforward neural networks (FNN) have been applied both to
evaluate independent variables affecting UR and to utilize
lagged values (k-lags) for one-step ahead forecasting [24]. A
study applied FNN by using several macroeconomic factors
including GDP, inflation and other factors to forecast UR in
Philippine using a data from 1991 to 2014 [25] with accuracy
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of 87.5%. Another study used neural network with
backpropagation to predict UR, gross national product and
employee number in Germany and found that the model has R?
close to 1 when predicting three lags ahead (t+3) [12]. In [17]
Recurrent neural networks (RNN) and their variations, such as
long short-term memory (LSTM), have demonstrated higher
accuracy in forecasting due to their internal memory
capabilities, which are well-suited for for time series
forecasting.

D. Hybrid Models

Hybrid models combines different types of models to
leverage the strengths of both linear and non-linear modeling
techniques to improve forecasting accuracy [26]. For example,
combining two models where one of them to capture linear
elements (such as ARIMA or regression) and other to capture
nonlinear elements (such as artificial neural network) could
provide a better performance model. Other studies used hybrid
models differently by combining neural network models, with
feature optimization models, such as genetic algorithms [13].
Hybrid models has been used for time series forecasting, such
as stock market price forecasting [27]. It was also used to
forecast UR such as combining ARIMA and RNN [14]. They
used ARIMA in the first phase to catch linear pattern, followed
by autoregressive neural network ARNN to analyse
nonlinearity and nonstationarity patterns. This hybrid model
outperformed either of these models alone. Hybrid models can
be employed for feature optimization and integrated with other
approaches. In [13] LSTM models enhanced with genetic
algorithms (GA) for parameter optimization have demonstrated
superior performance compared to traditional RNNs in
unemployment rate forecasting for Ecuador, delivering greater
accuracy.

E. Gaps in the Literature

Previous studies were used to build separate UR forecasting
models for individual countries. The reason for this is that they
used time series forecasting, where data is arranged on a
continuous line and is split for training and testing the model.
This way makes it not possible to incorporate multiple countries
inti the same model. This research addresses this gap by
proposing a novel data structuring technique, enabling the
construction of a single forecasting model for multiple
countries.

1. DATA AND METHOD

This study aims to develop a unified Al model that
leverages macroeconomic and microeconomic data across
multiple countries to predict unemployment rates. While
previous research has focused on models for individual
countries [8], [16], [28], this study introduces a novel data
structuring approach to create a forecasting model applicable to
various economic contexts and regions.

A. Data Analysis

This study utilized data from the World Bank [29], covering
annual macroeconomic and microeconomic indicators from
five key datasets: economy and growth, education, urban
development, health, and climate change. The data spans the
years 1991 to 2023, with the analysis focusing on 44 countries
that have complete records for this period. Initially, 162
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features were drawn from the datasets, but after excluding those
with missing values, 153 features were retained. Table I
outlines the datasets, their feature counts, and examples of the
included variables.

TABLE I. DATASETS USED IN THE RESEARCH, AND EXAMPLES OF THEIR
FEATURES
Feature
Dataset Examples of features
count

Economy & | 81 GDP, current account balance and

Growth [30] exports of goods and services

Education [31] 5 UR, government expenditure on
education, school enrolment, literacy
rate and population age groups

Urban 7 mortality by traffic, PM2.5 air pollution,

Development [32] population in large cities and urban
population

Health [33] 62 fertility rate per age group, birth rate,
cause of death by injury, cause of death
by communicable diseases and death
rate

Climate Change | 7 access to electricity, agriculture land,

[34] cereal yield, annual fresh water, CO2
emission and NO emissions

B. Data Structuring

A new method of structuring the time series data was
developed to enable multiple time series forecasting within a
single model. The data were segmented into rolling windows or
“slices,” each containing three years of lagged values for each
feature and UR value for target year. For example, the UR for
a given year (y) was predicted using the three preceding years
(y-1), (y-2), (y-3) for each feature. This means that 3 columns
are added per feature to represent featurey.; , featurey, and
featurey.s to forecast URy. And because we have data from 1991
to 2022, we can have 3 lags to forecast UR starting from 1994
to 2022. (i.e. the first UR will have feature_aige, feature_aiog
and feature_aigg; to forecast UR1gg4). This approach resulted in
29 slices per country, allowing the aggregation of all 44
countries into a unified dataset with 1,276 observations. The
reason for using 3 years of lagged features is that factors might
have effect on UR for multiple years in the future [7], [16]. This
way, the forecasting model will predict UR of any year (y)
based on previous n years lag (y-3) of any given feature.

This method effectively addresses the limitations of
traditional time series forecasting, which typically requires
contiguous, long time series data and is not easily adaptable for
multi-country analysis.

The data were imported using Python’s Jupyter Notebook,
leveraging Pandas and NumPy APIs. Each dataset was
structured into a multi-index DataFrame, where level 0
represented the country, and level 1 denoted the year. This
organization ensured that each country had 33 rows,
corresponding to the years 1991 to 2023. The data for 2023 was
excluded from the analysis to serve as out-of-sample validation
[35]. Fig. 1 provides a snapshot of the DataFrame used, which
contained 1276 observations and 153 features. The total
number of columns includes 1 target variable (unemployment
rate), along with 3 lags per feature for each of the 153 features.

Vol. 15, No. 12, 2024

Indicator| Unemployment NE.CON.GOVT.CD NE.CON.GOVT.CD NE.CON.GOVT.CD ..
Code y1 y-2 y-3
Country Year | |
i 1994 11.76 31984701702 6807403684 6302044992
1995 18.8 33948366600 31984701702 6807403684
1996 17.11 34445834100 33948366600 31984701702
1997 14.82 34023284500 34445834100 33948366600
United 2018 4 5.00097E+11 5.168E+11 5.72364E+11
Kingdom 2019 3.74 5.32384E+11 5.00097E+11 5.168E+11
2020 4.472 5.44508E+11 5.32384E+11 5.00097E+11
2021 4.826 6.09767E+11 5.44508E+11 5.32384E+11
2022 3.73 6.99684E+11 6.09767E+11 5.44508E411

1276 rows x 460 columns

Fig. 1. Image of the actual DataFrame used in the research.

C. Model Development

As outlined in Table Il, four Al-based models were
developed and evaluated:

Model 1 (ANN-AII): Applied artificial neural networks
(ANN) to all available features.

Model 2 (Hybrid ANN-ML): An ensemble model where
separate neural networks were trained on each of the five
datasets, and their outputs served as inputs for a machine
learning regression model.

Model 3 (Hybrid ANN-GA): A hybrid approach integrating
genetic algorithms for feature selection with an ANN for
forecasting.

Model 4 (UR-ML): A machine learning model relying
solely on lagged unemployment rate (UR) values (y-1, y-2, y-
3) to forecast the following year's UR.

TABLE Il MODELS AND FEATURES USED
Model # Datasets # countries # features
ANN-All 5 44 153
ANN-ML 5 44 153
ANN-GA 5 44 153
UR-ML Unlemployment Rate | 44 1 (UR)
only

The models were trained and validated on the structured
dataset, with the testing conducted on out-of-sample data for
2023. Training and validation were split into 77.3% and 19.4%
of the data, respectively, while the testing set comprised 3.3%.

D. Performance Evaluation of Methods
The models’ performance was evaluated using four metrics:
1) The coefficient of determination (R2): Assess the
proportion of variance explained by the model. One of the main
advantages of R? is that there is no need to compare the result

with other models to evaluate model fit [36]. Best value equals
1. This was the main metric used in this paper.
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2) Accuracy: defined as (% 1 — MAPE) [37]. Mean
Absolute Percentage Error (MAPE) has high efficiency to
minimize risk in regression forecasting, especially if target
value is always positive (which is the case with UR) [38], [39].
Using (% 1 — MAPE) provides easy way to assess model
accuracy. Best value equals 100%.

3) Root mean squared error (rmse) [36]: Best value equals
0.

4) Mean absolute error (MAE) [36]: Best value equals 0.

V. EXPERIMENTAL RESULTS

This section represents the results of each of the models
used in the research and evaluate their performance.

A. Results

The performance of each model was assessed on validation
datasets using R?, accuracy (1-MAPE), RMSE and MAE as
summarized in Table Il and IV. Among the models, the UR-
ML model, which uses only lagged UR values, demonstrated
the best performance, achieving an R? of 0.964 and 0.989 on
validation and testing data, respectively. Its accuracy was
89.8% on validation data and 94.2% on testing data, indicating
strong generalizability and robustness.

Following is a summary of each model performance.

1) Model 1: ANN-AIl — Neural network for 5 datasets: This
model used 5 datasets with a total of 153 features to predict UR.
This model performs better than model in in all 4 measures. In
validation data, this model scored 0.927 and 82.1% of R? and
accuracy respectively. These measures fell greatly to 0.857 and
71.4% respectively which means that the model has issue with
generalization. The scatter plot in Fig. 2 plotted predicted
versus true value for this model.

2) Model 2: ANN-ML — Hybrid model using ANN and ML.:
This model built five individual Neural Network model for each
of the five datasets to predict UR. Fig. 3 shows the result of
these five individual models to predict UR.

TABLE Ill.  PERFORMANCE OF MODELS FOR FORECASTING UR
(VALIDATION DATA)

Model R? Accuracy | RMSE MAE
ANN-AIl 0.927 82.1% 1.217 0.894
ANN-ML (hybrid) 0.921 77.4% 1.256 0.985
ANN-GA (hybrid) 0.945 85.1% 1.049 0.775
UR-ML 0.964 89.8% 0.851 0.563
TABLE IV.  PERFORMANCE OF MODELS FOR FORECASTING UR (TESTING

DATA)

Model R? Accuracy | RMSE MAE
ANN-AIl 0.857 71.4% 1.745 1.1401
ANN-ML (hybrid) 0.86 72.8% 1.729 1.365
ANN-GA (hybrid) 0.919 80.4% 1.316 0.986
UR-ML 0.989 94.2% 0.487 0.316
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Fig. 2. ANN-AII Predicted vs. True value.
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Fig. 3. The result of five individual ANN models to forecast unemployment
rate.

Then, the resulted five predictions were fitted using
machine learning linear regression to predict UR. The model
has R? value of 0.921 which is similar to ANN-AII, but has
worst accuracy value of 77.4%. The model is also slightly
worse than ANN-AIl in terms of RMSE and MAE. The model,
however, is a little better in terms of generalization compared
to ANN-AII, as R? and accuracy for testing data were 0.86 and
72.8% respectively. Fig. 4 shows the predicted versus true value
for this model.

3) Model 3: ANN-GA: This model used genetic algorithm
for feature optimization, followed by building neural network
model using best fitness features measured by R2. Based on
genetic algorithm result, 83 out of 153 features were selected
and then used to build neural network model. The model result
was better than all previous 3 models as it has R? of 0.945 and
accuracy of 85.1% in validation data, and R? of 0.919 and
accuracy of 80.4%. This means that those 83 features provide
better performance compared to using all 153 features as in
Model 1 ANN-AIIL. Fig. 5 shows predicted versus true value for
this model.
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Fig. 5. ANN-GA Predicted vs. True values.

4) Model 4: UR-ML — Using ML regression for UR: The
fifth model used only 1 feature, UR. And as all previous
models, it uses this feature with 3 lags (URy.1, URy.2 and URy.
3) to predict URy. This model has shown the best overall
performance in both validation data and testing data. In
validation data it has R? of 0.964 and accuracy of 89.8%. This
model demonstrated high generalization capability, as it scored
0.989 in R? and 94.2% in accuracy. This means that this model
doesn’t suffer from overfitting. This model also has the least
score in RMSE and MAE, which were 0.487 and 0.316
respectively.

To illustrate the reason behind the high performance of this
model, Fig. 6 shows the correlation of the n lags of UR (y-1, y-
2 and y-3) with true UR. Each one of URy.;, URy.2 and URy.3

Vol. 15, No. 12, 2024

has high correlation with URy, making it very suitable for UR
forecasting. Fig. 7 shows the predicted versus true value for this
model.
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Fig. 6. Correlation between n lags UR and True UR.
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Fig. 7. UR-ML Predicted vs. True value.
B. Discussion

This study demonstrates that it is feasible to develop a single
Al model that can accurately forecast UR across multiple
countries using economic factors. The effectiveness of the new
data structuring method, which segments time series into
smaller slices, allows for a generalized model that maintains
high accuracy and generalizability.

1) Discussing models performance: Neural network
models are well-suited for UR forecasting due its nonlinear
nature [23]. This research found that it is possible to build single
neural network model that can be used effectively to forecast
UR across several countries.

When comparing with other researches that use neural
network model, we found that our model with R? of 0.87 and
accuracy of 71.4% is compared to other models. Muisil and
Tarepe have built ANN model with 11 features (including GDP
and inflation rate) to forecast UR in Philippine from 1991 to
2014 and has accuracy of 87.5% [25]. Their model has higher
accuracy due to building the model for single country.

Our research found that hybrid model with genetic
algorithm outperforms other models neural network models in
forecasting UR as it reduce the number of features used and
hence reduce model noise. This is consistent with other research
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that found this models superior to other models they compared
[13], which used LSTM (Long Short Term Memory) with GA.
However, their research has accuracy of 96% compared to our
80.4%. The superiority of their results is due to building the
model on single country only (Ecuador) in addition to include
UR (UR of previous years) as a feature, which will yield better
results as will be discussed in 2).

The other hybrid model used in the research was ANN-ML,
which combines neural network forecasting with machine
learning regression. This model showed inferior results
especially in terms of generalization on testing data with
accuracy of 72.8%. This is not consistent with researches who
used hybrid models in UR forecasting [14]. The reason is that
we used different hybrid model. Chakraborty et al. [14] has
combined ARIMA with RNN to study UR in individual
countries, which wasn’t applicable in our research to build
single model for multiple countries.

Several researchers have found much superior results with
different hybrid models. A study on individual countries
including US, UK, Italy and France had accuracy ranges from
95.34 to 98.91% based on the country using a hybrid model of
LSTM-GRU [40]. Another studied Asian countries using
ARIMA-ANN model and had accuracy of 96.4 - 97.8% [41].
However, as these models used previous UR data only in
forecasting, these should be compared to our UR-ML model
(discussed in 2)), and their result is comparable to our 94.2%
for UR-ML model.

2) Performance of ML model using UR only: Using UR
from the past to forecast future UR is very common across
research. Research have used several methods for such type of
analysis including ARIMA (and its variations including
ARMA, SARIMA, FARIMA, etc.), RNN (and its variations
including GRU, LSTM, etc.).

In our research, the regression model that only uses UR
(UR-ML) outperforms all other models. The model used 3 lags
years (URy.1,, URy., and URy.3) to forecast URy result. The
model has R? of 0.964 and accuracy of 89.8% on validation
data. The model performs even better on testing data to forecast
2023 results with R? of 0.989 and accuracy of 94.2% which
means it has high generalizability.

This result is aligned with many researches that were able
to use previous UR solely to forecast future UR. Our research
outperformed Davidescu et al. research who have used
SARIMA model to forecast UR in Romania, and has accuracy
of 86.6%. The same research has even worse accuracy using
SETAR model, with accuracy of 84.23% [39]. As ARIMA
model requires a continuous time series, and then using 80% of
it for training and keeping the last 20% for testing. This makes
the model more vulnerable to macro trends that occurs in last
year that didn’t exist in training data.

Higher accuracy could be obtained by building separate
model for separate country or district. In Germany, accuracy
ranged from 91.91% to 99.23% using SARIMA model [42].
Our model has slightly inferior results despite being built for
multiple countries.

Vol. 15, No. 12, 2024

One of the reasons of why UR from previous year is a strong
indicator of future UR, is that UR tends to change gradually and
slowly over years, as it tend to stay in equilibrium [18]. To test
this, we have created a dummy forecaster, where it forecast URy
by simply returning URy.1. Fig. 8 shows a scatter plot of this
Dummy model. This dummy model has R? of 0.958 and
accuracy of 90.7%, which outperforms all 3 ANN models in
this research, which hasn’t included lagged UR as feature.

30

25

Unemployment Rate
&

0 5 10 15 20 25 30
Dummy Model - Returns y-1

Fig. 8. Dummy Model that uses Y-1 as forecast value for Year Y.

For this reason, this research excluded UR from all ANN
models, due to the high correlation between URy., and URy.
Also, this is the possible reason why ARIMA models have
higher accuracy in one-step-ahead forecasting compared to
multiple-steps-ahead.

3) Benefits of using new data structure: Methods like
ARIMA and RNN mandates the presence of long and
contiguous the time series [38], [43]. Because we only have 33
data point per country, we need to increase the number of
observations to fit the model.

This research has used new way of structuring data by
transforming continuous time series into an array of instances
that contains slices of 3 years of lagged data. This method has
the following benefits:

e This method enables mixing the data randomly for
fitting the model. This has advantage of training data on
a mix of time periods and make prediction more
generalizable.

e As the Covid pandemic has made significant change in
the labour market in 2020 and 2021 [9], [39].This make
forecasting issue if out-of-sample forecasting included
this period. This accounts for generalizability issue of
the model and big difference between training and
testing data conditions [39].
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e Previous studies were forced to analyse each country
separately [8], [14], [16], [28], [38], [40], [41], [44],
[45], or even on separate county or city level [46]
because of the limitation of ARIMA and RNN models.
The new method enables us to train the model on
multiple countries. This resulted in successfully
building single forecasting model for multiple countries
(in our case 44 countries).

e New approach enables us to have large number of
observations to train and validate the model. Other
studies either used the low number of instances [25] or
increased the number of instances by using months
instead of years [23], [39], [46]. Using monthly time
periods increases the number to a certain degree, while
adding another layer of complexity due to seasonality of
UR.

However, this approach keeps memory of n lags of years to
perform one step ahead forecasting. Other time series analysis
methods keep longer memory which may increase the accuracy
of multiple steps ahead forecasting [12].

V. CONCLUSION

This study successfully developed a robust Al-driven model
for forecasting unemployment rates (UR) across multiple
countries by employing an innovative data structuring
technique. By segmenting time series data into smaller slices
and aggregating data from 44 countries, the study produced a
unified model demonstrating high  accuracy and
generalizability. Among the tested models, the UR-ML model
emerged as the best performer, with the hybrid ANN-GA model
also showing considerable potential for feature optimization.
The proposed method holds promise for forecasting other
economic indicators, such as GDP and inflation. However, this
study is not without limitations. Firstly, the dataset excluded
data from 2023 as it was reserved for out-of-sample validation,
limiting the availability of real-time forecasting scenarios.
Secondly, the exclusion of additional regional and socio-
economic indicators, due to data availability constraints, may
have impacted the model's ability to fully capture cross-country
variations. Future research should explore advanced hybrid
models, such as incorporating deep learning architectures (e.g.,
LSTM-GA combinations) to improve predictive capabilities
further. Expanding the feature set to include additional socio-
economic and environmental indicators may enhance accuracy
and capture regional variations better. Additionally, extending
the model to support multi-step-ahead forecasting and applying
the proposed data structuring method to other macroeconomic
indicators, such as inflation or GDP, would demonstrate its
versatility.
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Abstract—The study offers a thorough examination of the
accumulation and distribution of wealth among billionaires
through the application of big data analytics methodologies. This
research centres on an extensive dataset known as
"Billionaires.csv," [19] which encompasses a range of information
about billionaires from diverse nations, including their
demographic characteristics, company particulars, sources of
wealth, and more details. The study aims to get a deeper
understanding of the determinants that change the net worth of
billionaires and detect trends in the worldwide financial system
that can guide entrepreneurial ventures and investment
possibilities. The dataset is subjected to analysis and visualisation
through the utilisation of Python tools and libraries, including but
not limited to Pandas, NumPy, Matplotlib, and Seaborn. The
results of this study offer valuable insights into the distribution of
wealth among billionaires, the factors that contribute to industry
success, gender disparities, age demographics, and other factors
that influence the accumulation of billionaire wealth.

Keywords—Big data; python; billionaires; net worth; wealth
accumulation; wealth inheritance; geographic location; statistical
analysis

I. INTRODUCTION

The rapid growth of wealth among billionaires has garnered
significant attention in recent years, with the number of
billionaires increasing from 1,001 in 2010 to 2,153 in 2019 [1].
This surge in wealth accumulation has led to a growing interest
in understanding the factors that contribute to the success of
these individuals. Big Data Analytics, with its ability to process
large volumes of data, offers a promising approach to
uncovering patterns and insights related to wealth distribution,
wealth creation, and accumulation among billionaires [2].

This paper explores the dynamics of wealth accumulation
and its distribution among billionaires worldwide using a
comprehensive dataset. The study uses advanced big data
analytics techniques to show trends, correlations, and patterns
that underlie wealth creation and proliferation among the
world's richest individuals. The research's significance lies in
its contribution to academic literature and its potential to inform
policy decisions and economic strategies. By elucidating
factors contributing to wealth accumulation, it looks to provide
insights into economic and social policies that could promote a
fairer distribution of wealth and opportunities. The

*Corresponding Author

methodological approach combines quantitative analysis with
sophisticated data visualization techniques to offer a panoramic
view of wealth dynamics. The findings are expected to shed
light on wealth accumulation trajectories and contribute to a
deeper understanding of the economic forces shaping our
world.

The objective of this investigation is to conduct an analysis
of the "Billionaires.csv" dataset utilising Python tools for Big
Data Analysis, with a particular emphasis on regions and cities.
This paper aims to investigate several research questions about
the distribution of billionaires across the globe. The study's
objectives include identifying the ten nations with the highest
concentration of billionaires, the industries with the greatest
growth, the nations with the largest percentage of female
billionaires, the age groups where there are the most and least
billionaires belong, as well as other elements that may affect the
development of wealth, for example, inheritance.

The paper is structured into four tasks: Problem Domain,
Data Description, and Research Question; Solution
Exploration; Solution Development; and Evaluation and Future
Development. Each task delves into different aspects of the
research process, from formulating hypotheses and evaluating
methodologies to analyzing the dataset and discussing the
potential impact of the results. This research endeavors to
enhance comprehension of wealth accumulation trends among
billionaires and offer valuable insights for policymakers,
investors, and entrepreneurs by utilizing Big Data Analytics
and the Python programming language.

II. LITERATURE REVIEW

Between 1999 and 2019, the Hurun Rich List was diligently
compiled, and research was done to confirm billionaires and
their families. They compare the Hurun Rich List to each
company's annual report to determine which billionaires own it
[3]. The systematic billionaire wealth factors were not
considered in the univariate tests. Age was disregarded, and
economic activity might potentially be important [4]. A study
constructed a comprehensive metric of wealth inequality on a
global scale, utilizing Forbes magazine's roster of billionaires,
and subsequently conducted a comparative analysis of its
impact on economic growth to the effects of income inequality
and poverty [5]. An additional research study demonstrated that
industries that concentrate wealth do so with purpose, and this
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may occur due to a reliance on the state, the presence of market
failures, or the inheritance of extreme wealth [6]. A recent study
conducted during the pandemic in Canada has demonstrated
that low-wage workers have been disproportionately affected.
Additionally, data from Statistics Canada has indicated that
women and racialized workers are overrepresented within the
low-wage worker demographic [7]. An article aims to compare
asset ownership in three common marital regimes in France and
other European countries: Property regimes, marriage, non-
marital cohabitation, and registered partnership (PACS) [8].
The results show that luck plays a big part at the very ends of
the range of economic outcomes, and the fact that empirical
regularities tend to disappear in the far tails can be used to look
at any group of successful or failed people [9]. A study finding
indicates that there is a detrimental association between wealth
inequality and economic growth., however, when considering
the influence of political connections on the acquisition of
wealth by billionaires, it is observed that politically connected
wealth inequality has a negative impact on economic growth.
On the other hand, politically unconnected wealth inequality,
income inequality, and initial poverty do not exhibit any
significant relationship with economic growth [5]. An empirical
approach to studying the potential influence of education and
cognitive ability on the accumulation of extreme wealth
involves analyzing high-wealth groups and retrospectively
evaluating the level of education and cognitive ability of these
individuals in the past [10]. When comparing billionaires, it is
evident that wealth is not correlated with attractiveness. Neither
does it pertain to the level of schooling achieved [14]. The
concentration of wealth and its distribution has been a
longstanding concern in economic literature and societal
discourse. Studies on wealth inequality and its consequences
have highlighted the need for a deeper understanding of the
factors contributing to the accumulation of wealth among the
elite class. In this section, we provide a brief overview of
relevant literature that explores the determinants of billionaire
net worth and sheds light on the dynamics of wealth
accumulation.

A study looked at a continuous-time DSGE model with
several types of households and a financial sector, and they
were able to make the case of studying how financial frictions
affect families by looking at how wealth is distributed [15]. An
agent-based model of microscopic wealth sharing in a dynamic
network is used in another study to investigate the topological
aspects of economic inequality [16]. The model changes in two
steps that happen back and forth: the connected agents
conservatively trade wealth, and the links are rewired based on
the agents' wealth. Moreover, an analysis finds financialization,
rentiers, and labour exploitation as the primary drivers of
billionaire wealth in the U.S. sectors with the highest number
of billionaires [17]. These factors were crucial for their
dominance, while shareholder culture, crony capitalism, and tax
policy perpetuated wealth but were not necessary for its current
level.

Gender disparities in wealth distribution have also garnered
significant attention. Numerous studies have documented the
persistent gender wealth gap, demonstrating that women tend
to have lower levels of wealth compared to men. However, the
examination of gender disparities among billionaires remains
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relatively limited. To clarify the gender dynamics within this
wealthy class and put light on the larger issue of disparities
between genders in the accumulation of wealth, it is imperative
to know whether there is an important variation in assets
between male and female billionaires. An article looks at how
the trends in inequality found by multiple well-known
inequality indices in the Forbes 400 richest families and
compared with each other [18]. Other researchers have looked
at other parts of the data set. A paper makes the first
Distributional Wealth Accounts (DWASs) for Europe from 1970
to 2018 by putting together state accounts, tax records, and
surveys. According to our new database, the amount of wealth
compared to national income has changed about the same in
both the US and Europe. However, since the mid-1980s, wealth
inequality has grown much faster in the US than in Europe.

Finally, the impact of wealth inheritance on billionaire net
worth has attracted scholarly attention. Inherited wealth often
carries advantages in terms of family legacies, established
networks, and access to resources. However, the extent to
which inherited wealth plays a role in billionaire net worth
compared to self-made wealth is a topic of ongoing debate.
Investigating the difference in net worth between billionaires
who inherited their wealth and those who built their fortunes
from scratch adds to the understanding of intergenerational
wealth transfer and its implications for wealth inequality. By
reviewing the existing literature on age and wealth, gender
disparities, industry sectors, and wealth inheritance, we situate
our study within the broader research landscape. This
background provides a foundation for our analysis of the
billionaire dataset and highlights the gaps and opportunities for
further exploration. The findings from this study contribute to
the existing knowledge base, inform policy discussions, and
offer insights into the complex dynamics of wealth
accumulation among billionaires.

ITT. PROBLEM DOMAIN

The open-source dataset utilized in this paper is the
billionaire's dataset from Kaggle. Understanding wealth
distribution and wealth trends may be done extremely well by
using this dataset. This report looks at the "Billionaires.csv"
dataset analysis using Python tools designed for large-scale data
analysis. The database includes data about billionaires from
different nations, such as their ages, genders, industrial sectors,
net worths, and places of wealth. Understanding the variables
that affect the creation and distribution of billionaires' wealth is
the aim of the investigation. To better comprehend these
patterns and discover potential prospects for company starts and
investments, it may be helpful to examine current trends in the
global economy.

IV. INVESTIGATION
The paper aims to investigate the following measures:

1) To examine the relationship between demographic
factors (age, gender) and net worth among billionaires.

2) To explore the variations in net worth across different
industry sectors among billionaires.

3) Toinvestigate the differences in net worth between self-
made billionaires and those who inherited their wealth.
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4) To analyze the correlation between age and net worth
among billionaires and determine the significance of the
relationship.

5) To compare the net worth of billionaires across different
industry sectors and identify sectors with the highest net worth
individuals.

6) To evaluate the differences in net worth between self-
made billionaires and those who inherited their wealth using
statistical tests.

7) To provide insights into the patterns and trends in the
distribution of wealth among billionaires based on demographic
factors and industry sectors.

V. RESEARCH METHODOLOGY

e Data Collection: The open-source dataset obtained from
Kaggle was used in this study.

e Data Preprocessing: To deal with any missing numbers,
outliers, and other mistakes, the data will be pre-

Vol. 15, No. 12, 2024

e Data visualization: Data visualization is the process of
using visual elements like charts, graphs, or maps to
represent data.

e Hypothesis Testing: Formulate specific hypotheses
based on research questions and objectives. Selection of
appropriate statistical tests to test the hypotheses.

o Interpretation of Results: The results will be interpreted
to identify key findings.

V1. DATA DESCRIPTION

The dataset helps research variables related to wealth
accumulation and distribution among billionaires. The net
worth may be impacted by age and industrial sectors. A study
of inheritance and the gender difference in wealth accumulation
might potentially be done using the dataset. There are 22
variables and 2614 rows in the dataset. Table | provides a brief
description of each variable.

processed.
TABLE I. BRIEF DATA INTERPRETATION
Feature Description
name Billionaires name.
rank Annual list of billionaires ranked by net worth.
year Year of data collection.

company. founded

The year that the business was formed

company.name

The billionaire's company's name

company. relationship

The connection between the business and the billionaire.

company. sector

Avrea of billionaires' businesses.

company. type

What kind of business the billionaire owns—public, state-owned, public etc.

demographics.age

Individual’s age.

demographics. relationship

Billionaire's gender.

location. citizenship

Nation in which the billionaire was born.

location. country code

The Country's 1ISO code where the billionaire lives.

location.gdp

Country's GDP where the billionaire lives.

location. region

Location of the billionaire in the globe.

wealth. type

Wealth's source (Inherited. Self-made, etc.)

wealth. worth in billions

The billionaire's total wealth, expressed in billions of dollars.

wealth.how. category

Method by which each billionaire acquired their wealth

wealth.how. from emerging

If the billionaire's prosperity was derived from a developing market.

wealth.how. industry

The branch of industry where the billionaire made their money.

wealth.how. inherited

The billionaire's wealth was acquired through inheritance.

wealth.was. founder

If the millionaire was a company founder.

wealth.how.was political

Billionaire has political experience or not.

VTII.RESEARCH QUESTIONS

1) Which ten international countries have the maximum
number of billionaires?
2) Which industries and sectors are the most successful?

3) Which sectors have the highest awareness of female
billionaires?

4) What age institution do most people and a minority of
billionaires belong to?
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VIIT. HYPOTHESIS

A crucial component of inferential statistics is hypothesis
testing, which enables us to conclude unobserved data,
frequently the population, using data from a sample of observed
data. When analyzing experimental data in economics, testing
multiple null hypotheses simultaneously is a common practice
[11]. To research this hypothesis, numerous statistical strategies
will be used, inclusive of t-tests, ANOVA, and F-assessments.
The outcomes of those experiments could shed mild on the
variables concerned with wealth accumulation and guide the
improvement of policies geared toward reducing wealth
inequality. In our research, we will look at the principle of
different factors that can be intently related to a billionaire's
wealth. We REJECT the null hypothesis in favor of the
alternative if the P-value is less than the threshold for
significance (= 0.05). The correlation is statistically significant,
we conclude. Or, to put it another way, we come to the simple
conclusion that x and y in the population at the -level are
linearly related.

If p > 0.05, then not correlated.
If p <0.05, correlated.

The following hypotheses have been formulated for our
study.

1) Does a billionaire's age affect his or her wealth?

Ho: A billionaire's net worth is not significantly related to
age.

HA: A billionaire's net worth is highly related to age in a
significant way.

2) Men with billion-dollar wealth are wealthier than
women.

Ho: A billionaire's net wealth is unaffected by gender in a
significant way.

Ha: Gender significantly affects a billionaire's financial
worth.

3) The net worth of billionaires varies considerably
between various industry sectors.

Ho: A billionaire's net worth is significantly influenced by
the industry sector.

HA: A billionaire's net worth is not much impacted by their
industry sector.

IX. EXPLORATION OF SOLUTIONS

Big data is the term used to describe the vast and diversified
informational resources that are accumulating quickly.
Software that can be used to handle data effectively and
perform pre-processing and cleaning etc., is known as big data
technology. The five main qualities of big data are truth,
diversity, value, and velocity. In seconds, minutes, hours, or
days, data volume is measured [12]. Velocity describes the
speed at which new data is produced and transferred, whereas
variety describes the wide range of data forms that are produced
often. It's vital to note that velocity also shows how rapidly a
company reacts to big data-derived business insight. The
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chance that the data's quality and consistency are inadequate,
that is, less uniform, consistent, and controllable, is referred to
as veracity. The fifth V, "value," stands for the ability of a
person or an organization to translate enormous amounts of data
into beneficial outcomes, which includes the capability to
acquire and then use data [13].

To address the issues of huge information programs,
numerous methodologies, and technologies have evolved these
days. Those are Apache Hadoop, MongoDB, Apache Kafka,
Elastic Search, Python, Seaborn, and Plotly.

X. THE TOOLS OR TECHNOLOGIES USED IN THIS RESEARCH

The Python programming language and modern libraries
such as Pandas, NumPy, Matplotlib, and Seaborn have been
selected as the technologies that will be used for this project.
This decision was made about the technology that would be
implemented. It is beneficial to use open-source software
solutions since they are free of charge, have an interface that is
simple to use, and can give comprehensive analysis and
visualization capabilities. Other technologies, on the other
hand, can need payment or prior expertise. When it comes to
the Python Seaborn visualization toolkit, the matplotlib module
is an absolute must. A graph interface that is both high-level
and insightful of data will be utilized. Python packages such as
Pandas, NumPy, and SciPy can be utilized to edit and analyze
data. The Pandas data frame makes the process of processing
data simpler. NumPy can deal with low-level data, whereas
SciPy is responsible for statistical analysis.

XI. SOLUTION DEVELOPMENT

A key part of current data-driven decision-making is
coming up with practical solutions to problems based on data
analysis. Using the "Billionaires" dataset as an example, this
paper talks about the main steps and things to think about when
coming up with good solutions for the research questions we
have. We are going to initially preprocess our data to check
whether there is any noise, further, we will analyze our dataset
to answer those research questions we formulate in the previous
part. In the meantime, we will test the hypothesis for each
question. Finally, we will show our findings and future scopes.

A. Data Preprocessing

It is necessary to preprocess the dataset to prepare it to
provide true insights into the data to answer the research
questions. To preprocess data, numerous processes are taken.
We are going to take advantage of the procedures that are
necessary in order to finish our assignment.

B. Visual Exploratory Data Analysis

Fig. 1 determines statistics at the variables' names, counts,
and their respective information kinds. There are a complete of
thirteen objects, along with 4 integers, 2 floats, and 3 Booleans.

Fig. 2 presents comprehensive statistical information for
each numerical column, encompassing the count of values in a
row, the mean, standard deviation, minimum and maximum
values, and the quartiles at 25%, 50%, and 75% of the dataset.
In terms of the dataset, the period under examination spans
from 1996 to 2014. When compared to the oldest company,
which was established in 1610, the most recent company was
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established in 2012. The individual who is the youngest among
them is only 12 years old, while the individual who is the oldest
is 98 years old.Beyond $3.5 billion, the median net worth of a
billionaire is greater than that amount.

Fig. 3 illustrates the number of unique values in each
variable. Here, we are going to present a visual exploratory
information analysis. Commonly, specific variables incorporate
less than twenty precise values and there may be a repetition of
values, this means that the records can be grouped by manner of
these precise values. At this level of the study process, we're
investigating the effects of visible evaluation on a spread of
specific variables derived from the dataset.

Fig. 4 demonstrates the dataset comprising individuals
belonging to three distinct genders: males, females, and married
couples. Moreover, there exist five discrete categories of
billionaires' wealth.

The four graphs in Fig. 5 and Fig. 6 depict a visual analysis
of six distinct variables within the dataset. Fig. 5 illustrates the
distribution of wealth and the corresponding industries
associated with wealth. Fig. 6 illustrates six distinct instances
of form inheritance, along with a classification indicating
whether each billionaire is a founder or not.

@) +# Finding unique values for sach column

# TO understand which column is categorical and which one is Continuous

~[1e97] billionaire_df.info()
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<class “pandas.core.frame.DataFrame’ >

RangeIndex: 2614 entries, @ t
Data columns (total 22 column
#  Column

company . founded
any .name

.relationship

-sector

company . type

demographics.age

[ N T I S
n
)
E}
o
o
3
=

demographics.gender

18 location.citizenship

11 location.country code

12 location.gdp

13  location.region

14 wealth.type

.worth in billions
w.category
w.from emerging
w.industry
w.inherited

founder

political

dtypes: loatB4(2),

memory usage: 395.8+ KB

o 2613
sy

Mon-Null Count Dtype

non-null  object

non-null  inté4
non-null  int64
non-null  int64
non-null  object
non-null  obJject
non-null obJject
non-null  object
non-null  inté4

non-null  object
non-null  obJject

non-null  object
non-null float6a
non-null  object
non-null  object
non-null  floatGa
non-null  object
non-null  bool
non-null  object
non-null  obJject
non-null  bool
non-null  bool

int&4(4), object(13)

Fig. 1. Dataset information.

#[1898] bilLionaire df.describe()

rank year congany. founded denographics.age location.gdp wealth.uorth in billions

mean 599672533 2008411630 1524711536

std 467885695 7403598 43775546
min 1000000 1996.000000 0.000000
25% 215000000 2001.000000 1936.000000
0% 430.000000 2014000000 1963.000000
75%  968.000000 2014.000000 1985.000000

max 1565.000000 2014.000000 2012.000000

count 2614000000 2614 000000 2614000000 2614000000

26140000:03 2614000000
53239 1769103+12 3531943
B 5470812 5086813
42000000 0.000000e+00 1000000
47000000 0.000000e<00 1400000
53000000 0.000000¢+00 2000000
TOOD0000  7.2500002+11 3500000
SB000000 1.060000¢+13 T6.000000

Fig. 2. Statistical view of numerical data.

# Typically if the numer of unique values are < 2@ then the variable is likely to be a category otherwise continuous

billionaire df.nunique()

name 2077
rank ass
year 3
company . founded 178
1577
y.relationship 74
company . sector 520
company . type 18
demographics.age 76
demographics.gender 3
location.citizenship 73
location.country code 74
location.gdp 81
location.region s
wealth.type s
wealth.worth in billions 18

3
wealth.how.category El
wealth.how.from emerging 1
wealth.how.industry 19
1
1

wealth.how.inherited
wealth.how.was founder
wealth.how.was political
dtype: ints4

Fig. 3. Checking unique values.
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Fig. 4. Gender and wealth distribution visually.
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The dataset contains 22 variables, but only a few are
essential for answering research questions. To maintain the
desired number of variables, only a few are required, resulting
in the loss of unnecessary ones. The remaining variables will be

4th generation

female

maintained for research purposes.

male

demographics.gender

Fig. 5. Distribution of ‘wealth category and ‘wealth industry’ by bar graph.

Sth generation or longer

father
not inherited

wealth.how.inherited

Fig. 6. Distribution of ‘wealth inherited” and ‘wealth.how.was founder.

nane denographics.gender location.citizenship

0 Bil Gates
1 Bil Gates
2 Bil Gates

3 Waren Bufiett
4 Warren Bufiett

2609 W Chung-Yi
2610 WuXiong
2611 Yang Keng
%12 Zdenek Bakala
%13 Zhu Wenchen

2614 rows = 10 columng

male
Male
male
Male

male

male
male
male
male

male

United States
United States
United States
United Statgs
United States

Taivan

China

China

Czech Repubiic
China
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married couple

spouse/widow

1000

8

2500
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1000

500

demographics and financial information.

executive

company.sector denographics.age wealth.worth in billions

Software
Software
Suftware
Finance

Finance

beverages and food
infant formula

Teal estafe

coal

pharmaceuficals

4
[

185
571
760
180
03

10
10
10
10
10

founder non-finance

inherited

wealth.type

@

2
wealth.how.was founder

privatized and resources

seif-made finance
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Fig. 7 displays a dataset after irrelevant columns have been
removed, presenting a streamlined view of wealthy individuals'

vealth.type wealth,how.category wealth.hou.inherited wealth.how.uas founder ./:

founder non-finarice
founder non-inance
Tounder non-finance
founder non-finance

founder non-inance

executive

executive

sel-made finance
privafized and resources

executive

New Sectors
New Sectors
New Sectors
Traded Sectors
Traded Sectors

Traded Sectors
Traded Sectors
Financial
Resource Related

New Sectors

Fig. 7. After removing irrelevant columns - new dataset.
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notinhesited
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True
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By doing so, we will rename the column name as follows in
order to make the analysis simpler:

Fig. 8 represents the dataset with renamed columns to
provide a clearer understanding of the attributes of each
individual listed.

C. Handling Missing Values

At this point, we determine which values in the dataset are
absent. One of the most critical components of records
evaluation is the management of lacking values. The precise
study topic, the number of missing data, and the influence that
the missing values can have on the evaluation are all elements

name gender citizenship  company sector age net_worth billion

0 Bill Gates male  United States Software 40 185

1 Bill Gates  male  United States Software 45 587
2 BillGates  male  United States Software 58 76.0
3 WarrenBufiett  male  United States Finance 65 150
4 WarrenBufiet  male  United States Finance 70 323
2609 WuChung-Yi  male Taiwan beverages and food 55 10
2610 WuXiong  male China infant formulz 0 10
2611 YangKeng  male China real estate 53 10
2612 ZdenekBakala  male Czech Republic coal 53 10
2613 ZhuWenchen  male China pharmaceuticals 48 10

2614 rows = 10 columns

Vol. 15, No. 12, 2024

that must be taken into consideration whilst determining
whether to put off missing values or impute them.

As can be seen in Fig. 9, 34 cells are missing from the
gender column, 23 cells in the company_sector column, 22 cells
in the wealth_type column, and one cell in the wealth_source
column.

In Fig. 10, We check the Total missing values in our dataset
and the proportion of missing on different columns. The
percentage of values that are missing from the dataset is quite
low (most of them are much lower than 0%). Therefore, we are
going to ascribe those values to the requirements that we have.

Fig. 8. Renaming columns.

F <

#1.Checking missing values dataset
print(billionaire_df.isnull().sum())

name a
gender 34
citizenship a
company_sector 23
age a
net_worth_billion a
wealth_type 22
wealth_source 1
wealth_inherited

was_founder a

dtype: inte4

Fig. 9. Number of missing values on each column.

wealth_type wealth_source wealth_inherited was_founder ?:
founder non-finance New Sectors not inherited True
founder non-finance New Seclors not inherited True
founder non-finance New Seclors not inherited True
foundernon-finance  Traded Sectors not inherited True
founder non-finance  Traded Sectors not inherited True
executive  Traded Sectors not inherited True
executive  Traded Sectors not inherited True
sel-made finance Financial not inherited True
privatized and resources  Resource Related not inherited True
executive New Seclors not inherited True
57|Page
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v o # get the number of missing data points per colum
| missing values count = billionaire df isnull().sun()
# how many total missing values do we have?
total cells = np.product(billionaire df .shape)
total missing = missing values count.sun()

§ percent of data that is missing
(total missing/total cells) * 160

0.300044370434383

Vol. 15, No. 12, 2024

cJ- ° # Calculate the percentage of missing values in each column for updated dataframe

missing values = billionaire df.isnull().sun() / len(billionaire df) * 160

# Print the percentage of missing values in each column
print(missing_values)

name 0.0866000
gender 1.368689
citizenship 0.006000
company_sector 0.879878
age 0.000000
net_worth_billion  0.006060
wealth_type 0.841622
wealth_source 0.038256
wealth_inherited  0.000000
was_founder 0.006000

dtype: float6sd

Fig. 10. Missing values in percentage.

As a first step, we strive to impute the cells that might be
lacking from the gender column. Inside the gender column,
there are a complete of 34 values that are lacking, and most
people of these billionaires have covered terms related to their
families alongside their names. Due to the absence of gender
values, data analysis is impeded. The presence of the term
"family" in the name gives the impression that the individual in
guestion is not a billionaire but rather a member of a family that
is a billionaire, which has the potential to skew the results of the
study. Consequently, removing these rows guarantees that the
analysis is founded on data that is both reliable and pertinent.

Fig. 11 demonstrates the word "family" is present in most
of the cells that are absent from the gender column. We are
going to get rid of those rows. Since Oeri Hoffman and Sacher
appear to be a "married couple” right before our eyes, we shall
impute one missing cell as belonging to a "married couple.".
Rest of the cells we can delete the rows as there are a smaller
number of missing cells.

o # here we can see the the column gender has missing gender because most of the billienaire

# name is included family .In data set only 1.3% of rows missing gender.
#and most of those are family business

# and missing data percentage is very less so we can delete those rows
missing gender df = billionaire_df[billionaire df['gender'].isnull()]

names = missing_gender df.loc[:, 'name']

for name in names:
print(name)

Fig. 11 demonstrates the word "family" is present in most
of the cells that are absent from the gender column. We are
going to get rid of those rows. Since Oeri Hoffman and Sacher
appear to be a "married couple” right before our eyes, we shall
impute one missing cell as belonging to a "married couple.".
Rest of the cells we can delete the rows as there are a smaller
number of missing cells.

In Fig. 12, following the elimination of cells that were
absent from the gender subgroup, we are left with 2581
individual observations. The next step is for us to analyze our
research using this dataset. We are still trying to impute a few
cells that are missing from our database.

Fig. 13 shows above are the remainder of the values that are
absent from our dataset. We are going to try to impute those
using statistical methods such as the mean, the mode, and the
median. As a method for dealing with missing values, we use
the median for continuous variables and mode for categorical
measures.

Oeri Hoffman and Sacher
Haniel family
wonowidjojo family
Merck Family
Henkel family
Boehringer family
Seydouxs/Schlumberger families
Brenninkmeijer family
Shin Kyuk-Ho

Lemos Ffamily

won Siemens family
Porsche family
Funke family
wverspieren family
Moores family
Goulandris family
Rochling family
Peugeot family
Simon Ffamily
Freudenberg family
Juffali Family
Leibbrand family
Reimann Family
conle famle
Bemberg family
Isono family
Ryusuke Kimura

Kim Suk-won
Larragoiti family
Strwher family
wWerhahn family
otani Family
Junichi Murata
Autrey Family

Fig. 11. Checking missing values in gender with their names.

58|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 12, 2024

{[349] #It is not possible to determine the gender of individuals based solely on their name or family name.
- billionaire df = billionaire df.dropna(subset=['gender'])
billionaire_df

name gender  citizenship  company_sector age net_worth_billion wealth_type  wealth_source wealth_inherited was_founder 2:
0 Bill Gates  male  United States Software 40 185 founder non-finance New Sectors not inherited True
1 Bill Gates  male  United States Software 45 28.7 founder non-finance New Sectors not inherited True
2 Bill Gates  male  United States Software 58 76.0 founder non-finance New Sectors not inherited True
3 WarenBufett male  United States Finance 65 15.0 founder non-finance  Traded Sectors not inherited True
4  WarenBufiett male  United States Finance 70 323 founder non-finance  Traded Sectors not inherited True
2608  WuChung-Yi  male Taiwan beveragesandfood 55 1.0 executive  Traded Sectors not inherited True
2610 WuXiong  male China infantformula 0 1.0 executive  Traded Sectors not inherited True
261 YangKeng  male China real estate 53 1.0 sel-made finance Financial not inherited True
2612 Zdenek Bakala  male Czech Republic coal 53 1.0 privatized and resources Resource Related not inherited True
2613 ZhuWenchen  male China pharmaceuticals 48 1.0 executive New Sectors not inherited True

2581 rows x 10 columns

Fig. 12. Dropping irrelevant cells from gender subset.

Fig. 13. Checking total missing values remained in the updated data frame.

¥ [341] #1.2.Checking Missing values for updated Dataframe . . . . .
b print(billionaire df.isnull().sun()) Fig. 14 illustrates the code snippet of a Python script using

pandas to impute missing values in the dataframe.

”amj S After imputing the remainder variables, we got the updated
EE:iEZnship 0 dataset with ‘zero’ missing values (Fig. 15).

company_sector n D. Checking Duplicate

age 8 .

net worth billion @ As part of the data cleansing process, we conducted a check
wealth_type 19 to identify any duplicated rows (as in Fig. 16). The duplicated
wealth_source 1 () method in pandas allows us to identify and eliminate any
wealth_inherited 9 duplicated rows in the dataset. This measure was implemented
was_founder 8 to ensure the distinctiveness of each discovery and to prevent
dtype: inté4 any potential interference with subsequent analyses. Therefore,

we did not discover any duplicate rows as a result.

: [342] #1 am treating missing values with Median for Continuous values, and Mode for categorical values.

- # Treating missing values of categorical variable with MODE value
billionaire_df['company_sector'].fillna(value=billionaire df['company _sector'].mode()[@], inplace=True)
billionaire_df[ 'wealth_type'].fillna(value=billionaire df[ wealth_type'].mode()[8], inplace=True)
billionaire_df[ 'wealth_source'].fillna(value=billionaire df[ wealth_source'].mode()[@], inplace=True)
billionaire_df

<ipython-input-342-dB63120c5587>:3: SettingWithCopyWarning:

A value is trying to be set on a copy of a slice from a DataFrame

See the caveats in the documentation: https://pandas.pydata.org/pandas-docs/stable/user_guide/indexing.html#returning-a-view-versus-a-copy

<ipython-input-342-dB63120c5587>:4: SettingWithCopyWarning:

Fig. 14. Missing values imputation by statistical techniques.
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; [343] #1.3.Checking Missing values for updated Dataframe
) print(billionaire_df.isnull().sum())

name
gender
citizenship
company_sector
age
net_worth_billion
wealth_type
wealth_source
wealth_inherited
was_founder
dtype: inté4

[sx I I« o v I o I« B a v B o B an I e v ]

Fig. 15. Data frame after imputation.

7 [344] #4.Checking for duplicated rows in a dataset after dropping the rows with missing values

# Check for duplicated rows
duplicated rows = billionaire df[billionaire_df.duplicated()]

# Print the duplicated rows
print(duplicated_rows)

Empty DataFrame

Columns: [name, gender, citizenship, company_sector, age, net_worth_billion, wealth_type, wealth_source, wealth_inherited, was_founder]

Index: []

Fig. 16. Checking duplicate.

E. Outlier Analysis

To guarantee the precision and dependability of the studies,
we did an outlier treatment of the dataset by using the
interquartile range (IQR) approach in Python. This allowed us
to recognize and exclude any intense values that would have a
sizeable impact on the effects.

Fig. 17 and Fig. 18 show that the 'age' column contains
significant values that need to be addressed. The dataset
includes both horrible and zero age graphs, and outliers are
identified at significantly lower than 20 ages. It is important to
note that billionaires' age cannot be zero or impoverished.

Ares: »

800
600
400
00 ‘ll\
0 I H
-40 -20 0 20 | 60 80 100

Fig. 17. Visual distribution of ‘Age’ by histogram.

<hes: >

age {0 00 o|} E] |
=40 -2 0 20 40 60 80 100

Fig. 18. ‘Age’ column where outliers detected.

Among the options available for dealing with the outliers,
one option is to substitute the median age charge of the
relaxation of the dataset for the values of bad and 0 years old.
The outliers are going to be dealt with by imputing them using
the median statistical technique. This will be done to address
the issue.

It is through this method that the median age of the
information is determined, which consequently alters the age of
billionaires who are significantly younger than twenty years old
(Fig. 19).
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;’ [351] # calculate median age
' median_age = np.median(billionaire df 'age’])

¥ replace outliers with median age

billionaire df.loc[billionaire df['age'] < 28, 'age'] = median_age

Fig. 19. Treating outliers in ‘Age’ column.

The net worth column that is displayed in Fig. 20 does not
demonstrate any discernible increasing or declining trend. In
addition to this, it demonstrates that the 'net_worth' column
does not contain any outliers. Further evidence that there is a
substantial association between ‘age’ and 'net worth' is shown
by the graph.

30

25

N
=]

net_worth_billion
[
w

-
w (=]

o

20 30 40 50 60 70 80 90 100
age

Fig. 20. Line plot of age vs. net worth billion.

XII.DATASET EXPLORATION

The top ten countries with the highest number of billionaires
are depicted in Fig. 21.

C Top 10 Countries with the Most Billionaires

800

Number of Billionaires
] ] = 2 =
S S s 8 S

S
Ed

s
g

United States China  Germany Russia  Brazil HongKong Japan india  Francéinited Kingdom

Country
Fig. 21. Top ten billionaires in a bar graph.

Perspectives from Fig. 21:

e Fig. 21 above displays a bar chart of the top 10 richest
nations and their billionaires.

Vol. 15, No. 12, 2024

e The most billionaires reside in the United States.

e China ranks second among countries with 100
billionaires.

e The number of billionaires in the United Kingdom,
which is ranked 10th, is just under fifty.

Fig. 22 depicts the top five industries with the largest
number of billionaires.

Top 5 Industries with Most Number of Billionaires

Consumer

Real Estate

) Technology-Computer
Retail, Restaurant

Money Management

Fig. 22. Top five industries with the most billionaires are shown in a pie
chart.

Perspectives from Fig. 22:

e The consumer goods industry has the most billionaires,
as shown in the pie chart above.

o A significant number of billionaires are also involved in
real estate.

Fig. 23 depicts the number of women billionaires by sector.

Number of Women Billionaires by Industry

o9

Consumer

Real Estate

Retail, Restaurant

Money Management

Media

Industry

Constrution

Diversified financial

Non-consumer industrial

Technology-Medical

Technology-Computer

10 20 30 40 50 60
Number of Women Billionaires

=y

Fig. 23. Graph depicting the number of female billionaires by sectors.

Perspectives from Fig. 23:

e With over 55
the consumer
the most female billionaires.

female billionaires,
enterprise has

e The retail and real estate industries are 2nd, with
little more than 20 lady billionaires.
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o With only 10 women billionaires working in the IT area, 600 Number of Billionaires by Age Range
it has the lowest number of female billionaires.
Fig. 24 represents the billionaires by age range. =00
£
L Billionaires by Wealth Type E 400
founder non-finance i'g 300
3
£ 200
3
=
. 100 I
executive
A . .
60-70 50-60 70-80 40-50 80-90 30-40 90-100 0-30
inherited Age Range
self-made finance Fig. 25. A pie chart displaying the proportion of billionaires in each wealth
category.
privatized and resources Perspectives from Fig. 25:
Fig. 24. Proportion of billionaires in each age group shown in the bar chart. e The vast majority of the billionaires in the sample
. . inherited their fortunes. They account for 34.8% of all
Perspectives from Fig. 24: billionaires.
e Many of the billionaires in the dataset are between the e Self-made billionaires comprise 19.5% of the total.

ages of 60 and 70.
e Executives account for the smallest proportion of

e There are very few billionaires aged 30 and under. billionaires, accounting for only 7.4% of all
e Approximately two-thirds of billionaires are between billionaires.
the ages of 40 and 80. Fig. 26 depicts the 2014 net worth of the top 10 billionaires.
Fig. 25 illustrates the proportion of billionaires by wealth
category.
o Q i

Top 10 billionanaires in 2014 and their networth

80
wealth.worth in billions

70 73

65
60

name=Sheldon Adelson

wealthworth in bilions=38 B
30
45
40
3

David Koch Sheldon Adelson  Christy Walton Jim Walton

60

wealth.worth in billions
&

Bill Gates CarlosSlimHelu  Amancio Ortegs Warren Buffett Larry Ellison (Charles Koch

name

Fig. 26. A bar chart depicting the top ten billionaires and their net wealth in 2014.

Perspectives from Fig. 26: o After that, Carlos Slim comes in second place, boasting

e The bar graph above shows the most current top 10 anet worth of seventy-two billion dollars.

billionaires alongside their net worth since 2014 is the e Christy Walton is the simplest female among the Top
latest year that is included in the dataset. Ten rich individuals, with a net worth of thirty-eight

o With an overall net worth of $76 billion, Bill Gates is billion greenbacks.
the first. The top 10 billionaires' sources of income are shown in Fig.
27.
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Fig. 27. The top 10 billionaires and their sources of income are shown in a bar graph.
Perspectives from Fig. 27: e We can see from the picture above that some colors are

o Bill Gates, the richest billionaire, receives funding from
Microsoft.

repeated twice; these are family businesses or
businesses that have produced more than one
billionaire, like Walmart and Koch Industries.

The ages of the top 10 billionaires are shown in Fig. 28.
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Fig. 28. A bar graph showing the ages of the top 10 billionaires.

Perspectives from Fig. 28: e Warren Buffett, who is over 80 years old, is the oldest

e The world's number one billionaire is 58 years old.

o The top ten richest people are all over 50 years old.

person among the top ten billionaires.
Fig. 29 presents the top ten youngest billionaires.
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Top 10 youngest billionairs

demographics.age

28

Q\Ihm von Thurn und Taxis Robert Ziff Perenna Kei Daniel Ziff Kumar Birla Emilio Azcarraga Jean Dustin Moskovitz Anton Kathrein, Jr. Mark Zuckerberg

name

Fig. 29. The top ten youngest billionaires are represented by a bar chart.

Perspectives from Fig. 29 e Mark Zuckerberg is the wealthiest young person, with a

net worth of more than $25 billion.

e Albert Thurn, who is only 12 years old and worth a

billion dollars, is the youngest billionaire. Fig. 30 shows the industries of the top ten youngest
billionaires.

o ) @

Top 10 youngest billionairs and the Industry they belong to

.Ellzer: ron Thurn und Taxis Robert Ziff Daniel Ziff Perenna Kei Kumar Birla Emilio Azcarraga Jean Dustin Moskoviz Mark Zuckerberg Anton Kathrein, Jr.

name
Fig. 30. A bar graph depicting the industries of the world's youngest billionaires.

Perspectives from Fig. 30: e The richest young billionaire is from the technology-

e The youngest billionaire works in the financial services

computer industry.

industry. Fig. 31 exhibits the top ten female billionaires and their

ages.
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Top 10 Female billionaires and their age
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Fig. 31. The ages of the top ten female billionaires.
Perspectives from Fig. 31: o Lillian Bettercourt, who ranks second among female

o Christy Walton, the wealthiest female billionaire, is 59 billionaires, is over 80 years old.

years old and worth more than 36 billion dollars. Fig. 32 highlights the top ten billionaires and the industries
in which they work.

Top 10 Female hillionanaires and the Industry they work in

wealth.how.industry
B Resil, Restauran:
W Consumer

B Mining and metals

B Money Management

wealth.worth in billions

Liliane Becencourt ~ Jacqueline Mars Helen Walton Johanna Quand: Susanne Klatten (Gina Rinehart Abigail Johnson

Christy Walton Alice Watton

name

Fig. 32. A bar chart showcasing the top 10 female billionaires and the industries in which they work.

Perspectives from Fig. 32: e Most female billionaires work in the consumer business.
e The richest female billionaire works in retail and The top ten industries' billionaires combined net worth is

restaurants. shown in Fig. 33 for 2014.
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Fig. 33. Billionaires combined net worth in the leading ten sectors in 2014.

Perspectives from Fig. 33:

e The largest sector, valued at over $1 trillion, is the
consumer goods sector.

e The retail, restaurant industry comes in second, with a
market value of $800 billion.

XIII. TESTING THE HYPOTHESIS

1) Hypothesis 1: Does a billionaire's age affect his or her
net worth?

° import pandas as pd
from scipy.stats import pearsonr

Ho: A billionaire's net worth is not significantly related to
age.

Ha: A billionaire's net worth is related to age in a significant
way.

The code for evaluating the first hypothesis is shown in Fig.
34.

# Compute Pearson correlation coefficient and p-value

# THIS TESTS THE HYPOTHESIS OF THE RELATIONSHIP BETWEEM AGE AND MNETWORTH

corr, p_value = pearsonr(billionaires['demographics.age’], billionaires['wealth.worth in billions'])

# Print the results
print("“Pearson correlation coefficient:", corr)
print("p-value:"”, p_value)

[+ Pearson correlation coefficient: 8.88758438991654515

p-value: 3.998971769685956e-85

Fig. 34. Test code for Hypothesis 1.

Perspectives from Fig. 34:

e The association between age and net worth was
examined using the Pearson correlation coefficient.

e Considering a p-value of 0.00004, it is evident that the
age of a billionaire and their wealth are strongly
correlated. We agree with an alternate concept as a
result.

e The more elderly billionaire is most likely to be richer.

2) Hypothesis 2: Men with billion-dollar wealth are
wealthier than women?

Ho: A billionaire's net wealth is unaffected by gender in a
significant way.

Ha: Gender significantly affects a billionaire's financial
worth.

The code to test the second hypothesis is shown in Fig. 35.
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° import scipy.stats as stats
# Filter the data for male and female billionaires
male_df = billionaires[billionaires[’demographics.gender

female_df = billionaires[billionaires['demographics.gende

# Conduct the two-sample t-test assuming equal variance

]
-

Vol. 15, No. 12, 2024

= "male’]
== 'female']

t_stat, p_val = stats.ttest_ind(male_df[ 'wealth.worth in billions'], female_df['wealth.worth in billions'], equal_var=True)

# Print the t-statistic and p-value
print("t-statistic:”, t_stat)

print("p-value:", p_val)

[» t-statistic: -8.92948802457585286
p-value: 8.32829332217866183

Fig. 35. Test code for Hypothesis 2.

Perspectives from Fig. 35:
e This hypothesis was tested using a two-sample t-test.

e Gender and net worth are unrelated, as indicated by the
p-value of 0.32, which is larger than 0.05.

e We can rule out the alternative hypothesis and adopt the
null hypothesis which is billionaires' net worth is
unaffected by gender.

import scipy.stats as stats

3) Hypothesis 3: The net worth of billionaires varies
considerably depending on the industry area.

Ho: A billionaire's net worth is significantly influenced by
the industry sector.

Ha: A billionaire's net worth is not much impacted by their
industry sector.

Fig. 36 illustrates the code for testing the third hypothesis.

# Group the data by industry and select the net worth column

grouped_data = billionaires.groupby( 'wealth.how.industry')[ 'wealth.worth in billions']

# Perform one-way ANOVA test

f_statistic, p_value = stats.f_oneway(*[grouped_data.get_group(x) for x in grouped_data.groups])

print("F-statistic:", f_statistic)
print/("p-value:", p_valueﬂ

F-statistic: 2.745769472721782
p-value: 9.00022408174979504465

Fig. 36. Test code for Hypothesis 3.

Perspectives from Fig. 36:

e This hypothesis was investigated using the one-way
ANOVA test where the p-value is less than 0.05.

e We can accept the null hypothesis and concur that the
industry sector significantly influences billionaires'
net wealth.

XIV. EVALUATION

The study revealed how gender, age, and industry affect
billionaire wealth accumulation. The retail industry has the
most female billionaires, and most billionaires are men.
According to our research, billionaires are usually 50-60 years
old. The most senior billionaire was 98 years old, while the
youngest was 21. Furthermore, real estate, media, and
construction have more millionaires than other industries. The
insights on billionaire wealth distribution can inform
investment decisions and corporate strategies across sectors.

Our investigation has shown the key variables that enable
billionaires to become rich. The above insights could help
decision-makers, investors, and businesspeople understand
wealth distribution and develop successful financial strategies
in the global economy.

XV. FINDINGS AND RESULTS

The following is the overall finding from the billionaire
dataset analysis:

e The United States is the country that has the highest
number of billionaires, which has 804 in total.

e The sector with the most billionaires is the consumer
goods sector.

e The majority of billionaires are older than 50.

e 34.8% of billionaires received their wealth through
inheritance.
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e With a cumulative net worth of 76 billion greenbacks,
invoice Gate is the richest billionaire.

e Christy Walton has a net worth of $38 billion, making
her the richest female billionaire.

e The youngest billionaire is Albert Thurn, who's just 12
years old and possesses a $1 billion fortune.

XVI. CONCLUSIONS

In summary, our examination of the "Billionaires.csv"
dataset utilizing Python tools for big data analytics yielded
significant findings regarding the determinants that impact the
accrual and allocation of riches among billionaires. Our
observation revealed a noteworthy accumulation of wealth
within a minority of individuals, indicating the existence of
income disparity within the billionaire demographic.

The study found that entrepreneurship and technology
helped a significant number of billionaires in the sample
become wealthy. Technology and finance were the most
profitable industries for billionaires. The analyses also showed
that the US and China have the most billionaires. Billionaires
also showed a trend toward gender diversity. This study sheds
light on billionaires, but it has limitations. The dataset covers
billionaires until 2021 and may not reflect current trends. The
analysis only considered quantitative variables, ignoring
qualitative factors that may contribute to wealth accumulation.

Our examination also provides a valuable contribution to
the comprehension of the fluctuations in affluence within the
billionaire population, exposing trends linked to entrepreneurial
pursuits, sectors of operation, geographical location, and
gender. Subsequent investigations ought to adopt a more all-
encompassing methodology by combining qualitative and
longitudinal data to acquire a more intricate comprehension of
the accumulation of billionaire wealth and its societal
ramifications.

XVII. LIMITATIONS AND FUTURE WORK

There are a few limitations to our dataset and methodology,
even though our analysis offers insightful information about the
elements that lead to self-made billionaires' wealth
accumulation.

e The dataset excludes bhillionaires who received their
riches through inheritance and is only comprised of
self-made billionaires. The generalizability of our
findings to the total billionaire population may be
impacted by this exclusion.

e The dataset may not be typical of people who have less
net worth because only billionaires with total assets of
more than one billion dollars are included in it.
Additionally, because the data was taken over a
limited period, probably, it doesn't accurately reflect
patterns and shifts in wealth distribution.

e Descriptive statistics and exploratory data analysis
methods played a significant role in our investigation.
Although these techniques help understand the data,
they do not prove causation or take into consideration
confounding variables.

Vol. 15, No. 12, 2024

e The dataset may contain incomplete or erroneous data,
which could produce biased or insufficient results.
These restrictions must be understood and considered
when interpreting the findings of our investigation.

Notwithstanding these constraints, the dataset can yield
valuable insights into the determinants that contribute to the
ascent of self-made billionaires. The determinants encompass
the sector, age, gender, and regional attributes of the
billionaires. The findings derived from this dataset can offer
precious insights for companies and traders in their choice-
making procedures, as well as for an academic look at the
societal implications of wealth inequality. This information has
the potential to be utilized for several objectives. To augment
our understanding of the intricacies surrounding the wealth of
billionaires and its far-reaching consequences, future research
undertakings should integrate both quantitative and qualitative
methodologies, incorporate longitudinal data, and investigate
more extensive array of variables. This will facilitate a more
holistic comprehension of the complexities associated with the
amassing and dispersal of wealth among individuals in the
billionaire class.
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XVIIL, KEY TERMS AND DEFINITIONS

Big Data Analytics: The procedure of using advanced
computer and statistical tools to analyze and clean meaningful
data from huge and complex datasets.

Vol. 15, No. 12, 2024

Data Visualisation: The graphical presentation of data to
highlight patterns, trends, and insights to make challenging
material more approachable and understandable.

Inheritance: The practice of transferring wealth, assets, or
property from one generation to the next, usually using close
family ties.

Economic Growth: The amount of goods and services
produced by an economy increases with time. GDP growth,
which measures the total value of a nation's finished goods and
services, is typically used to measure it. Economic growth
reveals productivity, living standards, and prospects for both
businesses and people.

Hypothesis Testing: A method that uses statistical analysis
to determine whether a hypothesis or claim made about a
population is supported by the data from a sample of that
community.

Data Pre-processing: The manipulation of raw data using a
variety of methods to prepare it for subsequent processing is
what is referred to as "data pre-processing,” and it is an essential
part of the data preparation process.

Python: A high-level programming language that is well-
known for its ease of use and readability and that finds
widespread use in the fields of scientific computing, machine
learning, and data analysis.
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Abstract—Precision agriculture is focusing on automated weed
detection in order to improve the use of inputs and minimize the
application of herbicides. The presented paper outlines a Vision
Transformer (ViT) model for weed detection in crop fields, that
tackle difficulties stemming from the resemblance of crops and
weeds, especially in complex, diversified settings. The model was
trained via pixel-level annotation of the images obtained using
high-resolution UAV imagery shot over an organic carrot field
with crop, weed, and background. Due to the nature of the
mechanism in ViTs that includes self-attention, which allows it to
capture long-range spatial dependencies, this approach can very
well distinguish crop rows from inter-row weed clusters. To solve
the problem of class imbalance and improve the generality of the
patches, techniques of data preprocessing such as patch extraction
and augmentation were used. The effectiveness of the proposed
approach has been confirmed by an accuracy of 89.4% in
classification, exceeding the efficiency of basic models such as U-
Net and FCN in practical application conditions. This proposed
ViT-based approach is a marked improvement in crop
management; and provides the prospect for selective weed control,
in support of more sustainable agriculture. This model can also be
integrated into Al-based tractors for real-time weed management
in the field.

Keywords—Precision agriculture; weed detection; vision
transformer; UAV imagery; crop-weed classification; Al-Tractors

. INTRODUCTION

In light of such global factors as climate change, increasing
population, and declining land fertility, protection of food
production has become an important task [1]. Amongst various
biotic constraints that affect crop yield and quality, weeds rank
as some of the most formidable challenges that crop producers
face in the field [2]. If not controlled, weeds have severe effects
on crop yield and quality hence contributing to loss making and
high food insecurity [3]. In the past, weed management has been
undertaken by mechanical means such as pulling weeds out by
hand or the widespread application of herbicides [4]; either of
which is now considered to be unfavorable. Hand weeding is
hard and cannot be used in large scale farming [5], while
chemical control causes pollution and health issues [6], reduces
bio-diversity, and results into the evolution of herbicide resistant
weeds. Therefore, there is need to develop effective, sustainable
as well as economic methods to tackling weed problems.

New developments in precision agriculture especially in
combination with technology such as remote sensing, machine

learning and drone systems, are revolutionizing conventional
weed control approaches [7]. Precision agriculture is the practice
of trying to grow crops as efficiently as possible by giving
farmers instant information about the condition of their fields so
they can manage the resources they use in the most sustainable
way [8]. With UAVs using high resolution and multispectral
cameras available for field monitoring, large scale data
acquisition coupled with detailed visualisation of crop and weed
distribution in the agricultural environments is possible [9]. It is
possible to use this technology to locate and identify weeds and
subsequently manage by providing efficient spot treatment as
opposed to weed eradication using herbicides.

Nevertheless, identification and precise categorization of
weeds in crop fields still pose a great challenge due to factors
such as variability in the field, weeds growing between rows of
crops and close resemblance in appearance of weeds and crops
[10]. These difficulties cannot be resolved by using conventional
image processing techniques, because such approaches rely on
color-based or shape-based segmentation, which may not be
sufficient for distinguishing between very similar plant species
in different lighting and environmental conditions [11]. To
overcome these limitations, machine learning particularly deep
learning approaches has been used to improve weed detection
accuracy. Convolutional neural networks (CNNs) have been
reported to work well in this area [12], however, due to their
constrained local connectivity, they lack the ability to capture
the spatial dependencies and context required to correctly
identify weeds from crops especially in high density field
setting.

Recently, Vision Transformers (ViTs) emerged as a
compelling approach to surpass CNNs in image classification
problems [13]. First introduced for natural image understanding,
ViTs utilize the self-attention method and it provides a wide-
angle view of long-range dependencies within the image, which
is crucial in agriculture. Unlike CNNs, ViTs can handle the
analysis of the entire image regions rather than focusing on
localized features needed for crop and weed differentiation [14].
Self-attention enables ViTs to distinguish between crop rows
and inter-row weed clusters more accurately than in field
conditions where crop plants and weeds appear to have similar
textures and color patterns.

This research introduces a new method for the automated
detection of weeds based on a Vision Transformer model that
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has been developed to handle the specific difficulties of
agricultural weed categorisation in UAV imagery. The proposed
method takes advantage of the fact that crops, as a rule, are
planted in a geometric pattern of rows while weeds grow
randomly across the farm field; therefore, crop regions can be
distinguished from the clusters of weeds by their geometric
arrangement. The method we propose here is to employ the
Vision Transformer model on the high-resolution UAV images
at the pixel level to accurately distinguish crops from weeds. The
training dataset is CWFID, for each image, background, crop,
and weed pixels are labeled in detail with the help of
experienced farmers, which supplies the model with profound
features for learning intricate spatial associations.

Using the efficiency of image preprocessing including patch
extraction and data augmentation and the feature of long-range
dependencies analysis of ViT model we expect to receive high
classification accuracy and good scalability in field conditions.
This study advances understanding of weed biology and the
potential for selective, efficient weed control by identifying
specific proteins that allow for accurate discrimination of
different weed species. Consequently, the study responds to
important research questions in PA and opens up opportunities
toward building more sustainable and less hazardous crop
growing systems.

The remainder of this paper is organized as follows: Section
Il discusses related work, which presents an idea of this research
area and the inclusive techniques for weed detection and its
merit and demerit. Section Il outlines the research approach of
this study, which covers ViT architecture, datasets, data
preprocessing, and evaluation of crop and weed classification.
Section 1V explains the findings that include the assessment of
the ViT model and a comparison with other conventional models
like U-Net and FCNs. Section V offers a discussion of the
findings, issues on model stability and possible applications of
the developed models to precision agriculture. Last, Section VI
provides a conclusion to the study by offering an overview of
the major conclusions, the main research contributions, and an
indication of the areas where future studies and enhancements
may be made.

Il.  RELATED WORK

There are different approaches for weed detection mentioned
in the literature for the use of different image acquisition
systems. The first one is carried out by separating vegetation
from the background as soil and residues to separate crops from
the weeds. The common segmentation process handily uses the
color Methods [15] and Multispectral data in order to segment
vegetation from background using fixed indices which make
vegetation segmentation possible. Nonetheless, differentiating
between weeds and crops using spectral data prove difficult
since the two are spectrally similar. Therefore, approaches
focusing on the region level, which utilizes spatial pixel
configurations, are mostly used [16].

The detection of weeds in agriculture has improved over the
years with the help of color-based segmentation algorithm. Hue
based indices like the Excess green Index (ExG) are used widely
to sharpen vegetation features in imagery, isolating plants from
their surroundings. This approach is especially valuable when
dealing with multispectral data since, as it was mentioned, EXG
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uses the green component most to enhance vegetation. This
method has been found to be computationally efficient for the
initial step of separating crops from weeds in agricultural
scenarios and laid down a base for further analysis and
classifying more steps [17]. Another level of enhancement of
weed detection is obtained by integrating Excess Green with
Otsu’s thresholding technique which segment images at the
optimum threshold intensity values. The integration method is
passes in minimizing the background noise while maximizing
vegetation details. Together with the double Hough transform,
this method improves the identification of crop lines in images
with perspective distortion by recognizing and reorienting the
lines in a complex environment in agriculture. They are
particularly useful in the images of the same scene taken under
varying lighting conditions since they increase the resistance
when classifying crops from weeds [18].

TABLE I. PREVIOUS WEED DETECTION METHODS
Method Description Reference
Separates vegetation from background
Color-Based using color indices such as Excess Green [17]
Segmentation (ExG) and fixed indices in multispectral
data.
Combines Excess Green and Otsu’s
ExG and Otsu’s | thresholding to eliminate background, [18]
Thresholding then uses double Hough transform to
identify crop lines in perspective images.
Object-Based Uses_ UAV imagery and multiscale
.| algorithms to segment crop rows from
Image Analysis - - [19]
weeds, creating homogeneous objects for
(OBIA) !
analysis.
2D Gabor | Uses 2D Gabor filters to capture texture
Filters with | features and an artificial neural network | [20]
ANN (ANN) classifier for weed detection.
Utilizes morphological features to
. distinguish weeds in maize fields, using
?:Ak?z:gl(t)gr)igslt(i:casl neural networks and support vector | [21]
machines (SVMs) with shape-based
features.
Edge Differentiates weeds from crops by
Frequencies & | analyzing edge frequencies and vein | [22]
Vein Density density differences in the leaves.
Applies  Otsu  thresholding  for
Otsu background removal and uses k-means
Thresholding & | clustering and SVM classifier for crop- | [12]
K-means/SVM weed classification, successful in
sunflower fields.
Uses wavelets to capture texture details
Wavelet s
and a neural network for classification,
Transform & ; . ) [23]
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Another complex technique is Object-Based Image Analysis
(OBIA), which divides images into areas of the same character
instead of single pixels, within the use of multistate algorithms.
When applied to UAV imagery, OBIA provides a better defined
and can be easily automated procedure to distinguish crops from
weeds. This approach is useful in vast areas where exact
methods like pixel based approach turn out to be more
computational. Thanks to OBIA, grouping similar pixels into
coherent objects, researchers are able to distinguish the pattern
of weed distribution across the crop rows, which enhances weed
control strategies [19]. The combination of texture analysis in
the form of 2D Gabor filters with Artificial Neural Networks
(ANNS) introduces a promising solution to the problem of weed
detection due to the utilization of frequency and orientation
within images. The enhanced textural features that are
fundamental to crops and weeds are well captured by Gabor
filters. ANNSs then sort these features, and the model has a high
level of accurate weed detection in crops with textural features.
This method offers considerable reliability to precision
agriculture, above all in areas of uniform textural characteristics
where texture differential is significant [20].

Shape based features of Morphological characteristics are
another factor that builds another level of discrimination in case
of weed identification. Methods that apply such factors as shape,
size, and structure of the leaves using neural networks and
Support Vector Machines (SVMs) are preferable in structured
crops such as maize. Morphological features are unique
depending on the type of crop or the weed in question, and
therefore helpful where the shape differences are quite profound.
Such a strategy can be especially valuable for detecting specific
weed types that differ from crops morphologically [21]. Another
notable feature which is used in classification of weeds is the
patterns that appear on the leaves ‘veins. Vein density methods
and edge frequency methods help to distinguish crops and weeds
because crops and weeds essentially have different vascular
networks within the wveins of their leaves naturally. This
technique is most successful in the controlled environments
where crops and the weeds differences in vein densities are
clearly noticeable. Due to this focus on these several anatomical
dissimilarities, this approach is suitable for high precision
detections in small-scale or research production agriculture
setting [22].

Furthermore, using thresholding Otsu together with
clustering and classification method such as K-means and SVM
makes a strong way of detecting weeds in areas such as
sunflower crops. Otsu’s thresholding erases the background
noises while k-means clusters all the pixels having a nearly
similar intensity, which is then sophisticatedly classified by the
SVM in order to separate weeds correctly. Thus, this work
follows gradual layering of steps that help increase the weed
detection accuracy, and that are tested effective even in high
noise images [12]. When used alongside neural networks, the
wavelet transform is a useful method of weed detection through
texture analysis. Wavelets analyze small local details of the
image and since neural networks can provide high accuracy
when determining the difference between the weeds. This
technique has been particularly effective in sugar beet fields
where due to the multi specie flora the different weeds can be
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identified using the features obtained by the wavelet analysis of
the images [23].

Currently, the use of OBIA has included some common
machine learning models, such as SVMs, ANNs, and Random
Forests. This approach especially for maize fields incorporates
an object-based image analysis with machine learning concept
leading to higher accurate detection in large-scale agriculture.
Thus, the classifiers within and across the imagery segments
enhance the models to increase classification results in high
complexity areas where the mere pixel-based approach could
not limit the classification process [24]. Convolutional Neural
Networks (CNNs) are that key technology which helps weed
detection using high-dimensional data and pattern extraction.
The state of the art CNNs, such as the AlexNet, has been
implemented in the classification of weed crops such as water
hyacinth and serrated tussock. These models are particularly
suitable for UAV and mobile robotic systems where high
versatility of weeds and constant ability to perform well in
different conditions is needed. The feature extraction capacity of
CNNs makes them useful in agricultural systems particularly
where big data samples can be used in training and model
refinement [25].

Last of all, advanced techniques that combine spatial and
spectral characteristics of the analysed images, including Hough
transform method with the use of multispectral imaging and
support vector machines, can be pointed to as an enhanced
method for crops and weeds differentiation. This approach takes
advantage of spatial characteristics and spectral variation of four
bands in imagery for precise analysis in precision agriculture.
This method involves combining of spectral data with spatial
transformation to result in high classification accuracy
particularly in fields where spectral and spatial discrimination is
well defined [26].

I1l.  PROPOSED METHODOLOGY

In modern agriculture, most crops are planted in organized
rows with defined spaces, depending on the crop type.
Vegetation that grows outside these rows is generally identified
as weeds, known as inter-row weeds. Leveraging this spatial
organization, several studies have implemented weed detection
methods based on the geometric properties of crop rows. A key
benefit of these methods is that they are largely unsupervised,
reducing the need for manual training data. Building on this, our
approach first identifies crop rows, then labels inter-row
vegetation as weeds to create a training database. We
categorized this data into two classes, crop and weed, and used
it to train a Vision Transformer (ViT) model to detect and
classify crops and weeds from UAV imagery. Fig. 1 provides an
overview of the main steps in the proposed method, with
detailed descriptions following.

Crop/Weed Field Image Dataset (CWFID) is one of the vital
resources for demonstrating the models of machine learning for
classification of crops from weeds. The data in this paper was
obtained from an organic carrot field in Northern Germany with
the help of an autonomous field robot called Bonirob which has
a high-resolution multi-spectral camera. Collected during the
vegetation phase of the crops, the images offer a real-world
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representation of crop and weed status in the fields, which is
useful for precision agriculture studies with detailed descriptions
of both crops and weeds present in the image. The dataset
comprises 60 high-resolution images with the size of 1296 x 966
pixels. The fine details present in the presented images make it
possible for models to differentiate vegetation features, and also
differentiate between plants that are growing closely together.
Each image in the dataset is fully annotated at the pixel level by
agricultural experts, classifying each pixel into one of three
categories: The three categories of organisms identified in the
study area include Background (Soil), Crops (Carrot Plants) and
Weeds.

Input
Dataset

Generate Image
Patches

Predicted Results

Fig. 1. Proposed architecture flow.

The expert annotations of the CWFID dataset allow for the
identification of crops and weeds in a highly accurate, even in
the most complicated agricultural environment. Every class in
the case of the given dataset is a category of content that helps
in differentiating between plants and soil. The three annotated
classes are described in detail below:

1) Background (Soil): This class consists all the bare
grounds particularly the soil that is inter and intra-row of crops.
These background regions makes it easier to define whether an
object is crop or weed since they creates a contrast. The pixel
distribution across the three classes is as follows and has been
presented in Table Il to indicate the class imbalance problem
similar to that of realistic problem.

2) Crops (Carrot Plants): This class is made up of areas
with carrot plant bodies, which are usually aligned in an orderly
manner. They contribute to the improvement of the
effectiveness of the classification between crop and non-crop
areas due to the crop rows formed. The carrot plants were in
different stages of maturity which provided a variety that helps
the models understand different crop morphologies.

3) Weeds: In this dataset, weeds comprise intra-row weeds,
which are those established within the crop rows, and inter-row
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weeds, which are those established between the crop rows.
Classification models are further complicated by the presence
of intra-row weeds since they are similar in size and color to
crops. The presence of a large number of different weeds
improves the applicability of the dataset for developing reliable
machine learning models capable of distinguishing between
crops and different weed types.

Because of the high-resolution images and corresponding
detailed annotation, the CWFID dataset is more suitable for
precision agriculture in which precise weed maps are required at
the pixel level. The dataset offers several unique challenges:

1) Class imbalance: The fact that there are more
background and crop pixels than weed pixels is a more realistic
representation of the field environment to encourage the use of
methods such as data enhancement and class balancing.

2) Intra-row and inter-row weeds: Moreover, the
combination of both inter-row and intra-row weeds poses a
difficult classification problem for the models, where the
presence of weeds in between crop rows is also considered.

3) Varied lighting and vegetation density: The dataset
comprises images taken under varying light conditions and at
different vegetation cover densities making it more challenging
to classify while improving model resilience.

The CWFID dataset is freely accessible from GitHub and
can be used by researchers interested in crop and weed
classification for agricultural applications. The specific use of
this dataset is to contribute to the generation of models for
improving precision agriculture, especially in the case of weed
detection and control within crop fields.

A. Data Preprocessing

To train effectively and to generalise the crop-weed
classification model, some modifications were made on the
CWEFID dataset during data preprocessing. These steps were
taken in an effort to bring the format of the data fed into the
classifier more to a unified level, also to equalize the ratio of the
classes and increase the variety of training samples (Table I).

1) Image resizing: When analyzing the CWFID dataset, it
was found that each of the original images has a size of 1,296 x
966 pixels, and thus requires downscaling for input into the
most of the deep learning models. To keep it manageable for
the model, all of the images were also scaled to a size that would
fit the input size of the chosen model. This resizing made all the
inputs have equal dimensions thus making the model to
undergo training without the need for further resizing during
training. The option of resizing was applied more
conservatively, allowing the image to maintain as much of its
quality as possible, and at the same time, decreasing the amount
of computations needed.

2) Patch extraction: To prepare the data for pixel level
classification, each resized image was then split into fixed size
patches of 8x8 pixels. Patch extraction serves several purposes:

a) Localized feature capture: Since a large image is
divided into small segments of patches, C&Ps can identify crop
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and weed characteristics confined or restricted to particular
regions.

b) Class representation: Each patch was made around
regions marked as crop or weed and both of them were equally
represented in the training set.

¢) Memory efficiency: Smaller patches also mean that
Memory is used, which is a great advantage since more patches
mean more data for the Al model to train on, especially and
particularly when using humongous data sets.

In general, patches consisting only of background pixels
were often removed in order to focus on crop and weed area.
They also diminished unnecessary data and at the same time
enhanced the specificity of the data set with regard to crops and
weeds differentiation. If a patch contained both crop and weed
pixels it was classified into a patch class with the highest pixel
count in a particular patch in order to of class labeling.

3) Data augmentation: Since there are significantly fewer
weed pixels than crop pixels in the CWFID dataset, data
augmentation was used to increase the number of weed samples
and, therefore, improve the model’s performance.
Augmentation techniques were applied uniformly across both
classes to expose the model to a variety of conditions, as
detailed below:

a) Rotation: Each patch was rotated at 90°, 180°, and
270° rotations. This rotation not only amplified the dataset up
to four folds but also let the model learn about the rotational
variability needed for recognizing weeds and crops in multiple
angles.

b) Contrast adjustments: To mimic different lighting
scenarios that could be met in practice, the contrast of a patches
was altered randomly. Crop, weed, and background boundaries
were highlighted through higher contrast settings; lower
contrast mirroring conditions such as low light or shadow. This
adjustment improved the ability of the model to be sensitive to
variations in the levels of illumination in the environment.

c) Gaussian ~ smoothing:  Specifically,  Gaussian
smoothing, or blurring, was applied only to minimize the noise
in the image and enhance the main characteristics of each patch.
High frequency components and significant intensity variations
were removed through applying a Gaussian filter, and this
enabled the model to detect general features. This technique
also assisted in lowering the impact of noise and enhanced
generalization in some instances.

4) Balanced dataset composition: To reduce the class
imbalance, dataset was augmented in such a way that both crops
and weeds had almost equal representation. Augmented weed
patches were particularly helpful in countering this in data
collection because crop areas are generally more abundant. To
this end, the findings demonstrated that it is possible to get a
near balanced distribution between the two classes and this
made the model to perform well in making discriminations
between the two classes without favoring the larger class.
Through this detailed data preprocessing step, the CWFID
dataset was well-prepared for training the Vision Transformer
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model, which then captured important aspects of both crops and
weeds and succeed under different field conditions.

TABLE II. SUMMARY OF DATA PREPROCESSING TECHNIQUES USED

Preprocessing

Step Description

Purpose

Standardized input size for
all images

Ensures consistency and

Image Resizin
9 9 reduces memory usage

64 x 64 pixel patches

Localizes features and
centered on crop or weed

Patch Extraction . -
increases efficiency

regions
. Rotations at 90°, 180°, and | Increases data size and
Rotation o A -
270° angles rotation invariance
Contrast \?eli??zl;tliégﬁz b a(lil%zt:zg Improves robustness to
Adjustments y ! Y| different lighting
contrast
. Applies a Gaussian blur to .
Gaussian . Focuses model on main
. reduce noise and enhance .
Smoothing features, reduces noise

primary features

B. Model Training

The prepared CWFID dataset was used to train a Vision
Transformer model because of its efficiencies in capturing the
spatial relationships within the image data. In contrast to the
standard convolutional models, the ViT model adapts a self-
attention mechanism, enabling the model to acquire contextual
data from larger regions of each picture, which makes it suitable
for learning subtle distinctions between crops and weeds. To
evaluate the model’s performance effectively, the dataset was
split into separate training and testing sets. Eighty percent (80%)
of the images were allocated to the training set, with the
remaining 20% reserved for testing. This split ratio was chosen
to ensure that the model could learn robustly from a substantial
amount of data while still providing a sufficient amount of
unseen data for accurate performance evaluation.

Care was taken to maintain a balanced distribution of crop
and weed samples within both sets, allowing the model to be
tested on images that represent the diversity and complexity of
real-world conditions captured within the CWFID dataset. This
split provided the model with an appropriate balance between
learning general features during training and evaluating its
effectiveness in generalization during testing. To optimize the
ViT model for the crop-weed classification task, a set of training
parameters was carefully selected based on preliminary testing
and validation:

1) Optimizer and learning rate: The function used for
optimization was presented by the stochastic gradient descent
(SGD) with the learning rate equal to 0.001. It was chosen due
to its performances in dealing with large number of sample
inputs and the fact that it can converge significantly when
trained with appropriate learning rate. The learning rate of
0.001 was found to give a stable and systematic training
improvement to the model without oscillating training or
causing a convergence problem.

74|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Algorithm: Vision Transformer (ViT) for Crop and
Weed Classification

Input:

e Image dataset D with labeled crop, weed, and
background images

e  Pre-trained Vision Transformer model ViT

e  Training parameters: batch size, learning rate, number of
epochs

Output:
e Classified images with crops and weeds distinguished
Initialization

1. Load images from dataset D and associated labels (crop,
weed, background). 1.2 Apply data transformations to
each image:

—  Resize to 224x224= times (ViT input size).
— Apply random horizontal flip, rotation, and
normalization.

2. Define a custom dataset class CropWeedDataset for
loading images and labels.

3. Initialize DataLoader for training and validation datasets
with the transformed images.

4. Initialize the Vision Transformer model ViT with a
classification head suitable for the number of classes

5. Setthe loss function as Cross-Entropy Loss

6. For each epoch in the specified number of epochs: - Set
the model to training mode.

7. Perform backpropagation and update model weights

8. Perform a forward pass through the model. - Compare
predictions to actual labels to calculate accuracy.

2) Batch size: The batch size of 16 was chosen, as such size
is more efficient in terms of memory and computation speed.
This size ensured the model could handle a reasonable amount
of data per every step, the training and convergence process was
much smoother and quicker compared to the larger batch sizes,
but the memory issues that can come with large batch sizes were
also avoided.

3) Epochs: In initial experiments, it was defined that the
number of epochs should be 50. This decision was made based
on observing the loss and accuracy plots during trial runs of the
model several times and noted that 50 epoch was sufficient for
the model to learn the features required to distinguish crops
from weeds without over-fitting to the training data. Of note,
early stopping and validation checks were used to stop training
if the model was overfitted or if the training process stagnated,
for purposes of time and computational efficiency.

a) Training process: During training, the ViT model took
in each 64 x 64 pixel patch derived from the CWFID dataset.
The self-attention within the VIT structure allowed the model
to learn spatial relationships among these patches thus
distinguishing between crop and weed patterns well.
Maintaining constant observance of the training and validation
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loss made it possible to check if the model is overfitting or
underfitting. When this training setup was complemented with
the well-prepared dataset and the augmentation strategies, the
ViT model was able to generalize well. Upon the completion of
training, the model was able to learn different patterns and
spatial relationship of crops and weeds for a robust
classification during the test. Fig. 2 shows ViT architecture.

Classification

Results

{ Transformer Encoder J

ViT Architecture T

Transformer Blocks

e -\

{ Linear Projection + Position Embedding J

Generate Image gy
Patches /

Fig. 2. VIiT Architecture.

IV. EXPERIMENTAL SETUP

For this study, a systematic experimental framework was
developed to assess the VIiT approach for crops—weeds
discrimination based on the CWFID dataset. This setup entailed
setting not only the hardware but also the software environment
to address the requirements of processing high-resolution UAV
imagery and running deep learning models such that we would
obtain reproduceable results.

The experiments were performed on a high-performance
computing system consisting of an Intel Xeon E5-2678 v3
processor (2.5GHz), and an NVIDIA GeForce GTX 1080 Ti
GPU with 11 GB VRAM. This combination of CPU and GPU
allow to process large image datasets effectively and speedup
model training. In the framework of the proposed system, it
utilized 64GB of DDR4 RAM which make use of the in-memory
data processing, especially helpful when dealing with a
significant volume of augmented samples. A 1TB SSD was used
to store the dataset and the intermediate outputs so that during
training and evaluation phase, there was low latency and fast
data access.

Regarding the software environment the experiments were
performed on Ubuntu 20.04 LTS operating system because of
its ability to support deep learning frameworks and successfully
manage computationally intensive tasks. PyTorch 1.9.0 has been
the major library used to train the ViT model since it offers
flexibility to implement transformer models. Furthermore, basic
Python libraries including OpenCV for image processing,
NumPy for numerical computation and scikit-learn for assessing
the performance of the offered models were also installed into
the environment. The transformation of the images was made
possible by using the Albumentations library towards the
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enhancement of the data augmentation processes so as to
enhance sample variability.

The dataset preparation for the current study followed the
preprocessing steps as outlined in the methodology. The
CWEFID dataset was further split into a training set and a testing
set out of which 80% was used for training and the rest was used
for testing The training and testing datasets contained equal
numbers of crop and weed samples. This division allowed for
providing the model with enough samples for learning the
general features at the same time preserving a separate part for
the model accuracy assessment of the new, previous samples.
Every single high-resolution image was partitioned into 64 x 64
pixel window patches that were centered on crop or weed
annotations. This patch extraction enabled the decoupling of
complex features with this model to learn localized features
while data augmentation including rotation, contrast adjustment
and Gaussian smoothing were used to increase the variation in
lighting, orientation and appearance of crops and weeds
samples.

Some of the parameters of the ViT model were set
specifically for the purpose of crop and weed classification. Its
architecture was based on the self-attention mechanism and was
selected due to its capability to define spatial dependencies
within the patches of images successfully. The model was
trained with following specifications: batch size = 16, learning
rate = 0.001 and the optimizer used for training is stochastic
gradient descent. The total training process comprised 50
epochs, if validation loss stopped increasing or began to rise,
early stopping was used to stop training. The cross entropy loss
was adopted as the main loss function, which provides flexibility
in multi-class crop, weed, and background classification.

To assess the performance of the developed models, a
variety of evaluation measures was used. The accuracy for each
of the classes, namely the crop, weed and background were
determined in order to compare the performance of the models.
With accuracy and quantity, measures of precision and recall
were useful in determining the strengths of the model in
differentiating crops from weeds and an F1 score was useful as
it balances both false positives and negatives. Further, to avoid
or reduce such biases confusion matrices were produced that
give a clear distinction of the model on class to class basis.

V. RESULTS

In the results section, the performance of the Vision
Transformer (ViT) model on crops, weeds, and background
elements of the CWFID dataset is described in detail.
Essentially, percentage accuracy, precision, recall and F1 scores
were determined and more detailed analysis was done using the
confusion matrix. The model was trained using 80 / 20 train-test
split which helped evaluate the model on the new data it has
never seen.

A. Accuracy Assessment

On the test set it was possible to obtain an overall accuracy
of the ViT model equal to 89.4% showing that it can effectively
distinguish crop, weed and background pixels. This high level
of accuracy indicate that the ViT model is able to extract the
unique features of each class even in the complicated
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agricultural environments where crops resemble weeds. The
degree of accuracy shown in this paper proves that ViT model
can be used in practical applications, specifically in the field of
precision agriculture where precise identification of crops and
weeds can lead to improvement in crop management and
decrease in the amount of applied herbicide.

B. Class-Specific Performance

Class-specific precision, recall, and F1 scores were
calculated to evaluate the model’s effectiveness across different
classes: crops, weeds, and background. These metrics are as
follows and are summarised in Table 111 for easy comparison of
the strengths and weaknesses of the model with respect to each
class. Fig. 3 shows various models performance results.

Class-Specific Performance of ViT Model

100 W Precision

Recall
N 1 Score

80

60

Metrics (%)

40

20

Crops. Weeds
Classes

Background

Fig. 3. Various models performance results.

TABLE Ill.  SPECIFIC PERFORMANCE METRICS OF VIT MODEL
Class Precision (%) Recall (%0) F1 Score (%)
Crops 91.2 85.7 88.4
Weeds 87.5 80.3 83.7
Background 93.1 96.4 94.7

For the crop detection, the model obtained an accuracy of
91.2% and recall of 85.7% and thus an F1 score of 88.4%. This
is, however, high, although there could be confusion with weeds
particularly in the inter-row area. Varying results were achieved
for the recognition of weeds, with 87.5% accuracy, 80.3% recall,
and thus an F1 of 83.7%. The slightly lower recall for weeds
shows that weed detection is more difficult especially for intra
row weeds which are more similar in appearance to the crops. In
the evaluation of the model for background region, the precision
achieved was 93.1%, with a recall of 96.4% and F1 score 94.7%.
This high performance on the background further enhances the
performance of the model in differentiating the non-vegetation
areas, thus minimizing chances of wrongly classifying crops as
weeds.

C. Confusion Matrix Analysis

The confusion matrix extends the assessment of the model’s
classification correctness by showing where the errors were
made. In Table IV the true positive, the false positive, and the
false negative are shown for each class.
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The confusion matrix (Fig. 4) also shows that the major
misclassification problem was between the crop and weed
classes where crop pixels amounted to 168 were misclassified as
weeds while weed pixels of 128 were classified as crops. This
pattern indicates that the yarn becomes problematic in
distinguishing between crops and weeds mainly within areas of
high plant density. This is especially problematic in intra-row
spaces where weeds and crops may have similar architectures
and reflectance properties hence compounding the challenge of
modeling the two. On the other hand, the background class was
accurately classified with few errors which actually shows that
the model is good in separating vegetative from the non-
vegetative land cover like the soiler bare ground.

TABLE IV.  CONFUSION MATRIX FOR VIT MODEL PREDICTIONS ON TEST
SET
Predicted Predicted Predicted
Crop Weed Background
Actual Crop 1,221 128 13
Actual Weed 168 1,345 72
Actual
Background ! 12 1,249

Confusion Matrix for ViT Model

Actual Crop

Actual Labels
Actual Weed

Actual Background

|
Predicted Weed
Predicted Labels

!
Predicted Crop Predicted Background

Fig. 4. Confusion matrix.

D. Comparison with Other Models

The VIiT model was compared with traditional models such
as U-Net, SegNet, and Fully Convolutional Network (FCN).
Accuracy, precision, recall and F1 scores of all models are
summarized in the Table V, where it can be concluded that the
ViT model is more accurate. By comparing the proposed Vision
Transformer (ViT) model with those of U-Net, SegNet, and
Fully Convolutional Network (FCN), its higher accuracy has
established it to be capable of handling the difficult
environments within agriculture, especially the growth within
the intra-row weed.

In such environments, where weeds are below or adjacent to
crops and may be morphologically similar to crops, many of the
CNN-based models are ineffective. This is due to the fact that,
convolutional layers are inherently limited by its local receptive
field, meaning that traditional model might be unable to capture
those high-level, global features requiring the understanding of
the whole image and its relationship to all other images, which
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in turn affects its accuracy in situations where high level of
discriminative dissimilarities exists.

The self-attention mechanism of the ViT model has an
advantage because it processes images in their entirety and
identifies long-range spatial relations that may be neglected by
CNN-based architectures. Such an approach is most beneficial
for intra-row weed identification, in which local resemblance in
texture and color between crops and weeds often leads to
confusion in other models. This paper also shows that self-
attention mechanism in ViT that allows the model to pay
attention to relevant features in large regions of the images leads
to better recall and precision, important for weed classification
where precise distinction between crop and weed pixels is
necessary (see Fig. 5, 6 and 7).

Accuracy Comparison of Models
100

B0

60

accuracy g

a0

20
Wit U-Net SegNet FCN

Fig. 5. Accuracy comparisions of models.

F1 Score Comparison of Models

U-Net Seghet FCN

80

60

F1 Score (%)

a0

20

F1-Score comparisions of models.

Precision Comparison of Models

U-Net Seghet FCN

B0

Precision (%)

a0

20

Fig. 7. Precision comparisions of models.
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TABLE V. PERFORMANCE COMPARISON OF VIT MODEL WITH
TRADITIONAL MODELS
Model Accuracy (%) | Precision (%) | Recall (%) Fl(os/zs)re
VIiT 89.4 87.5 80.3 83.7
U-Net 85.1 84.2 76.5 80.2
SegNet | 78.3 75.8 71.4 735
FCN 83.9 81.1 74.8 77.8

Furthermore, the improved performance in ViT can again be
attributed to how generalization is done properly to the field
conditions. The high accuracy and precision in signifying weeds
and crop images justify the flexibility of the proposed model in
different lighting backgrounds, soil, and crop placement. This
generalization is especially helpful when working with practical
field applications of the model as weather, lighting, and growth
stages may affect the models’ performance. A noteworthy
comparison with U-Net further emphasizes ViT's advantage:
that although U-Net also yields a good performance, the reliance
on convolutional layers again hinders the ability to capture
global context and therefore yields lower recall for weed
detection. The results indicate that the trained U-Net is more
sensitive to vagaries in closely planted weeds and crops, issues
that are worsened by field conditions. However, these
difficulties are not present in ViT’s design, which implies that
potential agricultural applications of transformer-based models
might be more scalable and versatile where extensive field
analysis is required.

VI. CONCLUSION

The current paper shows that Vision Transformers (ViTs)
can be used in precision agriculture for the detection of weeds in
crop fields. This accuracy was established through pixel-level
classification adopted from high-resolution UAV imagery as
compared to traditional models such as U-Net and FCN where
the VIiT model obtained 89.4% accuracy. The high accuracy is
an indication of ViT’s ability to establish dependencies and
spatial arrangement in large agricultural scenes, which are hard
for traditional CNNs to achieve. The study achieved the
following goals of the research: The class imbalance was solved
by applying a combination of two oversampling techniques
which improved the classification results. Employing patch
extraction and data augmentation enabled the ViT model to
accurately distinguish crop, weed and background regions. The
approach also showed robustness under different conditions
improving the likelihood of its application in realistic
agricultural settings.

This research goes a long way in the promotion of
sustainable agriculture by providing a potential method for
selective weed management that does not require much use of
the weed controlling herbicide. The current study could be
extended in the future by examining other environmental factors
or using the model in other crop types, and different field
conditions to assess the model’s universality. Finally, the model
derived from ViT holds the potential to contribute toward
precise, effective and sustainable farming.

This research also opens up possibilities for integration with
Al-based tractors, enabling real-time weed detection and
management directly in the field. Such applications could

Vol. 15, No. 12, 2024

revolutionize automated precision agriculture, allowing for
targeted weed control while minimizing herbicide usage. With
further development, this approach could support the
advancement of intelligent, autonomous farming machinery.
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Abstract—Heart disease is one of the main heart diseases that
cause the death of people worldwide, affecting the engine of the
human body: the heart. It has a greater incidence in
underdeveloped countries such as Angola, Bangladesh, Ethiopia
and Haiti, for this reason, obtaining accurate results based on risk
factors manually is a complex task. Therefore, this systematic
review allowed us to analyze and study 32 articles applying the
PRISMA methodology, which allowed us to evaluate the
suitability of the methods and, consequently, their reliability in the
results. The results of the study showed that the algorithm with the
greatest accuracy in predicting these heart diseases is Random
Forest. The most commonly used metrics to evaluate machine
learning algorithms are sensitivity, F1 score, precision, and
accuracy, with sensitivity highlighted as the primary metric. The
most predominant independent aspects for predicting heart
disease in machine learning models are age, sex, cholesterol,
diabetes, and chest pain. Finally, the most used data distribution
is 70% for training and 30% for testing, which achieves great
accuracy in the algorithm prediction process. This study offers a
promising path for the prevention and timely treatment of this
disease through the use of machine learning algorithms. In the
future, these advances could be applied in a system accessible to
all people, thus improving access to healthcare and saving lives.

Keywords—Machine learning; heart disease; prediction;
systematic review; artificial intelligence; algorithms; literature;
heart

. INTRODUCTION

One of the main causes of death worldwide is heart disease,
which includes conditions such as coronary arteries, angina,
heart attacks and heart disease, resulting from problems that
affect the engine of the human body: the heart [1]. In addition,
the American College of Cardiology mentions that 26 million
people die from heart disease worldwide, and 3.6 million
people undergo tests to rule out these diseases, aware of the
great impact they can have on their lives [2].

Heart disease has a greater presence in underdeveloped
countries such as: Angola, Bangladesh, Ethiopia and Haiti, with
risk factors associated with this disease such as: high blood
pressure, high cholesterol, uncontrolled diabetes, smoking and
cardiac deterioration [3]. Therefore, to obtain accurate results
in the diagnosis of this condition, a decision support system for
your specialists is needed, since relying on multiple risk factors
manually is a complex task [2].

Along with the challenges these nations face, the need for
innovative solutions such as machine learning is highlighted, in

addition, the adoption and application of this branch of artificial
intelligence in the prediction of heart disease offers a promising
approach. Compared to a human expert, machine learning
models stand out for their speed and the lower cost associated
with the predictions of these pathologies [4].

Machine learning, being a method of developing algorithms
that help diagnose diseases of various kinds, has been crucial in
a constantly modernizing world, where technology plays a vital
role in continuous development. Through its techniques, it has
been possible to save the lives of thousands of people by
quickly detecting or predicting diseases, thus offering high-
quality service to patients. Likewise, by identifying the primary
phases of the conditions mentioned above, treatments can be
adopted and counteract the disease, controlling the mortality
rate in a comprehensive manner [5], [6].

On the other hand, machine learning models are classified
into three categories: supervised learning algorithms, which
focus on providing the user with an input x along with its
corresponding output y, with the purpose of predicting y for a
previously unseen input x, through the development of a
classifier algorithm; Unsupervised learning algorithms, which
do not focus on providing specific output values, but rather on
inferring an underlying structure from the inputs, and
reinforcement learning algorithms, where an agent is trained to
determine certain policies, to solve efficient problems [7], [8].

Therefore, this systematic review focuses on the study of
the most effective machine learning algorithms; powerful tools
to make medical diagnoses and effective health services,
revolutionizing the health sector. In addition, health
professionals will be trained to identify assistance solutions
faster and with greater accuracy [9]. Therefore, these
algorithms, with their characteristics, make it possible to predict
heart disease in people, which allows us to obtain an advantage
against the disease.

Likewise, to carry out this study, a systematic review of the
literature was carried out using the PRISMA methodology. In
this methodology, articles were selected to address four
research questions: Which machine learning algorithm
demonstrated the best prediction performance in the present
studies? What are the independent aspects for the machine
learning model in its prediction process? ?, What performance
metrics were used to evaluate the machine learning model(s) in
the present studies? and What is the proportion of data used to
train and test the machine learning model? Furthermore, the
review was structured into sections of introduction,
methodology, analysis of results and conclusions.
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1. METHODOLOGY

To develop the systematic review, we applied the PRISMA
2020 methodology, allowing us to evaluate the adequacy of the
methods and, consequently, the reliability of the results [10].
Additionally, Zotero software was used to store the articles,
these documents were subsequently evaluated to determine
their eligibility, following established criteria. Fig. 1 shows
study selection flowchart.

A. Research Questions

The objective of this study is to examine, compare and
summarize articles on heart disease prediction using machine
learning, published from 2021 to 2022. The four research
questions developed are as follows:

e Q1: Which machine learning algorithm demonstrated the best
prediction performance in the present studies?

e Q2: What are the independent aspects for the machine learning
model in its prediction process?

e Q3: What performance metrics were used to evaluate the
machine learning model(s) in the present studies?

e Q4: What is the proportion of data used to train and test the
machine learning model?
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Fig. 1. Study selection flowchart.
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B. Search Strategies

An exhaustive search of publications ranging from 2021 to
2022 has been carried out in four databases, these being:
Scopus, Web of Science, ACM and IEEE Xplore. Likewise, to
carry out this search strategy, the keywords were used:
(“machine learning”) and (“heart disease”), as shown in Fig. 2.

Web of
Science

N

("machine learning")
and (“heart disease")

Fig. 2. Search criteria in databases.

C. Inclusion and Exclusion Criteria

For the selection of studies, studies were included that 1) the
title of the articles must include the keywords, 2) they must be
available as open access, 3) they must have been published
between 2021 and 2022, 4) they must be written in English, 5)
the type of document must be exclusively articles, 6) manual
filter to access open access articles through Zotero, 7) they must
have been non-duplicated articles, 8) they must have been
eligible (summary), 9 ) must have had their journals indexed in
scimago and 10) must have been from journals with non-
discontinued quartiles. The exclusion criteria were: 1) the title
of the articles does not include the keywords, 2) they are not
available in open access, 3) they are not published between
2021 and 2022, 4) they are written in a language other than
English. , 5) that the type of document does not correspond to
an article, 6) they are not freely accessible through Zotero, 7)
duplicate documents, 8) ineligible documents (abstract), 9) the
journals of the documents are not indexed in scimago and 10)
the magazines of the documents are of discontinued quartile.
Fig. 2 presents the characteristics of the articles included in the
systematic review, where the previously mentioned criteria are
shown.

I1. RESULTS AND DISCUSSION

Of the 32 studies identified, they were compiled and
summarized in a Microsoft Excel spreadsheet. The distribution
of these studies according to their origin in the database is as
follows: 94% of the studies come from Scopus, which is
equivalent to a total of 30 articles. On the other hand, Web of
Science (WOS) represents 6% of the studies, with two articles.
Both ACM and IEEE Xplore do not have any studies that meet
the inclusion criteria mentioned above. The details of the
distribution of the selected articles according to their origin in
the database are summarized in Table I.
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TABLE I. SELECTED ARTICLES
N° Database Number of Articles | ercentage
(%)
1 Scopus 30 94
2 |wos ) 5
3 |ACM 0 0
4 IEEEXplore 0 0
Total 32 100

a. Source: Own work

A. Results of Machine Learning Algorithm with Higher
Accuracy (Q1)

Among the 32 studies analyzed, the presence of several
machine learning algorithms for the prediction of diseases
related to heart disease was observed. The most common
algorithms include AdaBoost, CatBoost, Decision Tree, KNN,
Linear Regression, Logistical Regression, Naive Bayes,
Random Forest, Support Vector Machine, and XGBoost.
Furthermore, models proposed by their authors were included
in two studies, such as: HB + ET + SMOTE [11] vy
RECHOMMEND [12] highlighting a different approach that

contributes to the field of machine learning.

TABLE I1. ALGORITHM WITH BEST PERFORMANCE
N° Algorithms Papers # %
1 Random Forest [13], [4], [2], [14], [1], | 13 30.95
[15], [16], [17], [18],
[19], [20], [21], [3]
2 Support  Vector | [22], [23], [24], [25], | 7 16.67
Machine [26], [9], [18]
3 XGBoost [27], [28], [29], [19], | 5 11.90
[30]
4 Decision Tree [5], [2], [31], [32] 4 9.52
5 Naive Bayes [6], [33], [1], [18] 4 9.52
6 KNN [34], [20] 2 4.76
7 Logistical [31], [18] 2 4.76
Regression
8 AdaBoost [35] 1 2.38
9 CatBoost [19] 1 2.38
10 HB + ET + | [11] 1 2.38
SMOTE
11 Linear Regression | [21] 1 2.38
12 Rechommend [12] 1 2.38

b. Source: Own work

Vol. 15, No. 12, 2024

Table 11 shows that the Random Forest algorithm is the most
predominant in a total of 13 studies, which represents 30.95%
of articles that use it. These findings are of utmost importance
for future research that seeks to determine which machine
learning algorithm provides the best performance in predicting
diseases related to heart disease.

Thus, in the study by Maini et al. [15], the Random Forest
(RF) algorithm achieved a diagnostic accuracy of 93.8%,
evidencing a greater predictive capacity compared to other
algorithms evaluated; concluding that the RF-based machine
learning model not only offers an early diagnosis of heart
diseases, but can also be easily accessible through the Internet,
facilitating its implementation in clinical settings.

Likewise, an accurate ML model not only contributes to the
early prediction of heart disease, but also allows identifying
cases in which, although the patient appears to be healthy, the
disease could be progressing imperceptibly. Therefore, the use
of machine learning algorithms to prevent and treat heart
disease in a timely manner is relevant.

B. Result of Independent Aspects for the Prediction Process
of the Machine Learning Model (Q2)
Fig. 3 presents an analysis of the independent aspects or risk

factors used in the prediction process of machine learning
models.

Sex 24
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Heart Rate 13

ECG Results 12

—_
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Fig. 3. Independent aspects.

Table Il shows that age, sex, cholesterol levels, the
presence of diabetes and chest pain are the predominant factors
in the studies. These risk factors are considered highly effective
in predicting heart disease-related diseases in patients, as stated
and recommended by experts in the field [33].
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TABLE Ill.  PREDOMINANT INDEPENDENT ASPECTS

N° IndAependent Articles # %
spect
[1], 3], [4], [8], [9], [12],
[13], [14], [15], [16], [17],
[18], [19], [20], [21], [22],
[24], [25], [26], [27], [28],
[30], [31], [32], [33], [34],
[35]
[2], 3], [5], [9], [12], [13],
[14], [16], [20], [24], [28],
[31], [32], [33], [34], [35], | 24 9.02
[15], [17], [18], [21], [26],
[27], [14], [19]
[1], 2], [4], [9], [13], [14],
[16], [16], [17], [18], [20],
[21], [22], [25], [26], [28], | 22 8.27
[30], [31], [32], [33], [34],
[35]
[2], [3], [91, [14], [15], [16],
[17], [19], [20], [21], [24],
[27], [31], [32], [33], [34],
[1], [4], [18], [26]
[1], [2], [3], [4], [5], [9], [13],
[15], [18], [21], [22], [29], | 17 6.39
[31], [32], [35], [14], [24]

1 Age 27 10.15

2 Sex

3 Cholesterol

4 Diabetes 20 7.52

5 Chest pain

c. Source: Own work
Khdair and Dasari [25], in their study, highlighted that
characteristics of medical records and associated risk factors
such as: tobacco, LDL cholesterol levels, systolic blood
pressure, adiposity and family history play a crucial role in
preventing heart disease, as measured by medical records. They
further noted that the success of predictions in the field of
machine learning largely depends on the quality and diversity
of the data used, as richness in data features and variables
significantly improves the results in machine learning
predictive models.

C. Result of Performance Metrics for Evaluation of Machine
Learning Models (Q3)

Among the most commonly used performance metrics to
evaluate machine learning algorithms, sensitivity, F1 score,
precision, and accuracy stand out. As detailed in Fig. 4,
sensitivity is the most valued metric in the studies, with
19.04%.

Sensifivity 24
Precision 23

Accuracy 21
F1 Score 20
Specificity I |3
AUC-ROC = 5
AUC e 5
NPV o )
PPV mmmmm 3
MCC = 3
Error Rate w2
Squared Error S 2
Confusion Matrix = |

Performance Metrics

0 5 10 15 20 25 30
Quantity Studies

Fig. 4. Performance metrics.

In most studies that evaluate the performance of their
machine learning algorithms, it exceeds 90%. As demonstrated

Vol. 15, No. 12, 2024

by Maini et al. [15] where its RF prediction system achieved a
sensitivity of 92.8% in the effective diagnosis of heart diseases.
Another study reveals that an SVM-based model achieved 95%
sensitivity [9].

Thus, in the research of Alotaibi and Alzahrani [35], they
also use accuracy, sensitivity, specificity, F1 score, error rate,
and Matthews correlation coefficient (MCC), all of these
metrics derived from arithmetic calculations on the rate of true
positives, false positives, false negatives, true negative rate, and
false negatives, as performance metrics to evaluate their
machine learning model and make more effective decisions
about its effectiveness and identify areas for improvement.

D. Data Distribution Results for Training and Testing
Machine Learning Models (Q4)

Regarding the distribution of data in the 32 articles, a
proportion of data used for training (T) and testing (P) the
machine learning models has been considered. Table 1V shows
the percentages of articles that do or do not provide information
about the distribution of their data.

TABLE IV. DATA DISTRIBUTION
N° Data Distribution Avrticles # %
22], [5], [35], [14].
1 T: 70% - P: 30% [22), 5] 13831 [14] 8 25.00
[28], [1], [15], [20]
271, [17], [18], [21],
2 T: 80% - P: 20% [27. [27), 18], [21] 6 18.75
[3], [20]
3 | T:75%-P: 25% [11], [24], [9], [16] 4 12.5
4 T: 30% - P: 70% [2] 1 3.12
5 T: 50% - P: 50% [33] 1 3.12
6 T: 60% - P: 40% [34] 1 3.12
7 | T:85%-P:15% [30] 1 3.12
. (4], [6], [13], [19],
Does not display
8 . . [23], [25], [26], [29], | 10 31.25
information
[31], [32]

d. Source: Own work
After detailed analysis, it was observed that 25% of the
studies used a data distribution in the proportion of 70% for
training and 30% for testing. In the study by Absar et al. [20],
two data distributions were used: one in a proportion of 80%
for training (E) and 20% for testing (P), and another in a
proportion of 70% for training (E) and 30% for testing (P). The
7:3 ratio allowed machine learning algorithms such as Random
Forest, AdaBoost, and Decision Tree to demonstrate 99.025%,
96.103%, and 100% accuracy, respectively.

V. LIMITATIONS

During the research, various limitations were presented.
Firstly, the constant evolution of the literature implied that the
information available at the time of the review may have
changed, which represented a continuous challenge to keep the
review updated with new developments in research.

Furthermore, the time available for the development of the
systematic review was limited, which prevented the exploration
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of information in other databases that could have

complemented the review.

Finally, there was a limitation in access to certain
publications with relevant information, due to restrictions
imposed by the authors, which prevented the inclusion of some
significant studies in this research.

V. CONCLUSIONS

This systematic review, based on the analysis of 32 studies,
has provided a comprehensive view of the impact that machine
learning algorithms generate in the prediction of heart disease.
Through the review, four key questions were addressed that
framed the analysis, allowing us to identify common patterns
and significant differences between the studies. Regarding the
first question on Which machine learning algorithm
demonstrated the best performance in the prediction of the
present studies?, this study determined that Random Forest
offers an early diagnosis of heart disease and can be easily
accessible through the Internet, facilitating its implementation
in clinical settings.

Regarding the second question on What are the independent
aspects for the machine learning model in its prediction
process?, it was determined that various independent aspects or
risk factors were addressed, among which age, sex, cholesterol,
diabetes and chest pain stand out, being the most predominant
among the studies analyzed. Regarding the third question on
What performance metrics were used to evaluate the machine
learning model(s) in the present studies?, it was determined that
various performance metrics are used, among the most used are:
precision, sensitivity, accuracy and F1 score.

Finally, regarding the last question on What is the
proportion of data used to train and test the machine learning
model?, it was found that the distribution of data for training
and validation are distributed in various proportions, such as:
70% - 30%, 80% - 20%, 75% - 25%, 30% - 70%, 50% - 50%,
60% - 40% and 85% - 15% for training and testing respectively,
with the proportion of 70%-30% standing out as one of the most
used. In this way, future research could integrate all the
capabilities of machine learning into a system accessible to all
people. This would allow for significant progress in the
prevention of heart disease, making a decisive contribution to
saving millions of lives.

ACKNOWLEDGMENT

The research was not externally funded. We would like to
express our sincere gratitude to all those who have contributed
to this research.

CONFLICT OF INTEREST
The authors declare no conflict of interest.

REFERENCES

[1] J. Rashid, S. Kanwal, J. Kim, M. W. Nisar, U. Naseem, y A. Hussain,
«Heart disease diagnosis using the brute force algorithm and machine
learning techniques», Computers, Materials and Continua, vol. 72, n.o 2.
Tech Science Press, pp. 3195-3211, 2022. doi:
10.32604/cmc.2022.026064.

[2] G. N. Ahmad, S. Ullah, A. Algethami, H. Fatima, y S. Md. H. Akhter,
«Comparative Study of Optimum Medical Diagnosis of Human Heart

(3]

(4]

(5]

(6]

(7]
(8]

(9]

(10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

Vol. 15, No. 12, 2024

Disease Using Machine Learning Technique with and Without Sequential
Feature Selection», IEEE Access, vol. 10. Institute of Electrical and
Electronics  Engineers Inc., pp. 23808-23828, 2022. doi:
10.1109/ACCESS.2022.3153047.

O. Sami, Y. Elsheikh, y F. Almasalha, «The Role of Data Pre-processing
Techniques in Improving Machine Learning Accuracy for Predicting
Coronary Heart Disease», International Journal of Advanced Computer
Science and Applications, vol. 12, n.o 6. Science and Information
Organization, pp. 816-824, 2021. doi: 10.14569/IJACSA.2021.0120695.

T. A. Assegie, P. K. Rangarajan, N. K. Kumar, y D. Vigneswari, «An
empirical study on machine learning algorithms for heart disease
prediction», IAES International Journal of Atrtificial Intelligence, vol. 11,
n.o 3. Institute of Advanced Engineering and Science, pp. 1066-1073,
2022. doi: 10.11591/ijai.v11.i3.pp1066-1073.

S. Molla et al., «A predictive analysis framework of heart disease using
machine learning approaches», Bulletin of Electrical Engineering and
Informatics, vol. 11, n.o 5. Institute of Advanced Engineering and
Science, pp. 2705-2716, 2022. doi: 10.11591/eei.v11i5.3942.

S. M. H. S. Igbal, N. Jahan, A. S. Moni, y M. Khatun, «An Effective
Analytics and Performance Measurement of Different Machine Learning
Algorithms for Predicting Heart Disease», International Journal of
Advanced Computer Science and Applications, vol. 13, n.o 2. Science and
Information Organization, pp. 429-433, 2022. doi:
10.14569/IJACSA.2022.0130250.

J. Vany H. Hoos, «A survey on semi-supervised learning», Mach. Learn.,
vol. 109, n.o 2, pp. 373-440, 2020, doi: 10.1007/s10994-019-05855-6.

A. Sharma, R. Gupta, K. Lakshmanan, y A. Gupta, «Transition Based
Discount Factor for Model Free Algorithms in Reinforcement Learning»,
SYMMETRY-BASEL, vol. 13, no 7, p. 1197, jul. 2021, doi:
https://doi.org/10.3390/sym13071197.

J. Meng y R. Xing, «Inside the “black box”: Embedding clinical
knowledge in data-driven machine learning for heart disease diagnosis»,
CARDIOVASCULAR DIGITAL HEALTH JOURNAL, vol. 3, n.o 6.
ELSEVIER, RADARWEG 29, 1043 NX AMSTERDAM,
NETHERLANDS, pp. 276-288, diciembre de 2022. doi:
10.1016/j.cvdh;j.2022.10.005.

M. J. Page et al., «Declaracién PRISMA 2020: una guia actualizada para
la publicacion de revisiones sistematicas», Rev. Esp. Cardiol., vol. 74, n.o
9, pp. 790-799, 2021, doi: 10.1016/j.recesp.2021.06.016.

A. Abdellatif, H. Abdellatef, J. Kanesan, C.-O. Chow, J. H. Chuah, y H.
M. Gheni, «An Effective Heart Disease Detection and Severity Level
Classification Model Using Machine Learning and Hyperparameter
Optimization Methods», IEEE Access, vol. 10. Institute of Electrical and
Electronics  Engineers Inc., pp. 79974-79985, 2022. doi:
10.1109/ACCESS.2022.3191669.

A. E. Ulloa et al., «<Rechommend: An ECG-Based Machine Learning
Approach for Identifying Patients at Increased Risk of Undiagnosed
Structural Heart Disease Detectable by Echocardiography», Circulation,
vol. 146, n.o 1. Lippincott Williams and Wilkins, pp. 36-47, 2022. doi:
10.1161/CIRCULATIONAHA.121.057869.

V. Chang, V. R. Bhavani, A. Q. Xu, y M. A. Hossain, «An artificial
intelligence model for heart disease detection using machine learning
algorithms», Healthcare Analytics, vol. 2. Elsevier Inc., 2022. doi:
10.1016/j.health.2022.100016.

Ch. A. ul Hassan et al., «Effectively Predicting the Presence of Coronary
Heart Disease Using Machine Learning Classifiers», Sensors, vol. 22, n.o
19. MDPI, 2022. doi: https://doi.org/10.3390/s22197227.

E. Maini, B. Venkateswarlu, B. Maini, y D. Marwaha, «Machine
learning-based heart disease prediction system for Indian population: An
exploratory study done in South India», Medical Journal Armed Forces
India, vol. 77, n.o 3. Elsevier B.V. pp. 302-311, 2021. doi:
https://doi.org/10.1016/j.mjafi.2020.10.013.

G. N. Ahmad et al., «<Mixed Machine Learning Approach for Efficient
Prediction of Human Heart Disease by Identifying the Numerical and
Categorical Features», Applied Sciences (Switzerland), vol. 12, n.o 15.
MDPI, 2022. doi: 10.3390/app12157449.

A. Li,J. M. Roveda, L. S. Powers, y S. F. Quan, «Obstructive sleep apnea
predicts 10-year cardiovascular disease-related mortality in the Sleep
Heart Health Study: a machine learning approach», JOURNAL OF

84|Page

www.ijacsa.thesai.org



[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

(IJACSA) International Journal of Advanced Computer Science and Applications,

CLINICAL SLEEP MEDICINE, vol. 18, n.o 2. AMER ACAD SLEEP
MEDICINE, 2510 N FRONTAGE RD, DARIEN, IL 60561 USA, pp.
497-504, 1 de febrero de 2022. doi: 10.5664/jcsm.9630.

A. K. Dubey, K. Choudhary, y R. Sharma, «Predicting heart disease based
on influential features with machine learning», Intelligent Automation
and Soft Computing, vol. 30, n.o 3. Tech Science Press, pp. 929-943,
2021. doi: 10.32604/iasc.2021.018382.

S. Ahmed et al., «Prediction of Cardiovascular Disease on Self-
Augmented Datasets of Heart Patients Using Multiple Machine Learning
Models», Journal of Sensors, vol. 2022. Hindawi Limited, 2022. doi:
10.1155/2022/3730303.

N. Absar et al., «The Efficacy of Machine-Learning-Supported Smart
System for Heart Disease Prediction», Healthcare (Switzerland), vol. 10,
n.o 6. MDPI, 2022. doi: https://doi.org/10.3390/healthcare10061137.

S. Simon et al., «The Impact of Time Horizon on Classification Accuracy:
Application of Machine Learning to Prediction of Incident Coronary
Heart Disease», JMIR Cardio, vol. 6, n.o 2. JMIR Publications Inc., 2022.
doi: 10.2196/38040.

T. Suresh, T. A. Assegie, S. Rajkumar, y N. K. Kumar, «A hybrid
approach to medical decision-making: diagnosis of heart disease with
machine-learning model», International Journal of Electrical and
Computer Engineering, vol. 12, n.o 2. Institute of Advanced Engineering
and Science, pp. 1831-1838, 2022. doi: 10.11591/ijece.v12i2.pp1831-
1838.

W. Peng, Y. Sun, y L. Zhang, «Construction of genetic classification
model for coronary atherosclerosis heart disease using three machine
learning methods», BMC Cardiovascular Disorders, vol. 22, n.o 1.
BioMed Central Ltd, 2022. doi: 10.1186/s12872-022-02481-4.

R. R. Sarra, A. M. Dinar, M. A. Mohammed, y K. H. Abdulkareem,
«Enhanced Heart Disease Prediction Based on Machine Learning and y2
Statistical Optimal Feature Selection Model», Designs, vol. 6, n.o 5.
MDPI, 2022. doi: 10.3390/designs6050087.

H. Khdair y N. M. Dasari, «Exploring Machine Learning Techniques for
Coronary Heart Disease Prediction», International Journal of Advanced
Computer Science and Applications, vol. 12, n.o 5. Science and
Information Organization, pp. 28-36, 2021. doi:
10.14569/1JACSA.2021.0120505.

M. W. Nadeem, H. G. Goh, M. A. Khan, M. Hussain, M. F. Mushtaqg, y
V. A. P. Ponnusamy, «Fusion-Based Machine Learning Architecture for
Heart Disease Prediction», Computers, Materials and Continua, vol. 67,
no 2. Tech Science Press, pp. 2481-2496, 2021. doi:
10.32604/cmc.2021.014649.

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(39]

Vol. 15, No. 12, 2024

T. Shen, D. Liu, Z. Lin, C. Ren, W. Zhao, y W. Gao, «A Machine Learning
Model to Predict Cardiovascular Events during Exercise Evaluation in
Patients with Coronary Heart Disease», Journal of Clinical Medicine, vol.
11, n.0 20. MDPI, 2022. doi: 10.3390/jcm11206061.

G. N. Ahmad, Shafiullah, A. Salah Saidi, Imdadullah, y H. Fatima,
«Efficient Medical Diagnosis of Human Heart Diseases Using Machine
Learning Techniques with and Without GridSearchCV», IEEE Access,
vol. 10. Institute of Electrical and Electronics Engineers Inc., pp. 80151-
80173, 2022. doi: 10.1109/ACCESS.2022.3165792.

U. Nagavelli, D. Samanta, y P. Chakraborty, «Machine Learning
Technology-Based Heart Disease Detection Models», Journal of
Healthcare Engineering, vol. 2022. Hindawi Limited, 2022. doi:
10.1155/2022/7351061.

J. Cao, L. Zhang, L. Ma, X. Zhou, B. Yang, y W. Wang, «Study on the
risk of coronary heart disease in middle-aged and young people based on
machine learning methods: a retrospective cohort study», PeerJ, vol. 10.
PeerJ Inc., 2022. doi: 10.7717/peerj.14078.

S. Yousefi, «Comparison of the performance of machine learning
algorithms in predicting heart disease», Frontiers in Health Informatics,
vol. 10. Iranian Medical Informatics Association (IrMIA), 2021. doi:
10.30699/fhi.v10i1.349.

N. M. Lutimath, N. Sharma, y B. K. Byregowda, «Prediction of Heart
Disease using Biomedical Data through Machine Learning Techniques»,
EAI Endorsed Transactions on Pervasive Health and Technology, vol. 7,
no 29. European Alliance for Innovation, 2021. doi:
http://dx.doi.org/10.4108/eai.30-8-2021.170881.

M. M. Rahma y A. D. Salman, «Heart Disease Classification-Based on
the Best Machine Learning Model; [ daa 5ol 1 ()3 3 - 1liad )
Jua 8 zidaialas 11 Wil», Iragi Journal of Science, vol. 63, n.o 9.
University of Baghdad-College of Science, pp. 3966-3976, 2022. doi:
10.24996/ijs.2022.63.9.28.

T. R. Ramesh, U. K. Lilhore, M. Poongodi, S. Simaiya, A. Kaur, y M.
Hamdi, «Predictive Analysis of Heart Diseases with Machine Learning
Approaches», Malaysian Journal of Computer Science, vol. 2022, n.o
Special Issue 1. Faculty of Computer Science and Information
Technology, pp. 132-148, 2022. doi: 10.22452/mjcs.sp2022n01.10.

N. Alotaibi y M. Alzahrani, «Comparative Analysis of Machine Learning
Algorithms and Data Mining Techniques for Predicting the Existence of
Heart Disease», International Journal of Advanced Computer Science and
Applications, vol. 13, n.o 7. Science and Information Organization, pp.
810-818, 2022. doi: 10.14569/1JACSA.2022.0130794.

85|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 12, 2024

Software Design Aimed at Proper Order Management
In SMEs

Linett Velasquez Jimenez'*, Herbert Grados Espinoza?,
Santiago Rubifios Jimenez?, Juan Grados Gamarra®*, Claudia Marrujo-Ingunza®

Department of Engineering-Image Processing Research Laboratory (INTI-Lab),
Universidad de Ciencias y Humanidades (UCH), Los Olivos, Peru®®
Department of Engineering-Faculty of Industrial and Systems Engineering (FIIS),
Universidad Nacional del Callao (UNAC), Callao, Peru?
Department of Industrial Engineering-Faculty of Engineering and Architecture, Universidad Cesar Vallejo (UCV), Callao, Peru®
Department of Electrical Engineering-Faculty of Electrical and Electronic Engineering (FIEE),
Universidad Nacional del Callao (UNAC), Callao, Peru*

Abstract—The design and evaluation of an order management
software oriented to SMEs in Lima is presented. Using Design
Thinking, a prototype was developed focusing on Usability, Design
and User Satisfaction. Through a Likert scale survey of 308 SME
employees, perceptions on operational efficiency and user
experience were measured. The results show high acceptance and
highlight the intuitiveness of the system. However, areas such as
loading speed and e-commerce functionalities require future
improvements. This study establishes a framework for similar
technological tools in commercial sectors.
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. INTRODUCTION

The design of software for order management has become
an essential component for the optimization of business
processes of Micro and Small Enterprises (SMEs). In an
environment marked by increasing competitiveness and high
consumer expectations, the adoption of technological solutions
becomes a fundamental part of the efficient and effective
management of developing operations. The growth of e-
commerce has transformed the way SMEs interact with their
customers, and since the Internet has facilitated new sales
opportunities for SMEs [1], a reach beyond traditional
geographical boundaries is enabled. This highlights that the
implementation of order management systems not only
improves operational efficiency, but also contributes to greater
customer satisfaction by providing real-time updates on the
status of their orders [2].

In this context, efficient order management has become a
key factor for the success of stores and businesses in various
sectors. Small and medium-sized companies, in particular, face
the challenge of managing a constant flow of orders while
optimizing the user experience and maintaining customer
satisfaction. To meet these challenges, the implementation of
technology solutions such as order management systems offers
a significant advantage, enabling stores to automate processes,
improve accuracy, and reduce response times [3]. Order
management systems are designed to handle a variety of tasks,
from order receipt to final delivery. Some of the most important
functionalities include centralized order processing that allows

management from multiple channels with a reduction of errors
and an improvement in processing speed; inventory control that
facilitates stock tracking and prevents oversales or shortages;
and real-time updates that provide constant information on order
status, which contributes to an improved customer experience

(4], [5]

In addition, it is proposed that future versions of the software
could integrate emerging technologies such as Artificial
Intelligence (IA) or Machine Learning (ML) to optimize
decision making in areas such as inventory forecasting and
purchase pattern analysis. Although these technologies were not
included in this study, they represent an important opportunity
to further improve the functionality of the system.

This article explores the features and benefits of order
management software and the challenges faced by systems
engineers in developing such solutions [1], and focuses on the
development and evaluation of an order management software
specifically designed for stores located in the busiest areas of
Los Olivos, Lima. Through a sectorized approach, the software
seeks to solve common management problems and facilitate the
user experience, allowing businesses to improve their
operational efficiency. However, the design and implementation
of this type of software presents significant challenges. One of
the main ones is integration with existing systems, which
requires thorough analysis and careful planning by the systems
engineer [1], [3].

Priority areas for improvement were also identified, such as
the integration of e-commerce functionalities, which would
allow SMEs to expand their digital reach and make sales
effectively through online platforms. This aspect, together with
the need for more intuitive interfaces and reduced loading times,
is considered essential to ensure the acceptance and success of
this type of technological tools.

To evaluate the effectiveness of the software, a survey has
been designed based on three key dimensions: Design, Usability
and User Perception. The results of this analysis will allow
measuring user acceptance of the system and its impact on order
management, providing valuable information for future
improvements and technological adaptations [4].
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This study hopes to provide not only a practical solution for
local stores, but also to generate a reference framework for the
development of technological tools that can be applied in other
sectors with similar needs. In short, software design for ordering
in SMEs is a critical area that not only improves operational
efficiency, but also enhances competitiveness in a digitized
market [5].

Il.  LITERATURE REVIEW

The development of order management software for SMEs
has been widely researched due to its potential to improve
operational efficiency and competitiveness in an increasingly
digitized market. Several studies have addressed the challenges
and benefits related to the implementation of these technological
solutions.

The adoption of quality models in software-producing SMEs
was investigated, highlighting that these companies represent
85% of the software industry. The research highlights the
importance of implementing quality models to improve
competitiveness and ensure high-quality products [6]. This
approach is particularly relevant in the design of order
management software, where accuracy and efficiency are
crucial to ensure commercial success.

On the other hand, e-commerce in Peruvian SMES was
analyzed, revealing that many of these companies use digital
platforms only as virtual catalogs, without taking advantage of
their full potential to generate online sales. This study highlights
the need to develop software that not only facilitates order
management but also integrates e-commerce functionalities,
allowing SMEs to make effective sales through digital channels

(1]

In addition, a study on the design of software for the control
of quotation processes in SMEs demonstrates how technological
solutions can significantly improve operational efficiency.
According to this analysis, both employees and managers
recognize the importance of improving business processes
through the use of software [7]. These solutions are easily
adaptable to order management, optimizing business flow and
minimizing operational errors.

In addition, order management systems offer multiple
functionalities that are essential for SMEs. One analysis
highlights that these systems not only enable centralized order
processing and real-time inventory control, but also improve
customer service by providing constant updates on order status
[3]. This reduces processing errors, which is critical to
maintaining customer satisfaction.

One of the relevant approaches in the early stages of the
software development life cycle is represented in the application
of Design Thinking. According to the study [8], this
methodology is implemented especially in the analysis and
design stages, for which it has shown high efficiency in eliciting
requirements and creating architectures adapted to specific
customer problems. It is also observed that its use fosters a deep
understanding of the user's needs and an active collaboration
within the development team, which contributes to generating
innovative solutions, but with a certain degree of uncertainty.

Vol. 15, No. 12, 2024

On the other hand, [9] defines user interface design as a
fundamental part of the creation of an attractive application.
However, it is pointed out that the lack of attention to detail in
planning and organization makes it deficient. The Design
Thinking methodology is applied in this context to perform
usability and user satisfaction tests using the System Usability
Scale (SUS) to reduce these errors. As a result, an average value
of 85.2 was obtained, which sustains that the value of the user
interface design is included in the “Excellent” category.

Finally, automation is a key aspect of SME software design.
A study on automation in SME software reveals that these tools
enable companies to efficiently manage their day-to-day
operations, such as quoting, invoicing, and inventory control.
This automation not only reduces operating costs but also
improves decision-making based on accurate data, which is vital
for the sustainable growth of SMEs [10].

A. Theoretical Basis

1) Order management software: It is a tool that allows
automation and optimization in the process of order entry,
processing, and tracking. According to study [3], it contains
inventory control, Customer Relationship Management (CRM),
payment processing, and marketing integrations. It also
improves operational efficiency, reduces response times, and
minimizes errors, essential aspects to compete in an
increasingly dynamic business environment. The study [7]
indicates that specialized software helps SMEs in better
workflow management, as it allows companies to adapt to new
market demands.

2) User and customer experience: User experience is
critical in the design of order management software, as an
intuitive interface improves communication and streamlines
transactions through automatic data storage, which increases
efficiency and corporate image [7], [4]. A user-centered design
benefits employees and has a positive impact on customer
perception. Therefore, the design of ordering software in SMEs
should consider operational functionalities with a good user
experience, optimizing processes and improving customer
satisfaction.

I1l.  METHODOLOGY

Fig. 1 refers to the plan of the Design Thinking
Methodology, which was used in this study to address the
beginning and end of the design of a prototype aimed at
improving proper order management in SMEs. It was segmented
into five phases (Empathize, Define, Ideate, Prototype, and
Test), in addition to detailing the tools used and the prototype
design employed.

A. Design Thinking (DT)

This methodology is characterized by proposing innovative
solutions through an iterative and people-centered approach. Its
main objective is to generate concepts that not only solve
specific problems, but also contribute to improving society. This
approach has been widely recognized due to its ability to adjust
creative ideas to practical needs [11], as well as to raise the
expectations and level of commitment of those involved [12]. In
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the business environment, Design Thinking has proven to be a
key tool for identifying and solving user needs, optimizing
processes and improving work environments [13]. Compared to
traditional methodologies such as Agile or Waterfall, DT is
particularly suitable for projects where user experience and
iterative prototyping are critical, making it an ideal choice for
this study.

DESIGN THINKING

Validation survey

Fig. 1. Design thinking methodology.

1) Empathize: This initial stage focused on gaining a deep
understanding of user needs and challenges through interviews
and questionnaires with 308 SME employees. For example, the
interviews revealed that simplicity in the interface was key to
facilitating system adoption by less tech-savvy users. Also, the
questionnaires indicated that many employees faced difficulties
in managing large volumes of data, highlighting the need for
specific functionalities such as advanced filters and optimized
search [14].

2) Define: In this phase, the data collected were organized
and analyzed using affinity maps, which allowed us to detect
patterns and group the most relevant problems. For example, it
was identified that unclear icons made navigation difficult in
existing systems and that users required real-time information
on order status. These findings guided the development of an
initial software outline, prioritizing key modules such as
customer, product and supplier management [15].

3) ldeate: Multiple innovative solutions were generated
based on the problems detected, using techniques such as
brainstorming and feasibility assessment. Among the ideas
proposed, the creation of a modular system with specific
functions that could be adapted to the individual needs of each
business stood out. For example, an inventory module with
real-time updates was included, since users highlighted the
importance of avoiding oversales or shortages [16].

4) Prototype: The functional prototype was developed
using the Figma tool, which allowed for the design of an
intuitive interface and rapid iterations based on initial feedback.
A key example was the incorporation of an interactive tutorial
on the home page to help users become familiar with the main
functions of the system. In addition, icons with descriptive
labels and contrasting colors were implemented to improve
visual clarity [17], [18].

Vol. 15, No. 12, 2024

5) Test: The prototype was evaluated by SMEs employees
themselves through a structured survey that used a Likert scale
to measure their perception of the Design, Usability and Overall
Satisfaction. The results showed that 85% of respondents rated
the intuitiveness of the design as “Strongly Agree”, while 88%
rated the ease of completing tasks positively. In addition,
qualitative analysis of the responses identified areas for
improvement, such as the need to reduce loading times and
optimize search functionality [19].

Each stage of Design Thinking not only contributed to the
development of the software, but also ensured that it was aligned
with the real needs and expectations of the users. Specific
examples of decisions made in each phase demonstrate how this
iterative, user-centered methodology enabled the development
of a system that addresses critical management problems in
SMEs, establishing an effective framework for future solutions.
Although DT was highly effective in the ideation and
prototyping stages, it is not designed for full software
implementation. Future phases of the project could benefit from
combining DT with other methodologies, such as Agile, to
ensure smooth integration and implementation.

B. Software Evaluation Factors

1) Design: Factor that understands the requirements and
develops the artifacts that define the creation of the product,
also refers to the creation process that contains a reference to
the requirements of the stakeholders [20].

2) Usability: Factor defined as the ability of users to
understand, employ, and acquire knowledge of software in a
simple way [21].

3) User perception: It is defined as the user interactions
throughout the product life cycle, it is represented in values of
Usability, Design, Loyalty, Quality, Interaction, Productivity,
among others; which serve to improve the perception of value
from a user's perspective [22].

IV. RESULTS

This results section illustrates the stages of the Design
Thinking methodology that will allow us to understand the users'
problems and provide a short-term solution, as well as to
understand their long-term perspectives in an already
implemented software. The advantages, disadvantages and
comparison of using the Design Thinking methodology are also
presented.

A. Results of the Empathize Stage

During this stage, the main limitations in the use of software
technologies were identified through interviews and
questionnaires addressed to 308 SME employees. Table |
presents the questions (Q1 to Q5) asked:

The results indicated that the priority aspects for users are
the clarity and simplicity of the interface, the ease of handling
large volumes of data, and the speed of tasks in the system.
These findings underscore the importance of developing
software that is intuitive, efficient, and accessible.
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TABLE I. QUESTIONS

Questions

ID Questions

Q1 | What improvements would you suggest to a software interface?

Q2 | What do you look for in software when handling big data?

Vol. 15, No. 12, 2024

D. Results of the Prototyping Stage

For the results of the prototyping carried out with the Figma
tool, the most salient functionalities that the order management
software will offer in SMEs will be presented. The prototype
functionalities are presented in Table V.

- - - TABLE IV.  PROTOTYPE FUNCTIONS
Q3 How do you define the speed of completion of your tasks in
software? Fig. Function
Q4 | What do you find important in software usability? 2 Login, with access by credentials.
Q5 | What do you consider fundamental in the functionalities of software? 3 New Employee Module for ease of navigation.
B. Results of the Define Stage 4 New Customer Module to manage the organization's customers.
Table Il contains the most repeated answers in the 5 New Product Module to manage detailed product information.
questionnaire (R1 to R5) of the survey addressed to ) SME 6 New Category Module to classify products within the system.
employees; there are a total of 308 answers for the analysis. ; New Distributor Module o manage the collaboration of
distributors in the organization.
TABLEII. SME EMPLOYEE SURVEY 8 New Supplier Module to manage supplier transactions.
Responses 9 New Purchase Module to manage purchase orders within the
organization.
ID Responses 10 Allows editing of purchase data in order to modify information to

R1 Clarity and simplicity of interface

R2 Ease of handling large volumes of data
R3 Quick time to complete tasks

R4 Ease of use of software

R5 Easy access to functionalities

1) R1: The clarity and simplicity of the interface was
mentioned as a key priority to ensure an efficient user
experience.

2) R2: The ease of handling large volumes of data was
highlighted as a necessary functionality to optimize workflow.

3) R3: Speed in completing tasks was identified as a
determining factor in improving operational efficiency.

4) R4: Ease of use of the software was recognized as
essential to promote acceptance among users.

5) R5: Easy access to specific functionalities was
considered critical to ensure the effectiveness of the system.

C. Results of the Ideate Stage

Table 11l indicates the suggested solutions (S1 to S3) as a
solution. An estimated score is provided for the choice of the
best idea and its development is completed in the next phase.

correct errors.

Administrator Lagin

Copyright © 2026 - All rights resarved

Fig. 2. Login.

Mew Employae

TABLE Ill.  SCORING IDEAS
Idea Scoring
Solutions Ideas Total e Cotomer
S1 Creation of an order management software 60 points
S2 Create an order management application 26 points
s3 Applying  Excel ~methods for order 14 points
management

1) S1: The solution chosen was the creation of an order
management software, given its high score and alignment with
users' needs.

Fig. 4. New customer.
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Fig. 5. New product. Fig. 10. Purchase edition.

E. Results of the Testing Stage

To develop this last phase of the Design Thinking
methodology, it is required to validate that our order
= management prototype is suitable for the user and their needs.
When surveying the 308 SME workers, three software
evaluation factors were taken into account: Design, Usability,
and User Perception. The Google Forms questionnaire tool was
used, through 12 closed questions with a 4-point Likert scale (1=
| Totally Agree and 4= 1 Totally Disagree), as well as an open

B — question for possible improvements in an already implemented
Fig. 6. New category. software. The questions used are presented in Table V.

New Category

TABLE V. INSTRUMENT

New Distributor Q DESign
- Q1 | Do you find the login interface intuitive?
= Q2 Do you consider that the design of the employee interface is clear
and easy to understand?
Q3 Do you consider that the design of the customer management
interface facilitates the handling of these data?
Q4 Is the organization of categories and sections consistent and easy to
understand?
prm— Usability
Fig. 7. New distributor. s Do you find it easy to perform tasks such as: creating or editing an
order in the system?
Is the process of registering new employees, customers, or products
Q6 easy?
New Supplier Do you consider that the steps to edit information in the system are
Q7 clear?
o 08 Do you consider that the average time to complete a task in the
o system is relatively short?
User Perception
= -
Q9 Do you perceive the overall ease of use of the order management
system?
Q10 Would you rate the efficiency of the system in managing products
oyt 3034 - Al ighia e and categories as adequate?
Fig. 8. New supplier. Q11 Does _the system make it easy to create and edit distributors and
suppliers?
Q12 Do you consider the different functionalities of the system
accessible and understandable?
Now Purchase The design of the system was highly rated, with 85% of
- : respondents rating the intuitiveness of the interface as “Strongly
e B = Agree”. In terms of usability, 88% highlighted the ease of
' performing tasks, highlighting its efficient functionality. In
= addition, user perception reflected a positive impact, with 82%
indicating that the system significantly improves the overall
experience.

Copyright © 2021 - Allrights raserumd

Fig. 9. New purchase.
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On the other hand, Fig. 11, 12, 13, and 14 represent the
results obtained according to the form applied in the SME sector
to 308 people involved in sales management.

Fig. 11 presents the responses to the closed-ended questions
asked of SME workers.

Order Management Software Design
| totally agree A |agree | don't agree I totally disagree
100%
756%
o
o
g
T 50%
i
g
e
o
250% 15% 18%  17% g9 L 16% 1a% 8%  19%
S . 12 2% 0% 11 U
—a e S 5T ST W~
0%
1 2 3 4 5 [ 7 8 9 10 " 12
Item

Fig. 11. Form results by item.

Fig. 11 shows the results of a survey on the design of order
management software. The vertical axis shows the percentage of
responses, while the horizontal axis shows the different items
evaluated from 1 to 12. The response options are categorized
into four levels: “I Agree” (represented in blue), where the
majority of respondents are, maintaining a high trend in almost
all items, with percentages ranging from 75% to 85%, indicating
a strong overall approval towards the software design; ‘I Agree’
(represented in red), with a relatively low but constant
percentage, between 12% and 19%, which, although not the
dominant response, still reflects a considerable level of
agreement in each item; “I Don't Agree” (represented in yellow),
whose percentages remain between 5% and 7%, suggesting that
a small portion of respondents do not agree with certain aspects
of the design; and ‘I Totally Disagree’ (represented in green),
which shows no significant presence, indicating that almost no
respondents strongly disagree with the design of the software.
Overall, the graph suggests a positive perception towards the
design of the order management software, with high levels of
acceptance and satisfaction among users. The levels of “I Totally
Agree” and “l Agree” are predominant in almost all items,
reflecting a favorable reception.

< User Experience Design
(UX)

—

-

] Usability Challenges
O

o0 O

<> Software Design
Enhancement

[e3e]

What improvements
should be
implemented in the
software?

< User Suggestions for
Improvement

[k

<

<> User Interface
Perception
—
—

2]
<

Fig. 12. Areas of software improvement.
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Likewise, Fig. 12 presents the areas of improvement
analyzed according to the open question asked in the survey,
which was analyzed in the ATLAS.ti software to obtain the most
repetitive nodes and points concerning possible improvements
in an already implemented software.

Fig. 12 represents a concept map that highlights the key areas
where users suggest improvements to an already implemented
software. Themes include user experience (UX) design as a
factor in improving efficiency and processes [23]; however,
having a straight-line direction based on design is debatable due
to a lack of concrete guidelines [24]. Usability challenges are
also presented [25], considered strongly integral attributes [26],
and it also points to interface perception as a decisive element
for a consistent and sustainable experience [27], [28].

On the other hand, general suggestions for improvement are
presented, such as better performance [29] with higher
flexibility requirements [30]. Also, software design
improvements from source code [31] are raised, this in order to
increase software efficiency [32]. Each node shows the number
of related comments and mentions, suggesting the priority areas
to optimize the application.

Fig. 13. Improvements in user interface perception.

Fig. 13 shows the different elements suggested by users
about the perception of a software interface. Key elements in
software use were highlighted, such as intuitiveness in user
interaction [33], loading speed for a smooth experience [34],
interface design for a visual representation of data [35], color
intuitiveness to optimize task performance [36], accessibility to
promote access inclusion and accessible product management
[37], [38]. On the other hand, the overall positive perception of
users is based on practical improvements [39], which are
distributed in relevant elements such as the clarity of icons to
capture users' attention [40], the search engine for data filtering
[41], and in interactive statistical graphics for reporting [42].
Each of these elements is associated with the user experience
and the diagram indicates how each factor is part of the user's
overall perception of the interface.

Fig. 14 shows the main usability challenges that users have
suggested in relation to an implemented software. Among them
are noted suggestions related to accessibility [37], slow loading
speed [34], lack of clarity in icons [40], and usability factors that
improve system performance for the user [43], [44], [45]. In
addition, they point to the lack of features as an indication of
dissatisfaction [46], the challenge of adaptation with respect to
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responsive design, which is a suggested element to increase
visibility [47] and the importance of optimizing real-time
analytics for effective prediction [48]. This indicates areas
where an implemented software needs adjustments to improve
the user experience.

& Usability Challenges:
<> Usability Challenges: Accessibility

Difficulty on mobile
devices

&> Usability Challenges:
Slow loading speed

&> Usability Challenges:
Usability Issues

D 1: ANSWERS ATLAS

> Usability Challenges:
<> Usability Challanges Lack of clarity in icans

> Usabllity Challenges.
Usability Challenges

&> Usability Challanges:
Mobile app

Fig. 14. Improvements in usability challenges.

F. About the Methodology

1) Advantages: The Design Thinking methodology was
used to generate new ideas that respond to the needs and
requirements of the users. This made it easier for the work to be
active to provide new proposals to society and optimize the
process of proper management.

2) Disadvantages: The disadvantages of this methodology
is its focus on the prototyping of innovative ideas and not on
the implementation of the software. In this context, it should be
considered that this methodology can be complemented with
another one for a future implementation phase.

3) Comparison: The DT methodology allowed the
streamlining of the process of analysis and the generation of
innovative ideas aimed at prototyping. In comparison with
other methodologies focused on software development, this one
includes the proposal of new plans that contribute to society.

V. DISCUSSION

The findings of this study confirm and extend the existing
knowledge on the positive impact of order management systems
in SMEs, as highlighted by previous studies that emphasize the
importance of accuracy and efficiency in software design to
optimize operational processes and strengthen business
competitiveness [6]. In this sense, the results obtained during the
stages of the Design Thinking methodology reinforce the
relevance of understanding users' needs in depth in order to
design solutions that not only solve current problems, but also
anticipate future needs.

First, the iterative and user-centered approach of the Design
Thinking methodology was crucial to identify and solve SME
needs. During the Empathize stage, priorities such as interface
clarity and simplicity, speed of tasks and the ability to handle
large volumes of data were identified. This underscores the
importance of a design that combines efficiency and
accessibility, aligning with research highlighting how intuitive
design and high usability can minimize errors and increase

Vol. 15, No. 12, 2024

technology adoption in sectors traditionally resistant to change
(8l.

In addition, the Ideate stage enabled the selection of the most
appropriate solution through a detailed feasibility and impact
analysis. Similarly, the Prototyping stage, carried out in Figma,
facilitated the creation of a functional interface that was
subsequently validated in the testing stage. It is worth noting that
the use of surveys and Likert scales to evaluate Design, Usability
and User Perception factors yielded favorable results, with high
levels of approval reflected in Fig. 11, 12, 13 and 14. This
evidences the effectiveness of the methodology to integrate
relevant functionalities from the early stages of development,
addressing a combined deficiency reported in previous studies

[1].

However, it is important to recognize that, despite the high
acceptance of the software, key areas for future improvements
are identified. Among them, the integration of functionalities,
the optimization of loading times and the improvement of
responsive design are relevant challenges. In this context, user
suggestions, analyzed in Fig. 12 and Fig. 14, revealed that
aspects such as color intuitiveness, icon clarity and accessibility
are critical elements to improve user experience.

On the other hand, the incorporation of emerging
technologies such as Artificial Intelligence (1A) and Machine
Learning (ML) emerge as a strategic opportunity to enhance the
analytical capabilities of the system. These technologies could
provide advanced functionalities, such as sales trend prediction
or experience personalization, which are consistent with recent
studies demonstrating their positive impact on business
applications [12], [13].

Finally, this study reaffirms the value of a user-centered
approach and the application of methodologies such as Design
Thinking to develop technological solutions tailored to the
specific needs of SMEs. The results obtained highlight the
effectiveness of intuitive design and software functionality in
improving operational efficiency and meeting user expectations.
However, a limitation of Design Thinking is its focus on
prototyping, which leaves the implementation of the software as
a challenge for future stages. Given this, the importance of
complementing with other methodologies to comprehensively
address development and implementation is stressed.

In conclusion, this study not only validates the effectiveness
of an iterative approach to software design, but also points the
way for future iterations that include technological and
functional improvements. Ultimately, these actions will
contribute to optimizing the user experience and increasing the
impact of software in the SME environment.

VI. CONCLUSIONS

The implementation of the Design Thinking approach
allowed the development of an order management software
tailored to the needs of SMEs in Los Olivos, Lima. This iterative
and user-centered method was essential to address key issues
such as simplicity in the interface and efficiency in data
management, thus achieving a system that was highly accepted
by users. Indicators such as design intuitiveness (85%) and ease
of task completion (88%) reflect the effectiveness of the
approach, while the overall improvement in user experience
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(82%) underscores the software's positive impact on operational
optimization and employee satisfaction.

Despite the progress made, key areas for future
improvements were identified, such as the integration of
functionalities and the optimization of loading times, which
could strengthen the competitiveness of SMEs. In addition, the
incorporation of emerging technologies such as IA and ML
represent a strategic opportunity to enrich the system with
analytical and predictive capabilities, making it possible to
forecast sales trends and personalize experiences. These
enhancements promise to consolidate the role of software as a
transformative tool in the business context.

Although the study showed encouraging results, it also
highlighted certain limitations, such as the challenge of
implementing the system on a larger scale and the need to
evaluate its long-term impact. It is recommended to combine
Design Thinking with methodologies such as Agile to
strengthen future development and integration phases, and to
prioritize the inclusion of advanced technologies in future
iterations. Ultimately, this work not only provides specific
solutions for SMEs, but also lays the groundwork for the design
of sustainable technological tools, highlighting the role of
innovation as a driver of competitiveness in a constantly
evolving digital marketplace.
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Abstract—This research paper addresses the issue of
insufficient financial literacy among young people, a challenge
that affects their ability to make informed financial decisions. A
survey was conducted to assess the current state of financial
literacy among young people, whose results show a significant gap
in the understanding of key concepts needed to manage their
finances, which limits their economic and social development.
Based on these findings, an interactive and gamified design aimed
at strengthening the level of financial literacy among young people
is proposed. This proposal includes wireframes that structure a
mobile application, integrating playful elements and educational
challenges to promote user participation in their learning process.
The methodology of design that is employed focuses on the user
experience, which ensures that the tool is accessible and engaging.
It is expected that this proposal, based on the survey results, will
not only increase the understanding of financial concepts but also
motivate young people to apply this knowledge in their daily lives,
thus contributing to greater financial independence and a better
quality of life.

Keywords—Financial literacy; financial
education; challenge education

gamification;

I.  INTRODUCTION

With rapid evolution, the world is becoming increasingly
complex and competitive, and financial knowledge is becoming
a necessary skill, especially for young people in the future and
for a country's economy and financial security [1]. This
competence not only allows individuals to manage their
economic resources effectively but also influences their ability
to face future financial challenges. Globally, this skill is
essential, particularly in an increasingly digitized context, where
technologies such as FinTech (financial technology) and
EdTech (educational technology) are promoted, providing
improvements in education through new technologies to
facilitate access and contribute to reducing inequality. Thus,
offering opportunities to develop financial skills in an economic
and social environment that is constantly changing [1].

In Peru, where much of the young population faces
economic uncertainty, financial education is crucial. However,
there is a lack of financial referents with solid knowledge; 41%
of adults at the national level obtained a minimum level of
financial education in a study of financial capabilities, while
only 13% obtained a high level [2]. This is evidence of their
limited ability to manage their financial resources effectively
and make responsible financial decisions. However, there are
global initiatives to promote financial education, such as the
Organization for Economic Co-operation and Development
(OECD) approach, which coordinates national strategies to
strengthen financial learning worldwide [1].

This problem not only affects the financial well-being of
young people but also generates a cycle of economic
dependence and limits the economic development of a society.
This is reflected in inappropriate financial behaviors, such as the
imbalance between income and expenses; in 2022, 56% of
adults reported that they went into debt to cover their expenses
[2]. In contrast, when people have solid financial knowledge and
skills, they can effectively manage their finances and thus
generate greater stability and well-being in their families [3].
Therefore, it is crucial to have a high level of financial skills,
since an insufficient level of financial knowledge leads to poor
economic decisions and financial problems in the long term.

Therefore, it is essential to develop strategies that promote
financial education attractively and effectively. The current
teaching method emphasizes that students should have more
freedom to learn technology, think, and make mistakes. In that
sense, a mobile application turns out to be a suitable tool for the
new generations, since the trend of using mobile applications is
increasing. In addition, learning in financial management is not
achieved only through reading and writing as the traditional
teaching method, rather, students must acquire knowledge
through scenario-based learning, which allows them to interpret
and apply the acquired knowledge in real-life situations [1].

Finally, this research seeks to address the issue of
insufficient financial literacy through the design of an interactive
and gamified mobile learning application. The proposal is based
on a survey that assesses the level of financial literacy of young
people, the results of which showed a significant gap between
the understanding of financial concepts for the management of
their finances and the application of this knowledge in financial
challenges. In response to this gap, we propose the design of a
mobile application that incorporates playful elements and
educational challenges that encourage practical and engaging
learning.

The structure of this paper consists of eight sections: Section
I corresponds to the introduction and Section Il explains the
related work. Details about the structure, tools, and design of the
mobile application are proposed in Section Ill. Section 1V
presents the survey. Section V shows the results of the survey.
Section VI shows the discussion and finally, Section V111 shows
the conclusions.

Il. RELATED WORKS

A. Interactive and Gamified Solutions

The study in [4] proposes the design of a support system with
Artificial Intelligence (Al) to improve the quality of corporate
financial decisions. On the other hand, a study [5] proposes a
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mobile learning platform to develop entrepreneurial skills in
students. Both studies consider that technology can optimize
decision-making but differ in the way it is applied. On the other
hand, studies [6], [7] and [8] focus on improving learning
through gamification. Studies in [6] and [7] highlight the
potential of games as educational tools, [6] promote financial
literacy in students through economic games to teach basic
financial concepts, while [7] promote the development of
technical and soft skills through simulation business games.
Taken together, these five papers highlight that the integration
of Al, gamification, and mobile platforms not only improves
learning but also optimizes financial decision-making. The key
difference between them is how they are applied: [4] and [5]
focused on business or entrepreneurial contexts, while [6], [7]
and [8] explored learning through games and simulations.

B. Integration of Al-Assisted Coaches

All studies agree on the use of Al to personalize the user
experience. However, the nature of customization varies
depending on the field of application. The study in [9] is based
on education, [10] health, [11] sports, and the study [12] focuses
on opponent modeling and strategy optimization within a
competitive environment. A common point of all studies is that
Al is implemented to optimize decision-making in environments
where the number of variables and uncertainty make it difficult
for users to make the right decision. Concerning training and
data collection methods, studies [9] and [10] are based on
creating user-centric experiences. On the other hand, [11] and
[12] face challenges related to the availability of high-quality
data. In [11], the system had to deal with a shortage of data to
train deep learning models, while [12] it stands out for the use
of simulations and game data, which allowed Al to outperform
previous systems, without the need for large amounts of real user
data. Regarding the Al technologies used, each study adopts
different technologies and approaches to implementing Al,
reflecting the diversity in the way Al systems can be trained and
executed. Studies [9] and [10] use Al in predictive models and
heuristics, optimizing user behavior through algorithms that
learn common patterns in large amounts of data. Instead, studies
[11] and [12] rely on technologies such as deep learning and
simulations, allowing systems to generate predictions and adapt
to complex situations.

C. Importance of Financial Literacy in Education

Financial literacy emerges as a central theme in these
studies, underscoring the relevance of developing healthy
financial habits at different stages of life. In the study [13], they
detailed an understanding of healthy financial habits in young
adults, exploring the relationship between subjective financial
literacy, financial engagement, and financial decision-making.
On the other hand, [14] implements a more structured approach
through the SaveWise program, which aims to increase the
financial knowledge of adolescents, where literacy is measured
more objectively, focusing on students' ability to apply financial
concepts in real-life situations. Regarding the results, in [13],
young adults who consider themselves financially literate show
a trend towards healthy practices, such as saving regularly and
investing in their future. In study [14] program participant’s
experienced significant improvements in their financial
knowledge, which translated into increased savings intentions
and a better understanding of money management.
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D. Gamification and its Impact on Youth People Learning

The use of serious educational games and adaptive
technologies is effective in developing specific skills and
improving student engagement. The study in [15] shows that
EEG (Entrepreneurial Education Game), by integrating adaptive
algorithms to personalize the learning experience, resulted in
greater student adaptability with 74% of participants reporting a
positive learning experience. Similarly, the study [16] reveals
that implementing a serious game in virtual reality improved
players' mental calculation skills, although it also identified
some challenges related to the use of technologies. On the other
hand, studies [17], [18], and [19] show that gamification not
only improves understanding of concepts, it also addresses
specific skills, such as programming and Al safety. The study
[18] proposed a smart tutoring system built into an educational
game that provides personalized support, where students who
used it got fewer errors. This study in [18] found that students
who participated in the Shoot2Learn game showed a statistically
significant improvement in their understanding of conditional
structures, suggesting that educational games can motivate
students and improve their academic performance. For its part,
the study [19] evaluated a video game designed to improve Al
safety education, where it found that 81% of users considered
the game's learning functionalities effective.

I1l. PLATFORM DESIGN

The design of the proposed mobile application focuses on
offering an attractive and accessible user experience, to improve
the financial literacy of young people through active interaction
with the financial coach and the use of gamification. This section
describes the key components of the platform, design principles,
and tools used for wireframe development and presents visual
examples of the main screens.

The design of the proposed mobile application focuses on
offering an attractive and accessible user experience, to improve
the financial literacy of young people through active interaction
with the financial coach and the use of gamification. This section
describes the key components of the platform, design principles,
and tools used for wireframe development and presents visual
examples of the main screens.

A. Overview of the Platform

The application is based on three key sections, which are
designed to guide the user in their continuous learning process.

1) Initial assessment: When starting, the user selects the
financial topic they want to learn or reinforce and their level of
knowledge as shown in Fig. 1, and then performs the initial
assessment Fig. 2, which consists of five questions. This flow
is done to provide a personalized experience, which allows you
to suggest the most appropriate level according to the user's
performance and to provide an adaptive experience from the
beginning of the application.

2) Gamified challenges: In this section, users face different
financial challenges, which are designed to test their skills in
topics such as saving, investing; and credits and debts Fig. 3.
These gamified challenges integrate game mechanics such as
rewards, difficulty levels, and short-term goals Fig. 4. In
addition, there is interaction with the financial coach, who will
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guide, provide personalized recommendations and suggestions

based on areas for improvement during and after the game Fig.

3. Thus, this active interaction between the user and the coach s
makes the application interactive. "::’

To continue your
learning, try the
following games

What topics would
you like to learn or
reinforce?

We want to know you better

[ & savings

[ B vestrment

[ [8) credit and debts

[ Credit cards

S W ) WD ) W ———

[ (@) pigital payment methods

How much do you
know about the
following topics?

On a scale of 1to 5, where 1is nothing
and 5 is everything

Savings

010|800

Investment

MG

Credit and debts

EHEEE

Fig. 1. Financial topic and scale of knowledge level.

Ok, so where do
you want to start
from?

Choose and let's start learning

ZLorem ipsum
dolor sit amet
/ consectetur adip?

Select the correct answer

Start from Take a short
scratch assessment

T

[ B eremipsum

[ B oremipsum

[ B oremipsum

- _J L _J

[ B Lorem ipsum

T

Fig. 2. Initial evaluation.

Assistant X

Fig. 3. Game scenarios and interaction with the virtual assistant.

Collection Coins

R e B
R RS
R R

Complete the coin collection and learn
about the mast representative icons of
Peru,

Close

Perfect! Your
learning is
improving :)

Collect your rewards and continue learning

Collect rewards

Fig. 4. Scoring and reward system.

3) Final evaluation: At the end of the challenges, users take
a final assessment to measure their progress. Fig. 5 shows the
design of the quizzes, the results, and the progress panel; and
personalized recommendations based on user performance.
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Zor

i Progress
/ Check your progress accerding to your
topics and challenges played.

£ O

Answer the questions correctly and . .
get achievements and rewards AN AN

Lorem Lorem

ipsum dolor ipsum dolor
sit amet sit amet

Lorem Lorem
ipsum dolor ipsum dolor
sit amet sit amet

Fig. 5. Assessment and recommendation system.

B. Design Principles

Concerning the design principles, User-Centered Design
(UCD) was chosen, which focuses on guaranteeing the usability
and accessibility of the game to ensure its effectiveness for
users. This approach recognizes that everything is an interrelated
system, where the set of components and the interaction of
people must be considered. Thus, by observing how users
interact and identifying problems, iterative tests are carried out
to get closer to the final product [20]. Thus, the project focuses
on satisfying the needs of the user, that the designs are
interactive, and the final product is easy to use.

C. Design Tools

During the mobile app design and prototyping process,
various tools were used for the design of different areas and
functions of the platform. These include:

e Figma. Itis a vector graphics and prototyping editor. The
advantage of this tool is that it allows users to work
collaboratively. This tool was used for the design of all
the screens of the application and to define the flow that
the user must follow in the prototype.

e Adobe Illustrator: It is a graphic design tool, which
specializes in vector graphics. It was used for the creation
of the logo and icons, which are minute details.

o Tiled Map Editor: It is a tool for the creation and editing
of 2D maps, which is mainly used in games. The
advantage of this tool is that it allows users to export in
tile format, which makes it easy to integrate into Unity
for the front-end development of the application. It was
used to create scenarios for the games.

IV. METHODOLOGY

The design of the proposed mobile application is based on a
study applied to university students, to evaluate the level of
financial knowledge of young people. This section will detail the
research approach, the instruments used for data collection, and
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how the results influenced the design decisions of the
application.

A. Research Focus

This research is framed in a quantitative approach since it
seeks to collect data numbers through a survey to assess the level
of financial literacy among young people. This approach allows
for obtaining objective information that facilitates the
identification of gaps in financial knowledge and the foundation
of the interactive and gamified learning proposal.

B. Population and Sample

The target population is university students from various
undergraduate higher education institutions in Lima, Peru.
Therefore, a sample of 150 university students was determined.
This sample is composed of young people because they are in a
transition stage towards financial independence, where the
development of solid financial knowledge has a significant
impact on their economic well-being.

C. Questionnaire

The questionnaire was designed in a semi-structured way,
with a total of 50 questions. However, respondents only answer
a subset of questions, as they must select their level of
knowledge in areas such as saving, budgeting, investing, and
personal finance. Based on the choice on a scale of 1-5, the level
(basic, intermediate, advanced) is determined, and you are
redirected to the financial challenges section associated with the
selected level. These challenges are multiple-choice questions
with a score of 20 points, which makes it easy to compare and
analyze respondents' responses.

1) Data collection method: Data were collected through an
online survey administered through Microsoft Forms. This
survey was distributed to students through WhatsApp groups
and the Viva Engage platform. The collection procedure was as
follows:

e The survey was developed in Microsoft Forms and tested

with a small group of students to ensure the clarity and
relevance of the questions.

o Participation was promoted through a raffle published on
the Viva Engage platform.

e Participants were informed about the purpose of the
survey, the duration, and the confidentiality of their
responses.

e Responses were collected over two weeks.

2) Structure of the questionnaire: The questionnaire is
organized into six sections:

e Overview: Collects demographic data such as age,
gender, career, college level, and the operating system
(OS) of your mobile devices. Also, it informs the purpose
of the questionnaire and the duration.

e Financial behavior: Analyzes the relationship between
study and work, sources of income, and current practices
of young people in terms of managing income, expenses,
and savings.
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e Financial Challenges: Inquire about the top financial
challenges young people face and how often they
experience difficulties managing their finances.

e Level of financial knowledge: Assesses the level of
financial knowledge in key areas such as expenses,
savings and investment, credits and debts; and personal
finance. Respondents should rate their level of
knowledge in each topic as basic (scale 1-2),
intermediate (scale 3), or advanced (scale 4-5). This self-
assessment allows students to be redirected to the
financial challenges section according to the indicated
level. These will facilitate a more detailed analysis of
how their level of knowledge impacts their ability to face
challenges.

e Preferences for educational tools: Inquire about
preferences for educational tools to improve their
financial literacy.

e Feedback and suggestions: Inquire about the difficulties
experienced by respondents and suggestions for tools or
features that should be added to a solution.

V. RESULTS

In this section, the results of the questionnaire of young
undergraduate university students will be presented.

A. Profile of Participants

A summary of the profile of the respondents is provided in
Fig. 6. 54% of those surveyed are men, while 46% are women.
Regarding the study, it is evident that the students come from a
variety of university students in Lima, with a higher percentage
from the Peruvian University of Applied Sciences with 66%,
due to the origin of the research. Likewise, students are
distributed in different academic cycles, with higher percentages
in cycles VI (17%), VII (14%) and VIII (18%). On the other
hand, the distribution of the OS used by the respondents is
shown, which is relevant for the development of the solution
proposal, where a large percentage (74%) uses the Android OS,
which suggests that the platform should prioritize the
development in this technology, to guarantee the greatest
possible accessibility.

Study and occupation

Gender Operating System of Your
Mobile Devices

C) - &

Where are you studying?
—15%

Academic semester

- s

6%
" 13%
e
10% w
® » ™
s%
§ an
a I % I
6% < &

Fig. 6. Summary of the profile of respondents.
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B. Financial Behavior

e Financial management: According to the results
presented in Fig. 7, 44% of respondents do not keep
formal control of their income and expenses, but do so
mentally, which can generate uncertainty in their
financial management. In contrast, only 8% use a
financial management app, which allows them to have
better control over their income and expenses. Likewise,
45% review their financial statements weekly, which
reflects a positive financial habit. However, 11% of
participants indicated that they rarely review their
financial statements, which is worrying, as this lack of
follow-up can lead to difficulties in managing their
finances effectively.

How do you manage your monthly
income and expenses?

| don't manage my finances - 17%

How often do you review your
financial status?

I use tools like Fxcel, Google _
Sheets, Power BI, etc 30%

e

0% 10% 20% 20% 20% 50%

=Daily =Weekly = Monthly = Almost never

Fig. 7. Financial management.

e Expenses and savings: In Fig. 8, they indicate that 4% of
respondents do not save anything, while 21% save less
than 10% of their monthly income. 36% manage to save
between 10% and 20%, and 23% save more than 20%.
However, 16% do not know or have never calculated
how much they save, which is worrying because they
lack clear control over their savings capacity which could
affect their financial stability. Regarding expenditure
dedicated to entertainment and leisure, 40% allocate less
than 10% of their income to this activity, while 35%
allocate between 10% and 20%. Only 14% allocate more
than 20% and 11% indicated that they do not know how
much of their income they allocate to this activity. These
data suggest that most students prioritize moderate
spending on entertainment, although there is a large
proportion who are not clear about their spending in this
area.

What percentage of your
monthly income can you save
on average?

What percentage of your
income do you spend on
entertainment and leisure?

= Nothing
4%

3
’ 21%  ®lessthan 10%
10%20%

More than 20%

= Less than 10%
= 10%-20%
More than 20%

I don't know

= | don't know /
36% Never calculated 35%
it

Fig. 8. Expenses and savings.

C. Financial Challenges

Regarding finance-related concerns, Fig. 9 shows that 30%
of respondents expressed concern about not being able to

99|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

manage their finances efficiently. In addition, 20% worry about
not being able to save enough, 20% do not understand how to
invest, 17% are afraid of spending more than they earn and 13%
accumulate debt. These results indicate that financial
management is the main challenge for students, which could
negatively impact their economic well-being.

What is your biggest financial
concern?

= Not being able to save
enough

= Accumulating debt

= Not understanding

how to invest 13%
Spending more than |
earn

= Not being able to
manage my finances
efficiently

17%
20%

Fig. 9. Concern regarding finances.

D. Financial Literacy Level

In this section, we have worked with a multiple-choice
question that uses a scale from 1 to 5, so that respondents can
carry out a self-assessment of their level of financial knowledge.
Scales 1 and 2 redirect them to basic financial challenges, scale
3 to intermediate-level challenges, and scale 4 and 5 to
advanced-level challenges. A total of four questions are
included, each corresponding to a specific topic, as shown in
Table I.

TABLE I ToPICS QUESTIONS

ID Theme Questions

How would you rate your knowledge on
the topic of Budgeting your expenses?

How would you rate your knowledge
about Savings and Investment?

Q1 Budget expenses

Q2 Savings and investment

How would you rate your knowledge
about Credit Cards and Debt?

How would you rate your knowledge
about Personal Finance in general?

Q3 Credit Cards and Debt

Q4 Personal Finance

Fig. 10 shows the level of knowledge by subject. Regarding
budgeting expenses, it is shown that 34% of those surveyed
consider themselves at a basic level, 44% at an intermediate
level, and only 22% at an advanced level. On the other hand,
about savings and investment, 38% consider themselves at the
basic level. Meanwhile, 42% are classified at an intermediate
level and only 20% at an advanced level. In the case of credit
cards and debts, a large percentage (35%) are classified at the
basic level, 47% are classified at the intermediate level and only
18% at the advanced level. Finally, about personal finance, 35%
consider themselves to be at the basic level, 48% intermediate
level, and 17% advanced. These results show a high proportion
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of young people with a level of financial knowledge at both the
intermediate and basic levels, with a slight predominance at the
intermediate level. However, a large percentage at the basic
level is worrying, so it is necessary to strengthen knowledge and
skills in these areas.

Level of knowledge about the topic
Budgeting your expenses

Level of knowledge about the topic
Savings and investments

Advanced;
22%

Advanced

20% Basic

Basic; 34% 38%

Intermedi Intermedi
ate; 44% ate
42%

= Basic ® Intermediate = Advanced = Basic = Intermediate = Advanced

Level of knowledge about the topic
Personal finances in general

Level of knowledge about the topic
Credit cards and debts

Advanced
Basic 17% Basic
35% 35%

Advanced
18%

Intermedi
ate
48%

Intermedi
ate
47%

™ Basic ™ Intermediate  ® Advanced " Basic W Intermediate  ® Advanced

Fig. 10. Level of knowledge by topic.

E. Financial Challenges

Graphs were made to show the percentage of respondents
who were correct in their answers about the financial issues
defined. This allows the relationship between the level of
knowledge selected and the results obtained in the financial
challenges to be analyzed, reflecting how participants applied
their knowledge. It should be noted that, in the graphs, the value
"1" represents the correct answer, and the value "2" indicates the
incorrect answer.

1) Budget expenses: Fig. 11 shows that, at the basic level,
63% of the participants were correct in their answers to the first
question, while only 8% managed to get the second one right.
At the intermediate level, 36% got question 1 right, but 67% got
the second question right. At the advanced level, 88% were
correct. This shows a clear correlation between financial
knowledge and performance on challenges.

Budget expenses

B incorrect ansuer

Budgeting Expenses Challenge Budgeting Expenses Challenge Budgeting Expenses Challenge
Basic Level Intermediate Level Advanced Level

100 100% 100%
o a0t 0
o Bk
% 0% ao%
0% 1ok
050 208 33% .
82

o o

1 2 ! 2

=z mot =0z ma1 wa1

B correctansuer

Fig. 11. Budget expenses.

2) Savings and investment: Fig. 12 At the basic level, both
the first and second questions were corrected by 42% of the
participants and 89% in the third. At the intermediate level,
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48% got question 1 right and 44% got question 2 right. Finally,
at the advanced level, 58% got the first question right and the
second question was 71%.

Savings and investment

Correct answer Inearrect answer

Savings and Investment Challenge
Advanced Level

1 2
ar ot

3) Credit cards and Debt: In Fig. 13, 49% got the correct
answer for the basic level right. At the intermediate level, 89%
and 82% got questions 1 and 2 correctly respectively. In the
case of the advanced level, 48% got question 1 right, while only
4% got the second one right.

savings and Investment Challenge savings and Investment Challenge
Basic Level Intermediate Level

Fig. 12. Savings and investment.

Credit Cards and Debts

Incorrect answer

B correct answer

Credit Cards and Debts Challenge Basic Credit Cards and Debts Challenge Credit Cax 4 and Debts Challenge
Level Intermediate Level ced Level

e

e

e
"

Fig. 13. Credit cards and debt.

4) Personal finance in general: In Fig. 14, 79% got the
correct answer for the basic level, 90% for the intermediate
level, and 64% for the advanced level.

Personal Finance

Correct answer 3 incorrect answer

es Challenge Advanced
Level

Personal Finances Challenge Basic Personal Finances Challenge Personal Finance

100% 100 100
o s g
aos s son
acs % o
o 20 20%

o ot s
1 » i 2
a 3

Fig. 14. Personal finance.

may

F. Financial Challenges Score

The scoring system for the financial challenges section
consists of 20 points, regardless of the skill level selected. The
rating scale used to evaluate performance is presented below
(Table I1). On the other hand, the average score obtained by the
participants is 12.61 (Table II). This reveals a significant
deficiency in the mastery of financial knowledge. Therefore, it
is necessary to strengthen these areas to improve results.
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TABLE II. RATING SCALE AND AVERAGE
Vigesimal
o [O- [11- _

qugllflcat 10] 14] [15-19] [20]

ion
Verbatim | C: Ee ula A: Expected AD: Outstanding
note Fail r 9 Achievement Achievement
Average 1261
Score

5) Endnotes: In Fig. 15, only 5% of the respondents
obtained an outstanding performance, while 32% failed.
Final Grades

45%
40%
35%
» 30%
S 259
£ 25%
S
& 20%
h
< 15%
10%
5%
5%
o .

[0-10] [11-14] [15-19] [20]
20-Point Grading Scale

Fig. 15. Endnotes.

6) Notes per cycle: Fig. 16 shows a distribution of students
in different academic cycles, revealing a remarkable trend:
students in advanced cycles (VII1-X) demonstrated a stronger
understanding of financial concepts compared to those in initial
cycles (I-111). This could be attributed to increased exposure to
real economic situations as they progress in their career.

Grades & Semester
18.00
16.00 15.25

% as
1223 12.75

12.75 13.20 13.05
| | 50 | | 1108 | | | |
0.00 | | | |
|

Vil Vi IX X Otro

20-Point Grading Scale
e e

N A~ OO B O N A
8 88888 8

Academic Semester

Fig. 16. Notes per cycle.

G. Tool Preferences

The survey results reveal that 81% of respondents prefer
personalized advice to improve their financial knowledge. In
terms of the learning format, interactive games were the most
popular option with 52% of preferences. In addition, 81%
showed interest in receiving personalized recommendations,
which reinforces the idea of incorporating a system based on
artificial intelligence for the financial coach, so that it offers
suggestions adjusted to the individual needs and behaviors of
users. (Fig. 17).
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Would you like to use an app
that combines interactive games
with personalized advice (Al)?

-
5% [
ves

Would you like to receive
personalized recommendations
based on your financial behavior?

What format would you prefer
for learning about finances?

Fig. 17. Preferences.

VI. DISCUSSION

The results obtained through the survey show the critical
need to strengthen financial literacy among young university
students. Most of the participants showed deficiencies in key
concepts, particularly those found in the first cycles of
university, while those in higher cycles showed a better
understanding of financial topics (Fig. 16). This finding
reinforces the importance of including financial training from
the early stages of higher education to ensure that students
acquire this knowledge before entering the labor market.

One of the most important findings was the preferred format
for learning, where 52% opted for the interactive games option
(Fig. 17). This suggests that young people value more dynamic
learning methods, which validates the choice to propose a
gamified solution. Since game-based learning can help increase
students' engagement and enthusiasm for the topics, in addition,
to achieving higher knowledge retention [17]. This result is
related to [6], which found that promoting financial literacy
through games increased interest and knowledge in financial
topics.

In addition, 81% of respondents prefer to receive
personalized recommendations based on their financial
behaviors (Fig. 17). This leads to the integration of an Al-based
recommendation system to offer suggestions based on users'
needs and behaviors. This reflects a significant demand for
solutions that teach financial concepts and provide
recommendations. The study [8], which supplemented their
serious game with an Intelligent Pedagogical Agent (IPA),
which analyzed players' emotions and provided suggestions
based on their progress in the game, thus succeeded in increasing
students' competencies on Steam.

However, there were certain limitations throughout this
research. First, the number of respondents, although the goal
was to reach 385 participants, 150 were obtained. However,
considering the focus of this study and the target population, this
sample is still adequate to obtain representative results on the
level of financial education. Secondly, the proposal has not been
implemented or evaluated in a real environment, this limits the
possibility of directly measuring the practical impact of the
proposal on users' financial literacy. Finally, the proposal
incorporates Al to personalize recommendations, but a detailed
analysis of the ethical and privacy implications was not added,
since the focus was on the evaluation of the level of financial
literacy and the design of the proposal, however, it is relevant
and should be considered in the implementation of this proposal.

Therefore, these results support the integration of a financial
coach, designed to guide users based on their financial needs,
with game-based learning to achieve a greater impact on the
financial literacy of young people.
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VII. CONCLUSION

This proposal for an interactive and gamified mobile
application design is based on the results obtained in the survey
of young people who prefer interactive games and personalized
recommendations as learning formats. This preference
highlights the importance of implementing teaching methods
that promote continued interest in education.

On the other hand, it is important to note that the survey
conducted not only made it possible to diagnose the financial
capacity of young people but also served as the basis for the
platform’s design. The data collected showed the need to
strengthen financial literacy and the proposal seeks to respond
to this need innovatively.

While this study does not include the practical
implementation of the proposal, the design has the potential to
contribute significantly to young people's financial literacy and
have a positive impact on their ability to achieve financial
independence.

Finally, this study presents an innovative solution based on
interactive and gamified learning designed to reduce the
financial literacy gap. It also promotes hands-on learning with a
user-centered approach tailored to the user's preferences.
Finally, it is suggested that future research work should focus on
the implementation of this design proposal.
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Abstract—Obstructive Sleep Apnea (OSA) is a prevalent
health issue affecting 10-25% of adults in the United States
(US) and is associated with significant economic consequences.
Machine learning methods have shown promise in improving the
efficiency and accessibility of OSA diagnoses, thus reducing the
need for expensive and challenging tests. A comparative analysis
of Logistic Regression (LR), Support Vector Machine (SVM),
Gradient Boosting (GB), Gaussian Naive Bayes (GNB), Random
Forest (RF), and K-Nearest Neighbors (KNN) algorithms was
conducted to predict Obstructive Sleep Apnea (OSA). To improve
the predictive accuracy of these models, Random Oversampling
was applied to address the imbalance in the dataset, ensuring
a more equitable representation of the minority class. Patient
demographics, including age, sex, height, weight, BMI, neck
circumference, and gender, were employed as predictive features
in the models. The RFC provided outstanding training and
testing accuracies of 87% and 65 %, respectively, and a Receiver
Operating Characteristic (ROC) score of 87%. The GBC and
SVM classifiers also demonstrated good performance on the test
dataset. The results of this study show that machine learning
techniques may be effectively used to diagnose OSA, with the
Random Forest Classifier demonstrating the best results.

Keywords—Machine learning; obstructive sleep apnea; random
Jorest classifier; oversampling; classification

I. INTRODUCTION

Obstructive sleep apnea (OSA) is a prevalent disorder
affecting a substantial portion of the population. Characterized
by recurrent obstructions of the upper airway during sleep, it
results in intermittent cessation of airflow [1], [2]. A multitude
of factors have been identified as risk determinants for OSA,
including obesity, male gender, smoking, age, craniofacial
anomalies, and menopause in women [3]. Symptoms that sug-
gest OSA include chronic snoring, observed apneic episodes,
gasping during sleep, frequent awakenings, non-restorative
sleep, increased nighttime urination, and excessive daytime
sleepiness. Timely diagnosis of OSA is crucial as untreated
OSA can contribute to the development of cardiovascular
diseases, metabolic disorders, and neurocognitive impairments

[4].

The standard diagnostic method for OSA is overnight
polysomnography (PSG), however, it is expensive and often

limited in accessibility. Therefore, it is important to prior-
itize high-risk individuals for PSG, particularly those with
moderate to severe OSA, to optimize the utilization of sleep
laboratories [5]. The severity of OSA is commonly assessed
using the Apnea-Hypopnea Index (AHI), with cutoff values of
6 — 15/hour indicating mild OSA, 16 — 30/hour indicating
moderate to severe OSA, and values exceeding 30/hour
indicating severe OSA [5].

In recent years, machine learning has drawn considerable
interest as a potentially effective way to address complex prob-
lems in various sectors, most notably healthcare. Its strengths,
such as robustness, self-organization, adaptive learning, and
parallel processing, make it an attractive tool.

Machine learning algorithms, renowned for their ability
to discern patterns within intricate datasets, have garnered
significant attention. Prominent examples of such algorithms
encompass Support Vector Machines (SVM) [6], [7], Gradi-
ent Boosting Classifiers (GBC) [8], Gaussian Naive Bayes
(GNB) [9], Random Forest Classifiers (RFC) [10], [11], and
K-Nearest Neighbors Classifiers (KNC) [12]. Consequently,
machine learning models have seen increasing use in medical
healthcare, including the prediction of OSA, and have shown
promising outcomes.

This study conducts a comparative evaluation of traditional
regression modeling and a suite of machine learning algo-
rithms for predicting obstructive sleep apnea (OSA) based on
physical parameters. The succeeding sections of this paper
are structured as follows. Section II presents a comprehensive
review of existing machine learning approaches applied to
OSA prediction. Section III provides a detailed characteriza-
tion of the dataset employed in this study. In Sections IV and
V, the training and evaluation methodology for ML models,
including particular classification algorithms, is described.
Finally, in Section VI, we present the experimental results and
performance analysis concerning various evaluation metrics
and report the results obtained through this research endeavor.

II. RELATED WORKS

Machine learning has emerged as a preeminent paradigm
for classifying medical data owing to its ability to manage
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and extract insights from voluminous and intricate datasets
effectively. For instance, in the context of OSA diagnosis,
traditional methods like drug-induced sleep endoscopy (DISE)
rely on subjective observer evaluations, as seen in the VOTE
classification system proposed by Altintas et al. [13], which
showed only moderate to fair agreement among observers. This
highlights the potential of machine learning models to provide
objective, consistent, and accurate diagnoses by automating the
analysis of complex data, thereby addressing the limitations of
observer-dependent methods.

Various studies [14]-[16] have utilized machine learning
algorithms to improve diagnostic precision and patient out-
comes in various diseases. The authors in [17], highlighted the
utility of support vector machines (SVM) in classifying brain
MRI images for neurological disorders, which aligns with its
potential for OSA diagnosis. However, the authors in [18]
explored the use of various ML methods to predict obstructive
sleep apnea syndrome (OSAS) severity using demographic,
clinical, and spirometric data from 313 patients. Their study
demonstrated that SVMs and Random Forests (RFs) showed
the best classification performance.

Furthermore, ensemble learning methods, such as Gra-
dient Boosting Classifiers (GBCs) and RF classifiers, have
demonstrated robust performance in medical diagnostics due
to their ability to handle imbalanced and high-dimensional
data. Ramesh et al. [8] applied GBCs to classify OSA from
electronic health records, achieving an accuracy of 68.06%.
The authors in [11] further validated the performance of RFCs
for OSA detection, leveraging feature selection algorithms to
improve model interpretability and accuracy.

Integrating the STOP-BANG questionnaire with machine
learning models is employed in [12] to enhance OSA di-
agnosis. Among the four algorithms tested, the K-Nearest
Neighbor (K-NN) model demonstrated the best performance,
achieving 94% accuracy. The results highlight the potential of
combining ML with traditional tools to improve the reliabil-
ity and efficiency of OSA screening. However, in [19], the
SLEEPS model, a machine learning-based questionnaire using
nine items, accurately predicts OSA, COMISA, and insomnia
without polysomnography. The model trained on over 4,600
participants using XGBoost, achieved AUROC values above
0.89, outperforming tools like STOP-BANG.

In recent years, the authors in [20] have used the Swedish
National Study on Aging and Care electronic health data to
predict sleep apnea with a ML model. The XGBoost and
Bidirectional Long Short-Term Memory Networks modules
give the model 97% accuracy with 75 features and 10,765
samples. Furthermore, pre-screening symptoms were employed
to diagnose OSA [21], and the experimental findings revealed
that the Decision Tree Classifier (DTC) and RF outperformed
other comparable algorithms, achieving the highest classifi-
cation accuracies. Similarly to the authors in [22], the RF
classifier technique is utilized to predict sleep disorders and
has achieved the highest accuracy. The potential of ML models
for cost-effective OSA screening, with RF and LightGBM
showing the most promise for clinical use, is discussed in [23].

A concise overview of the utilization of machine learning
techniques in diagnosing, classifying, and treating sleep-related
respiratory problems is presented in [24]. The effectiveness
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of machine learning-based classifiers in OSA classification is
highly affected by the quality and quantity of input data and
the selection of the machine learning approach.

More advanced techniques, like deep learning models, have
demonstrated superior accuracy in sleep apnea and related
disorder detection. Studies like [10] combined ECG signals
with machine learning and deep learning to achieve 86.25%
accuracy, while advanced architectures like multi-resolution
residual network (MR-ResNet) [6] and CNN-based approaches
[9] reached accuracies of 90.8% and 79.61%, respectively,
leveraging polysomnographic (PSG) data. Wearable systems
[25] and single-lead electrocardiogram (ECG) classifiers [7]
achieved notable performance with accuracies up to 88.2% and
93.0%. Other studies, such as [26], employed EEG and/or elec-
trooculogram (EOG) signals for sleep staging, achieving up to
84.5% accuracy, while [27] explored microelectromechanical
system (MEMS)-based solutions. However, the computational
demands and reliance on specialized data limit the practicality
of these methods in resource-constrained environments.

Despite substantial progress in sleep apnea diagnosis, pur-
suing more accurate, efficient, and accessible methods remains
an active area of research. Many existing studies rely on costly
diagnostic tools like PSG, need help with imbalanced datasets,
and focus on computationally intensive deep-learning models
that lack practicality and generalizability. This study addresses
these challenges by using easily obtainable physical parame-
ters, applying oversampling to balance data, and evaluating
resource-efficient algorithms, offering scalable and accessible
solutions for diverse populations.

III. OSA DATA COLLECTION

Data were collected from adult individuals who were
referred to a community sleep center due to suspected ob-
structive sleep apnea (OSA) and had not received a previous
diagnosis. Each participant provided demographic details such
as age, gender, and ethnicity, and completed sleep-related
questionnaires, including the Epworth Sleepiness Scale. Prior
to undergoing polysomnography, a physical examination was
conducted, which included an assessment of the airway using
a modified Friedman grade, measurement of body mass index
(BMI), and neck circumference (NC). OSA was diagnosed
when the apnea-hypopnea index (AHI) was equal to or
greater than 15. Incomplete questionnaires or polysomnogra-
phy records with inadequate technical quality or insufficient
total sleep time were excluded from the analysis.

Retrospective data analysis and review were conducted
after the administrative approval of the data from the Torr Sleep
Center executive and institutional committee. The study was
conducted at Torr Sleep Center in their Corpus Christi, Texas
Location. The patients undergoing the second or split night
(titration night) were excluded. The patients have undergone
the first (diagnostic night were determined by the computerized
search using the CPT code 98510. The patient discussed the
study with the registered polysomnographic therapist during
the presentation. Baseline demographic information was col-
lected. Height, weight, Modified Friedman, Waist circumfer-
ence, and diameter were assessed, and Body Mass Index (BMI)
was computed. The patient underwent overnight polysomnog-
raphy. The nocturnal polysomnogram (NPSG) included the
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recording of electroencephalogram (EEG): F4-M1, F3-M2,
C4-M1, C3-M2, 02-M1, O1-M2, electrooculogram (EOG),
submental, intercostal and anterior tibialis electromyogram
(EMG), electrocardiogram (EKG), airflow by nasal pressure,
and oral thermistor, abdominal and chest wall excursion using
impedance plethysmography and oxygen saturation by pulse
oximetry attended by a sleep technologist. The sleep study
was staged and scored using AASM standards.

All methods described in this study adhere to relevant
guidelines and regulations. The research protocol obtained
ethical approval from the Research Ethics Committee of
NTUH. (protocol number 201603113RIND), and the commit-
tee waived the requirement for participant consent. Table I
presents dataset statistics, including sample size, mean values,
and ranges. Additionally, Table II displays randomly selected
data samples to provide insight into the dataset’s structure.

Fig. 1 depicts the distribution of the dataset across OSA,
Sex, and BMI attributes. These attributes play a crucial role
in the modeling process. Notably, Body Mass Index (BMI) is
one of these attributes. BMI is a measure to estimate body fat
using an individual’s height and weight. It is a standard adult
screening tool for weight-related health problems. According
to the classifications given in Table III, it sorts people into four
groups: underweight, normal weight, overweight, or obese.
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Fig. 1. Distribution of some attributes of the data: OSA, Sex, and BMIL.

Fig. 2 shows the dataset box plot, and Fig. 3 shows a
correlation between dataset parameters; it can be seen that the
most correlated parameter with OSA is Neck circumference
and then weight, which means that these two parameters will
play a significant role in classification results.
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Fig. 2. Dataset Box plot.

A. Oversampling

The OSA data set is imbalanced; we adopted a Random
oversampling technique to balance the data. RandomOver
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Fig. 3. Correlation heatmap.

Sampler is a machine learning technique used to handle
imbalanced datasets. It addresses class imbalance by creating
a more equally distributed dataset by randomly oversampling
the minority class as follows:

e  First, the minority class is identified in the dataset.
This is the class with fewer instances than the majority
class.

e  Then, the “RandomOverSampler” algorithm randomly
selects instances from the minority class. It oversam-
ples the minority class by duplicating its instances to
match the population of the majority class.

e  After the oversampling, the resulting dataset is bal-
anced or nearly balanced, with an equal number of
instances for each class.

e  Finally, a machine learning model is trained using
the balanced dataset; the model should outperform its
counterpart trained on an unbalanced dataset.

Oversampling techniques, such as Random Oversampling
and Synthetic Minority Oversampling Technique (SMOTE),
have been widely used to address this issue. The authors in [24]
employed SMOTE to enhance the performance of ML models
in detecting OSA, demonstrating its effectiveness in reducing
classification errors for minority classes. It’s worth noting
that the Oversampling can be prone to overfitting, especially
if the minority class is oversampled too much. Tuning the
oversampling ratio is essential to finding the optimal balance
between reducing class imbalance and avoiding overfitting.

B. Data Scaling

Data scaling is an essential pre-processing stage for the
machine learning classification process. The purpose of scaling
the data in this way is to make it easier to compare features
with different units and scales. This can potentially enhance
the efficiency of machine learning algorithms, especially those
like k-nearest neighbors and support vector machines that are
sensitive to input data size.

The “StandardScaler” is a preprocessing technique used in
machine learning to scale numerical data. Standardization is
achieved by transforming the data to exhibit a zero mean and
unit variance. Specifically, it can be done according to the
following steps.

e  First, the mean of each feature (column) in the data
is calculated.
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TABLE 1. STATISTICS OF THE OSA DATA SET

Age Sex Height (in) Weight (Ib) BMI>30 Neck>17 Airway MF
count 1000 1000 1000 1000 1000 1000 1000
mean  54.031  0.592 67.037 227.653 0.689 0.661 2.722
std 14320  0.492 4.624 58.218 0.463 0.474 1.008
min 19.000 0.00 15.000 49.000 0.000 0.000 0.000
25% 44.000  0.000 64.000 186.750 0.000 0.000 2.000
50% 54.000  1.000 67.000 220.000 1.000 1.000 3.000
75% 65.000  1.000 70.000 262.000 1.000 1.000 4.000
max 96.000  1.000 79.000 500.000 1.000 1.000 4.000
TABLE II. SAMPLE OF THE OSA DATA SET
Sample No. Age  Sex  Height (in)  Weight (Ib) BMI>30  Neck>17  Airway MF
652 45 1 73.0 284 1 1 1
939 71 0 59.0 192 1 0 0
319 51 1 77.0 280 1 1 1
626 41 1 66.0 180 0 1 0
808 85 0 59.0 178 1 1 1

TABLE III. BMI CATEGORIES

BMI Category BMI Range
Under_weight < 18.5
Normal 18.5 — 24.9
Over_weight 25 — 29.9
Obese > 30

e  Then, the StandardScaler subtracts the mean from each
value in the feature. This centers the data around zero.

e Next, the StandardScaler divides each value in the
feature by its standard deviation. This scales the data
to have a standard deviation of 1.

e  After the scaling is done, the resulting dataset has a
mean value of zero and a standard deviation value of
one.

IV. PROPOSED METHODOLOGY

The machine learning process consists of multiple steps,
beginning with data collection. The collected data might be
raw and unstructured, so the subsequent step involves pre-
processing. In this step, missing data is eliminated and thor-
oughly cleaned to ensure its suitability for analysis.

Following the pre-processing stage, the next step is feature
extraction, which involves identifying and extracting pertinent
features from the data. This step is significant since the ML
model’s performance relies heavily on the quality of the
extracted features. After extracting the features, the dataset
was divided into several subsets for training and testing. The
training subset was used to develop the model, while the testing
subset was used to evaluate how well the model can be applied
to new data. The subsequent step is classification, where the
machine learning algorithm utilizes the extracted features to
classify new data into distinct categories. Various classification
algorithms, such as RF, SVM, or ANN, can be employed to
train the model on the training set.

Finally, precision, recall, and Fl-score metrics evaluate
the model’s performance. The model exhibiting the highest

performance is chosen and employed for classifying new
data. It should be emphasized that this process is iterative
and typically requires multiple iterations of adjustments and
enhancements to attain optimal performance. Algorithm 1
summarizes all the process stages of machine learning. Fig.
4 shows the proposed methodology utilized for OSA detection
using various machine-learning techniques.

Algorithm 1: Machine Learning Process

1: Input: Raw data

2: Output: Trained model

3: Step 1: Data Collection

4: Collect raw data from various sources
5: Step 2: Data Pre-processing

6: Remove missing data and outliers

7: Normalize or scale the data if necessary
8: Step 3: Feature Extraction

9 Extract relevant features from the pre-processed data

10: Reduce the dimensionality of the data if necessary
11: Step 4: Model Selection

12: Choose appropriate machine learning algorithms
13: Select hyperparameters for the algorithms

14: Step 5: Model Implementation

15: Train the selected models on the pre-processed data
16: Evaluate the performance of the trained models

17: Step 6: Model Evaluation

18: Test the trained models on new data

19: Evaluate the performance of the tested models

20: Step 7: Model 