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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to technology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Abstract—This research study comprehensively analyzes
network intrusion detection in cloud environments by examining
several approaches. These approaches have been explored and
compared to determine the optimal and appropriate choice based
on specific conditions. This research study employs a qualitative
approach, specifically conducting a thematic literature analysis
from 2020 to 2024. The research material has been exclusively
obtained via Google Scholar. The traditional approaches
identified in this research include anomaly-based and signature-
based detection, along with innovative technologies and methods
such as user behavior monitoring and machine learning. The
findings of these studies demonstrate the effectiveness of
conventional methods in known threat detection. They also
struggle to identify novel attacks and understand the need for
hybrid approaches that integrate the strengths of both. In this
research study, the authors have addressed challenges such as
privacy compliance, performance scalability, and false positives,
highlighting the importance of continuous monitoring, privacy-
preserving technologies, and real-time threat intelligence
integration. This study also highlights the importance of
stakeholder buy-in and staff training for the successful
implementation of a network intrusion detection system (NIDS),
especially when determining the evolving nature of cyber threats.
This study concludes by defining a balanced approach combining
new and old methodologies to offer an effective defense against
diverse cyber threats in cloud environments. The future scope of
NIDS in cloud environments has also been discussed, including
enhancing privacy compliance capabilities and integrating Al-
driven anomaly detection to meet emerging threats and
regulatory requirements.
cloud

Keywords—Cloud networking; firewall;

intrusion detection; NIDS

security;

. INTRODUCTION

In the changing landscape of cloud computing, the
attraction of rapid development, scalability, and cost savings is
undeniable. However, shared resources and a dynamic
environment exacerbate the weaknesses of this system.
Traditional security measures must avoid the ever-evolving
attack landscape. Therefore, the robust and adaptable NIDS
plays a vital role in the defense system, which protects critical
infrastructure and sensitive data [1]. The article presents a
detailed analysis of various customized NIDS approaches,
especially for the cloud environment. The complexities of
anomaly-based, signature-based, and behavior-based detection
systems are carefully examined in an organized manner,
analyzing their effectiveness in finding and reducing threats
within the dynamic cloud environment. The primary objective
of this analysis is to gain a comprehensive understanding of
the merits and drawbacks of each approach by incorporating

and utilizing the latest advancements in the field, as well as
recent research and industry best practices.

This systematic and detailed examination provides a
detailed overview of anomaly-based, signature-based, and
behavior-based NIDS approaches in the cloud system.
Furthermore, a comprehensive analysis is conducted to
identify the strengths, weaknesses, and perfect cyber threat
scenarios for every approach in a systematic manner.
Furthermore, organizations carefully examine emerging trends
and predict the potential future direction of threats in cloud
systems. This article also aims to provide a practical direction
for applying and optimizing this system within the cloud
environment. By integrating our relative analysis with real-
world case research and best practices, readers will acquire
practical insights into implementing effective breach detection
strategies customized to their cloud architecture and security
needs. This article explores the concepts of scalability,
resource optimization, and integration with existing security
systems. This will aid individuals utilizing cloud services to
stay protected from new threats and ensure the resilience of
their systems in the face of evolving cyber risks.

Il.  LITERATURE REVIEW

A. Evaluating the Effectiveness of NIDS Approaches

Network intrusion detection systems have become very
common in cloud environments. It is a detection system that is
installed on a virtual switch. Additionally, NIDS primarily
analyzes and monitors network traffic to detect unauthorized
access or unusual activity. The effectiveness of such systems
has been researched in prior studies [3]. According to the
researchers, NIDS mainly works by detecting data packets for
particular behaviors and patterns indicative of an attack. It can
also identify and alert network administrations to attacks,
including unauthorized access, viruses, and port scanning. Fig.
1 depicts a typical network intrusion detection system.

A prior study [4] shows that NIDS can effectively ensure
cloud security. It helps prevent network attacks and detect
vulnerabilities within the cloud, such as unsecured networks or
outdated software. Another benefit is its ability to protect a
company’s essential data through its alert system. Real-time
monitoring can also be done using NIDS, and security
personnel can quickly respond to cloud attacks. Lastly, NIDS
helps companies comply with network security regulations like
GDPR or HIPAA. Fig. 2 shows the effectiveness of NIDS.
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Fig. 1. Network intrusion detection system [2].
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Fig. 2. Effectiveness of NIDS [5].

B. Implementing NIDS Solutions in Cloud Environments

Network intrusion detection system solutions can be
implemented in cloud environments using different detection
methods. For example, signature-based detection is a common
technique in this regard. According to study [6], signature-
based detection compares traffic passing throughout the
network against attack patterns or already known signatures.
These patterns are predefined and linked with different
attacks. When the incoming traffic matches a pattern of attack,
it is detected instantly, and an alert is sent to the network
administrator. However, this method is effective only in the
case of detecting known attacks.

Another method is centered on anomaly-based detection.
This approach detects anomalous network traffic that deviates
from the usual network behavior. An alert is sent to the
network administrator when any activity is outside the
expected range. This method is very beneficial in detecting
known and unknown attacks. However, it can also give false
positives. Hybrid detection is another method that combines
anomaly-based and signature-based detection. According to a
prior study [7], this approach uses both methods to detect the
attacks and has high levels of accuracy.

Vol. 15, No. 3, 2024

C. Exploring Emerging Trends in Cloud-Native NIDS
Technologies

Many new trends are emerging in intrusion detection in
cloud environments. These trends are improving how
companies approach cloud security. The most common trend is
using artificial intelligence (Al) to enhance the capabilities of
NIDS technologies. According to study [8], Al helps NIDS
evaluate large network traffic data. This way, threats and
attacks are detected more efficiently and accurately. Machine
learning is also being used in this area to improve a company’s
NIDS and reduce the level of false positives.

Another trend is the use of microservice architectures and
containerization in NIDS. They mainly help companies
improve the security of their cloud-based environments.
According to study [9], companies utilize advanced NIDS to
match the current infrastructure when microservices and
containers are used. Real-time detection of threats is carried
out with the help of these techniques. Thus, mitigating risks is
done more quickly while ensuring highly granular security
controls for companies.

D. Integration Matters: Leveraging Cloud Platforms for
Enhanced NIDS

Integrating a cloud environment with NIDS provides many
advantages to a company’s security system [10]. Cloud
platforms mainly offer improved services and infrastructure
that will enhance the abilities of traditional NIDS. The primary
advantage is using cloud-based techniques and services to
improve threat detection. In this case, advanced analytics
enhance the accuracy of intrusion detection. These analytics
can assist companies greatly in improving the effectiveness of
their NIDS without using any updated hardware.

Cloud platforms also offer easy integration with different
security systems. This provides the ease of implementing an
improved security system in companies. According to study
[11], the system improves if security information and event
management (SIEM) is used in NIDS. It enhances its ability to
detect attacks. The IT infrastructure of the company is also
improved in this way. The use of third-party solutions and
APIs also enhances network security. Companies can develop
new strategies with the help of these solutions and improve
their cloud-based NIDS.

E. Protecting Data and Meeting Regulations: Balancing
Privacy and Compliance in Cloud-based NIDS

Complying with regulatory regulations is crucial when it
comes to cloud-based NIDS. Companies need to ensure
compliance with relevant regulations to overcome privacy
issues. Cloud-based NIDS mainly analyzes and processes
network traffic data, including private data. Thus, it is essential
to use strong security measures for data protection. According
to [12], different regulations, such as CCPA, HIPAA, and
GDPR, can be implemented in this case. These regulations
require companies to implement strong security practices to
protect the cloud environment.

The use of data encryption and anonymization is also
another robust approach. By anonymizing and encrypting an
individual’s personal information using solid passwords,
companies can reduce the risk of external attacks. According
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to [13], these encryption protocols can help a company
manage its security measures while meeting regulatory
requirements. The use of data handling procedures is also
essential in this case. When a company uses cloud-based
NIDS, it is necessary to understand how the traffic data is
processed and stored. Gaining consent from users is also
required in this case. These specific rules ensure the utmost
protection of the data.

F. Future Directions and Challenges for NIDS in Cloud
Environments

Various innovative methodologies are emerging in cloud
computing and its associated NIDS. For example, the needs of
companies are changing, and advanced technologies are being
developed accordingly. According to study [14], one primary
future direction is using machine learning and Al techniques
in NIDS to improve its ability to detect threats. Since
cybersecurity attacks are becoming very common these days,
these technologies can help companies monitor their security
systems in real time.

Furthermore, several challenges are linked to the use of
advanced NIDS. According to study [15], the primary concern
is to ensure the high levels of efficiency of the NIDS. This is
due to the high volume of traffic in cloud systems, which
poses challenges in their management. It is essential to ensure
high-performance optimization and scalability levels to
overcome the challenges of using NIDS. Thus, using advanced
technologies and intelligent tactics can significantly help a
company.

G. ldentified Gaps

While the literature review thoroughly examines cloud-
based NIDS techniques, there are several notable gaps worth
addressing. First, a deeper analysis of the specific challenges
and limitations of each NIDS approach would provide
valuable insights into their practical implementation and
effectiveness in real-world cloud environments, especially
considering the ever-evolving nature of cyber threats.
Additionally, the review lacks discussion on the potential
impacts of emerging technologies, such as quantum
computing, on the efficacy of NIDS systems. Understanding
how these advancements may influence threat detection and
mitigation strategies is crucial for ensuring the long-term
security of cloud-based systems. Furthermore, there is a
notable absence of emphasis on the socio-technical aspects of
NIDS implementation, including user  acceptance,
organizational culture, and the human element in
cybersecurity operations. Exploring these aspects would offer
a more comprehensive understanding of the challenges and
opportunities associated with deploying NIDS in cloud
environments, ultimately informing more effective security
strategies.

I1l.  PROBLEM DEFINITION

In the unique landscape of cloud computing, the
assimilation of NIDS creates complex challenges.
Organizations encounter an intricate interplay of factors that
affect the security of their sensitive data and infrastructure
when they transition their systems to a cloud environment.
Given the changing threats and technological advancements,

Vol. 15, No. 3, 2024

the main problem lies in recognizing and applying practical
NIDS approaches customized for cloud environments.

A. Complexity of Cloud Environments

Cloud networks show unquiet characteristics, including
various network topologies, fluctuating workloads, and shared
resources in study [16]. The traditional NIDS is designed for
fixed on-site setups, which may need to be revised to adjust to
the unique nature of the cloud system. As a result, this
difference often leads to problems in an organization’s ability
to detect and address problems effectively. The constant
changes in cloud setups make it difficult to use traditional
NIDS. Thus, novel solutions that can adequately adjust to
these changes are needed. In addition, the rapid growth and
distribution of resources in cloud setups make it even harder
for traditional NIDS systems to keep up. For instance, if
organizations want to solve these challenges, they would need
a revolution towards NIDS solutions that can smoothly
combine with cloud systems while maintaining high detection
efficiency and responsiveness.

B. Diverse Threat Landscape

The different threat systems present a significant challenge
to the effectiveness of NIDS in cloud systems [17]. Cyber
threats range from well-known attacks with a signature that is
easily accessible to new and unknown viruses and attacks that
constantly change their appearance, continuously evolving and
posing further risks. Network intrusion detection systems
detect known and unknown attacks while reducing false
positives and negatives to zero. Maintaining this balance is
essential to avoid consuming the security teams with false
alarms while confirming that the main threats are solved. Thus,
NIDS solutions customized for cloud environments must be
quick and sophisticated, accurately differentiating between
normal network activities and dangerous behavior to enhance
overall threat detection capabilities and effectively reduce
security risks. When comparing the performance of signature-
based, anomaly-based, and hybrid detection methods (see
Table 1), it becomes evident that the hybrid approach
demonstrates the highest true positive rate at 95%. This
indicates its superior capability in accurately identifying
intrusions while maintaining a low false positive rate, making
it a promising option for enhancing network security.

Table | shows NIDS detection rates.

TABLE I NIDS DETECTION RATES
True Positive Rate False Positive Rate
Methodology (%) (%)
Signature-based 90 5
Anomaly-based 85 8
Hybrid Detection 95 3

C. Adaptability and Scalability

In cloud setups, it is essential for NIDS to have the
capability to adapt and scale up [18]. These systems must
handle different amounts of work and changes to how the
network is set up. They should be able to identify and address
security threats and adapt to the cloud setup changes, which is
significant for keeping security strong without impeding

3|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

performance or causing problems. As the cloud system has
changed significantly, NI and DS must adjust quickly and
adequately to secure data. Moreover, the cost of a cloud setup
is irrelevant.

D. Integration with Cloud-Native Technologies

Connecting the NIDS with cloud-native technologies is
very important to identify and stop the challenges in cloud
setups. This entails utilizing cloud-based APIs to enhance the
capabilities of the NIDS in terms of monitoring and protecting
network traffic. However, these tools can be complex to make
NIDS perform effectively because each cloud platform
performs differently. In addition, continuously monitoring
network traffic in containers increases the challenges. To deal
with these challenges, organizations must engage in proactive
thinking over effective strategies and ensure the
implementation of robust security measures. Connecting
NIDS with cloud-native technologies is complex; however, it
is also essential for ensuring security against online threats in
cloud setups.

E. Privacy and Compliance

It is essential to ensure that the NIDS is good at identifying
the challenges and problems in the system while following the
rules correctly [19]. Additionally, NIDS needs to be able to
monitor network traffic and identify threats without breaking
the laws and regulations. This means using techniques to hide
sensitive data while still identifying threats. It is essential to
work according to the laws. Organizations must understand
privacy laws and rules and set up robust NIDS systems to
protect data privacy and network security. They can reduce
risks and protect their network by focusing on data privacy
and security. Privacy protection score can be determined using

Eq. (2).
Privacy Protection Score =

Data Encryption Level x Compliance Adherence

1)

Data Sensitivity
IV. METHODOLOGY / APPROACH

A. Research Design

This study used qualitative research methodology to obtain
positive and accurate outcomes and to explore and compare
different approaches regarding network intrusion detection in
cloud-based networks. Qualitative research methodology can
be defined as a research methodology that integrates social
sciences and other disciplines to understand and explore
diverse perceptions, behaviors, and experiences of different
people and groups. This approach helps understand the
benefits and complexities of the NIDS methodologies in a
cloud network. The objective of this study was to gain
valuable insights into the research conducted by different
authors using qualitative research methods to enable a
comparative analysis of different NIDS approaches.

B. Research Setting and Participants

The research setting encompassed different cloud
environments, such as hybrid, private, and public clouds. The
included participants are researchers who conducted a study
on network intrusion detection in cloud environments and the
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different approaches they used. All the researchers are highly
qualified experts who have conducted in-depth research on this
topic. The majority of participants consisted of IT
professionals, cloud architects, and cybersecurity experts who
possessed  comprehensive  knowledge  about  cloud
environments, their complexities, and their benefits.

C. Data Collection

The study’s data collection process began with a
systematic search on Google Scholar, using keywords such as
“network intrusion detection,” “NIDS in cloud environments,”
and “cloud-based network security.” These keywords were
meticulously chosen to retrieve scholarly articles, reports, and
publications pertinent to network NIDS within cloud
environments. By employing this approach, the study aimed to
capture a wide array of literature covering various aspects of
NIDS methodologies within cloud networks. The selection of
specific search terms and their variations ensured a thorough
exploration of relevant research material, facilitating a
comprehensive understanding of the topic. Through this
systematic search strategy, the study aimed to gather diverse
perspectives and insights to inform its analysis and
conclusions effectively. This rigorous approach to data
collection contributes to the study’s credibility and enhances
its potential to yield valuable insights into NIDS approaches in
cloud environments.

D. Data Analysis

To conduct data analysis for this research study, thematic
analysis was employed to analyze the qualitative data obtained
from the literature review. The data was categorized
systematically to identify relevant patterns, themes, and
insights regarding emerging trends and challenges related to
NIDS approaches within cloud networks. The key findings and
data were explored regarding the comparative analysis of
different NIDS methodologies in cloud environments.
Moreover, thematic analysis played an integral role in
identifying discrepancies and commonalities among the
findings from the literature review. The analysis process was
iterative, ensuring a comprehensive examination and
enhancing the reliability and credibility of the study’s
conclusion. The thematic analysis of qualitative data obtained
from the literature review on NIDS approaches within cloud
networks bolstered a comprehensive explanation of the
identified themes and their direct relevance to the study’s aims.
Each theme was carefully elucidated with detailed
descriptions, supported by specific examples and evidence
from the literature. By delving deeper into the nuances of each
theme, the analysis aims to offer a nuanced understanding of
the challenges, emerging trends, and best practices in NIDS
methodologies within cloud environments. Furthermore, the
relevance of each theme to the overarching research objectives
was explicitly discussed, highlighting how insights derived
from these themes contribute to addressing the research
questions and advancing knowledge in the field of cloud
security. This approach ensures that the analysis not only
identifies key findings but also contextualizes them within the
broader scope of the study, enhancing the overall quality and
significance of the research.
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E. Ethical Considerations

The ethical considerations in this research study during the
literature review evaluation were centered on the use of
academic materials and ethical sourcing. All papers selected
from Google Scholar followed the ethical standards, which
ensured the acknowledgment of the author’s work and the
appropriate citation. Biases and conflicts in the literature
chosen were also accounted for and acknowledged in the
analysis. Moreover, efforts were made to represent the
selected research studies’ findings accurately and maintain the
integrity of this research.

V. RESULTS AND DISCUSSION

A. Traditional Approaches Effectiveness

The traditional NIDS techniques, including signature-
based and anomaly-based detection, have presented the
changing effectiveness of cloud systems [20]. Signature-based
detection, which is very efficient in detecting attacks, has
faced limitations in finding zero-day threats due to its fixed
nature. On the other hand, anomaly-based detection shows the
promise to identify the contrasts from normal behavior but
often suffers from high false positives, particularly in dynamic
cloud environments. Hybrid detection approaches, which
combine the advantages of both signature-based and anomaly-
based methods, offer enhanced range and reduce false
positives compared to conventional approaches. Studies have
shown that the hybrid detection system can accomplish
accurate favorable rates of almost 95% or higher while
maintaining lower false positives, which makes it a practical
choice for cloud system breach detection.

B. Challenges and Opportunities in Emerging Approaches

New techniques to detect cloud system breaches are
emerging, like machine learning, tracking user behavior, and
cloud-specific technologies. Machine learning, especially
LSTM networks, has accurately spotted dangerous threats
[21]. However, it takes time to understand how these methods
work, and in certain situations, additional data is needed
before they can be used. Monitoring user behavior can help in
detecting anomalous activities performed by individuals
within the system. Conversely, it is complex to set up since it
needs a lot of user information. Although cloud-specific
technologies use aspects of cloud systems to detect breaches,
there is a need for enhanced regulations and mechanisms to
govern access privileges. Combining the new methods can
make the cloud system safer by identifying the recent changes
in the system that may jeopardize the integrity of the data.
Even though there are challenges, such as understanding how
these methods work, new approaches to identifying breaches
can help protect the cloud system from potential threats? Thus,
it is imperative that we consistently research and enhance
these methods to make them even better at safeguarding cloud
systems.

C. Comparative Analysis of NIDS Approaches

Comparing old and new approaches to detecting violations
shows which is good or bad. Traditional methods work
effectively in dealing with known information; however,
attacks can be missed nowadays, leading to sensitive data loss.
New techniques, such as using intelligent algorithms or

Vol. 15, No. 3, 2024

observing user behavior, can detect more types of attacks.
However, these procedures require meticulous setup and
necessitate assistance in comprehending user perspectives and
safeguarding data confidentiality [22]. Combining old and new
methods can create a favorable balance that detects more
threats while minimizing errors. It is also important to consider
the dynamic nature of threats and evaluate the effectiveness of
the measures in ensuring data security. Traditional approaches
might require increased speed to detect emerging attacks;
however, innovative methods can adapt and evolve in response
to evolving threats. Combining old and new methods
strengthens organizations against different cyber threats.
Organizations can use the latest technology to stay ahead and
keep their data and systems safe from threats.

D. Adapting to an Evolving Threat Landscape

In the context of evolving threats, NIDS must understand
the importance of adaptability to changing tactics and
emerging attack vectors. Cyber threats are evolving; thus, their
complexity also keeps growing, making it imperative for NIDS
to stay proactive and vigilant when identifying and mitigating
potential risks. Moreover, it is necessary to continuously
monitor emerging threats and update the threat intelligence
feeds and configurations of NIDS. This is the best way to
develop innovative attack methods and vulnerabilities. The
effectiveness and agility of NIDS in cloud-based networks can
be enhanced by implementing automated systems and
integrating real-time threat intelligence for instant threat
detection and response.

E. Addressing False Positives

As cloud environments advance, it is essential to minimize
false positives to maintain effective intrusion detection [23].
False alarms can easily be mitigated by using SIEM solutions,
integrating real-time threat intelligence feeds, and using NIDS
parameters. Threat intelligence and detection thresholds are
essential in filtering out known benign activities, helping
organizations reduce the impact of false positives on
organizational operations. Therefore, organizations can focus
on ongoing monitoring and analysis of false positive incidents
to extract valuable insights and refine NIDS configurations. It
is also helpful in improving the overall detection accuracy.

F. Ensuring Performance and Scalability

Suppose an organization wants a high level of performance
and scalability in cloud-based networks. In that case, it needs
to optimize NIDS configurations and focus on using
distributed detection architectures. Organizations can also
distribute detection workloads in multiple instances or nodes
to efficiently manage workloads without affecting detection
efficacy at any cost. Thus, integrating cloud-based
technologies and optimizing detection algorithms can enhance
the scalability and performance of network intrusion detection
strategies.

In addition, the performance of NIDS in cloud
environments can be enhanced by focusing on resource
allocation and effective capacity planning. Performance
bottlenecks may arise from fulfilling future workload demands
and concentrating on the overall growth of these strategies.
Thus, performance and scalability can be enhanced by
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implementing auto-scaling mechanisms based on predefined
thresholds to adjust resource allocation due to workload
patterns and network traffic changes. Undoubtedly,
performance testing is crucial for obtaining valuable insights
regarding the effectiveness of NIDS configurations and
identifying areas for optimization. Table 1l details resource
allocation in various cloud services and their costs, aiding
organizations in understanding usage patterns and budgeting.
For instance, $50 for 1000 GB storage shows storage needs,
$100 for 500 GB computing reflects computational demands,
and $20 for 100 GB network bandwidth stresses connectivity
significance.

TABLE Il RESOURCE ALLOCATION
Cloud Service Resource Allocation (GB) Cost ($)
Storage 1000 50
Computing 500 100
Network Bandwidth 100 20

G. Privacy and Compliance Considerations

Regulatory compliance standards and data privacy are
paramount in cloud-based intrusion detection [24]. In this
case, the primary anonymization techniques, such as
tokenization and encryption, help protect the sensitive
information of organizations and their associated users. Thus,
these techniques effectively aid in detecting intrusion. It is
also necessary for organizations to ensure compliance with
regulations such as PCI DSS, HIPAA, and GDPR, which
implement strict data security and privacy requirements.
Identity and access management (IAM) systems are
implemented to enhance data privacy and limit access to
organizational data by granting permissions to specific and
authorized users only. Moreover, employees must be educated
regarding data privacy policies and regulations, and security
awareness practices must be promoted to handle sensitive
information. Regular audits must be conducted to ensure
ongoing compliance with regulatory requirements. Table Il
outlines compliance costs for GDPR, HIPAA, and PCI DSS,
emphasizing the financial commitment required for regulatory
adherence. For instance, $10,000 for GDPR signifies
investments in data protection, $15,000 for HIPAA reflects
patient information security, and $12,000 for PCI DSS
highlights payment data protection expenditures, aiding
resource allocation and compliance prioritization.

TABLE Ill.  COMPLIANCE COSTS
Regulation Compliance Cost ($)
GDPR 10,000
HIPAA 15,000
PCI DSS 12,000

H. Hybrid Approach Advantages

A hybrid approach combines both traditional and
innovative NIDS methodologies, enabling it to combine the
advantages of both methods for intrusion detection in cloud
environments [25]. By combining anomaly-based and
signature-based detection strengths, hybrid systems can
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achieve higher detection accuracy while minimizing false
positives. Additionally, integrating adaptive and self-learning
hybrid systems with machine learning and Al technologies
results in enhanced accuracy and efficiency that can be
improved over time. The hybrid approaches have several
advantages, such as flexibility and scalability, allowing them
to adjust their intrusion detection systems to meet the specific
cloud environment. This ability will enable organizations to
adjust detection strategies based on workload demands and
emerging threats. Eq. (2) can help in calculating detection
accuracy.

True Positives+True Negatives

x 100%
(2

True Positives+True Negatives+False Positives+False Negatives

I. Organizational Implementation Challenges

The implementation of NIDS in a cloud system can result
in several challenges [26]. Organizations must overcome these
challenges to deploy and manage NIDS successfully. The
biggest challenges are the complications of cloud architecture
and the varied range of available platforms and services.
Careful management and planning are required for NIDS’s
compatible and active implementation in multiple cloud
environments. Organizations also face resource allocation
challenges, including allocating storage spaces for the
placement of NIDS without affecting the system and adequate
allocation of computing resources. Additionally, the
implementation and management of NIDS are greatly
influenced by factors such as staff training and skill
development. Thus, it is beneficial for organizations to invest
in training programs, considering the constantly changing
nature of cyber threats and the difficulty of NIDS
technologies. It will help organizations ensure that the workers
have the skills to accurately monitor, configure, and respond to
any security incident. Getting stakeholder buy-in and support
is essential to overcome the resistance hindering progress and
ensure the proper implementation of NIDS. Collaboration and
alignment of aims can be boosted during the implementation
process by reaching stakeholders from different levels and
departments within the organization.

VI. CONCLUSION

Cloud computing is the most used system nowadays;
however, data security in cloud computing is one of the most
critical concerns. The rising reliance of organizations on cloud
environments for communication, storage, and data
computation has led to a growing demand for a robust security
system such as NIDS. The main focus of this article is to
examine NIDS mechanisms explicitly created for security in a
cloud environment. In a time where cloud computing offers
scalability, cost-effectiveness, and agility, the shared
responsibility model focuses on providing active steps to
secure data from breaches. In the constantly changing cloud
architecture, old-style security models must be more robust to
tackle security threats. For this reason, it has become essential
to use anomaly-based, signature-based, and emerging
behavior-based threat detection systems, as they help
organizations boost their data security in the cloud.
Considering information from recent studies, the article seeks
to equip stakeholders with a concise overview of limitations,
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strengths, and future predictions about different NIDS
methodologies. Organizations can quickly detect the
difficulties in cloud security with the help of this comparative
analysis. The findings of this study will also help them boost
strong defenses in this constantly changing threat landscape.
Moreover, technologies are evolving continuously,
necessitating a corresponding adaptation in strategies to
protect data confidentiality.

VII. FUTURE SCOPE

The future scope of NIDS in cloud environments includes
the potential for further innovations and advancements to
address emerging challenges quickly and effectively. A
significant future development is using machine learning and
Al in NIDS frameworks. With these technologies, the abilities
of NIDS can be enhanced to detect and respond to different
types of threats in real-time, which, in turn, improves the
network’s overall security. Furthermore, Al-driven anomaly
detection mechanisms can be integrated into the future to
enhance organizations’ visibility into their cloud networks.
The future of NIDS in cloud environments also includes
exploring innovative approaches to enhance compliance and
privacy capabilities. As technology evolves, the associated
threats also increase, necessitating an increase in NIDS
solutions. For this purpose, privacy-preserving technologies
like homomorphic encryption can be incorporated by
organizations in the future. The future scope of NIDS also
includes exploring advanced threat intelligence integration and
collaboration mechanisms. Moreover, NIDS can access
various threat intelligence sources by building solid
relationships and information-sharing initiatives with industry

fellows, cybersecurity organizations, and government
agencies.
Additionally, advancements in cloud computing

infrastructure and networking technologies offer opportunities
for NIDS to evolve further. The integration of software-
defined networking (SDN) and network functions
virtualization (NFV) can enable more agile and dynamic
intrusion detection mechanisms. However, the adoption of
edge computing and fog computing paradigms presents new
challenges and possibilities for NIDS deployment and
management at the network edge. Thus, by leveraging these
emerging technologies, NIDS can adapt to the changing
landscape of cloud environments, providing enhanced security
and resilience against evolving cyber threats. Future research
and development in these areas promises to shape the future of
NIDS in safeguarding cloud-based systems.
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Abstract—In recent decades, mobile devices have evolved in
potential and prevalence significantly while advancements in
security have stagnated. As smartphones now hold
unprecedented amounts of sensitive data, there is an increasing
need to resolve this gap in security. To address this issue,
researchers have experimented with  biometric-based
authentication methods to improve smartphone security.
Following a comprehensive review, it was found that gait-based
mobile authentication is under-researched compared to other
behavioral biometrics. This study aims to contribute to the
knowledge of biometric and gait-based authentication through
the analysis of recent gait datasets and their potential with
machine learning algorithms. Two recently published gait
datasets were used with algorithms such as Random Forest,
Decision Tree, and XGBoost to successfully differentiate users
based on their respective walking features. Throughout this
paper, the datasets, methodology, algorithms, experimental
results, and goals for future work will be described.

Keywords—Machine learning; machine learning algorithms;
behavioral biometrics; gait dynamics; motion sensors

. INTRODUCTION

The demand for mobile device performance continues to
increase as society and industry becomes more technology
oriented. Nowadays, smartphones are used for an ever-
expanding array of problems including navigation,
calculations, photography, and socialization. The ability to
combine solutions to multiple daily functionalities into the
applications of a smart device is expected by today’s mobile
device users. Recently, the use of mobile financial transaction
options and the holding of sensitive card data such as Apple
Pay, Apple Wallet, PayPal, and Venmo have become popular.
In the United States, 59% of in-person stores, restaurants, and
other services allow for apple pay, only superseded by 70% in
the U.K. [1]. While only needing to bring a phone into a store
to complete transactions is appealing to consumers, financial
security consequences arise if devices are stolen and broken
into. Losing a phone can now have a similar impact to losing a
wallet. With these advancements, it has been necessary to find
secure ways to protect the sensitive data smart devices hold.

In response to these concerns, researchers have been
investigating the potential of novel authentication methods to
improve mobile device security. The two current most
common methods of authentication for devices are knowledge-
based and physiological-based. In  knowledge-based
authentication, information that is known only to the owner is
used to secure the device. This method can be deployed as a
sequence of characters and numbers, or as a graphical pattern.

While knowledge-based authentication is widely popular and
easy to use, it is also prone to security risks if this information
is leaked or stolen by an adversary [2]. Physiological
biometrics uses physical traits of the user for authentication,
such as facial, fingerprint, palm or ocular characteristics
scanned by the device. These methods have become more
popular in recent years and have become implemented in
phones and other devices. Unfortunately, physiological
methods have found to be less accurate and more costly than
expected, sometimes requiring additional hardware to
accurately scan the user’s features [3]. Researchers have found
an alternative solution in the form of behavioral biometrics.
Behavioral biometrics uses an individual’s unique behavioral
characteristics to secure a device. They are cost effective, as
they collect data with low-cost sensors already within the
device such as motion sensors and the touch screen [2]. It is
also notable that while knowledge-based and physiological
methods are generally used as a one-time authentication
strategy, behavioral biometrics methods can continuously
authenticate the device while it is being used. This strategy
analyzes user behavior repeatedly to secure the device in the
case that an initial one-time authentication has failed, and the
device has already been accessed [4].

There are many different behavioral strategies used to
secure a device with the innate sensors, including touch
dynamics, keystroke dynamics, and motion dynamics. Motion
dynamics utilize the motion sensors in a device, including the
accelerometer, gyroscope, and magnetometer sensors. Motion
dynamics can be captured anytime the device is being used
where motion is involved. One subset is known as gait
dynamics, where the device records data from the motion
sensors while the wuser walks to capture their gait
characteristics. As of late, these behavioral biometrics methods
have been found to be effective in securing mobile devices
when used with machine learning and deep learning algorithms
with high accuracy metrics and low error rates [5].

This paper aims to further research into this field of study
with these contributions:

e Expand knowledge into behavioral biometrics
authentication with the comparison of two recently
published gait datasets [6, 7].

e Develop Machine Learning models (Random Forest,
Decision Tree, XGBoost) to evaluate the efficiency of
gait biometric authentication and compare classifier
results.
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Il.  BACKGROUND AND RELATED WORK

The direction of this study was inspired by the findings of a
past work, reviewing the use of Machine Learning (ML) and
Deep Learning (DL) algorithms with biometrics-based mobile
authentication systems [5]. This review examined 66 of the
latest experimental studies on behavioral biometrics with touch
dynamics, keystroke dynamics, motion dynamics and gait
dynamics with a focus on how they performed with various
algorithms. It was found that studies on the usage of Al
algorithms with biometrics have become popular in recent
years as the increase in number and quality of public training
datasets has allowed for the construction of better performing
and more accurate models. Of the dynamics listed, touch
dynamics and motion dynamics were the most popular, with 24
and 18 studies cited respectively. Despite having decent
performance metrics in comparison, gait dynamics were found
to be under-researched, numbering at 11 cited studies, the
lowest of the four dynamics. Therefore, this study has sought
to breach this gap by analyzing the performance of recently
published gait datasets with Al algorithms.

In previous reviews [5, 8], it was established that to
continue progress in the investigation of behavioral biometrics
mobile authentication systems, it is worthwhile to focus on
how systems can be advanced past previous boundaries and
ensure models can hold up against real world contexts. One
way to do this is to ensure datasets have larger sample sizes
that can properly represent a population and effectively train a
ML/DL model. In recent years, many high-quality biometrics
datasets with larger sample sizes have been published for
public use, allowing us to advance model quality. One example
in gait dynamics would be the IDNet dataset, published in 2018
[9]. This dataset has since been cited in over 200 papers with a
majority published after the year 2020. The IDNet dataset
consists of accelerometer and gyroscope data collected from 50
subjects over a six-month period and was collected to classify
gait cycles regardless of device orientation. Of the reviewed
studies, [10], [11], and [12] used the IDNet dataset to evaluate
various LSTM-based models and resulted in accuracy metrics
ranging from 96-99%. Another notable dataset would be the
WhuGait dataset, published in 2020 [13]. This dataset
contained gait motion sensor data from 118 individuals
collected in an unrestrained “wild” environment. Their
presenting study analyzed the dataset performance with a
hybrid Convolutional Neural Network (CNN) and Long-Short
Term Memory (LSTM) model, resulting in an accuracy
performance of 93.75%.

Mobile gait authentication studies typically rely on the use
of motion sensors within the phone such as accelerometer,
gyroscope, and magnetometer to capture an individual’s gait
cycle characteristics. Of the motion dynamics studies reviewed,
pairing accelerometer and gyroscope sensor data was the most
popular [5]. Within gait studies, a similar pattern was seen with
studies preferring either accelerometer data alone or a pairing
of accelerometer and gyroscope data. In the WhuGait study
[13], accelerometer and gyroscope data were collected. Results
from this study found that individually, accelerometer data
performed better than gyroscope, but using both was
complementary.

Vol. 15, No. 3, 2024

Overall, recent studies in mobile gait authentication favored
hybrid Deep Learning (DL) models. Of the gait studies
reviewed, architectures using CNN feature extraction with
LSTM classification numbered half of the cited papers with
accuracy metrics ranging from 90.00-99.99% [5]. Within some
of these studies, the hybrid models were also compared to ML
algorithms in performance. In all the studies, DL algorithms
outperformed ML algorithms, but in some the ML algorithms
performed at adequate levels comparatively. In the IDNet
paper, a model with CNN feature extraction and One-Class
Support Vector Machine (OC-SVM) classification was tested
on their data with a performance of < 0.15 False Acceptance
Rate (FAR) and False Rejection Rate (FRR) [9]. In another
study [14], a CNN model was proposed for gait authentication
and evaluated with a large public dataset. Their model was
compared with the performance of Random Forest (RF) and K-
Nearest Neighbors (KNN) algorithms. CNN had the best
performance with 0.9882 accuracy, but RF did not lag too far
behind with an accuracy of 0.9551. In a third study [15],
walking data from a small dataset was tested on LSTM, CNN,
Support Vector Machine (SVM) and Multi-Layer Perceptron
(MLP) in two scenarios. In the binary classification scenario
using training data from both the target user and other users,
SVM had the best performance compared to MLP with 98.42%
accuracy. In a scenario where the training data only included
the target user’s data, LSTM significantly outperformed SVM
with 90.24% accuracy. Overall, DL algorithms have proved to
dominate current gait mobile authentication studies with high
accuracy rates and low error rates, but it has been noted in
some comparison studies that ML algorithms such as RF and
SVM remain effective in certain scenarios. This can prove
useful if one is attempting to build a smaller security system
with less data than is required for advanced DL models.

Studies most recently published demonstrating the
continued relevance of gait dynamics mobile authentication
research include [16], and [17]. In study [16], researchers
collected accelerometer and angular velocity sensor readings
from 10 individuals in pocket and hand-hold positions over
periods of around 90 seconds. They trained a CNN model with
the data, producing an average accuracy of 0.9175. The study
concluded that gait data collected over short periods of time
can be successfully used for authentication. In study [17],
researchers proposed IRGA, their implicit real-time gait
authentication system using a hybrid CNN+LSTM model.
They collected accelerometer, gyroscope, and magnetometer
sensor readings from 16 individuals in varying positions and
walking styles, analyzing the impact of constrained vs
unconstrained  environments.  They  concluded that
authentication based on gait characteristics is feasible despite
limitations. Their model was tested on multiple datasets,
achieving a highest average accuracy of 99.4% with the ZJU-
GaitAcc dataset.

I1l.  METHODOLOGY

A. Datasets

Two datasets were chosen to compare algorithm
performance. They were each chosen for their similarities as
well as their relatively recent publishing dates bearing a limited
number of citations. The first, BB-MAS, is a large dataset
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comprising of swiping, keystroke, and gait data collected from
desktop, tablet, and mobile phone devices [2]. It was published
in 2019 by Belman et al. The dataset demographic consists of
117 individuals, 72 male and 45 female, of which the majority
spoke English and was right hand dominant. The data
collection process consisted of a sequence of events each
individual performed to complete all dynamics activities. First,
the individual would start the desktop and touch dynamics
activities before walking down a corridor with their mobile
device, passing through a stairwell, walking down another
corridor, and returning along the same path. The files were split
between device used and sensor collected from as well as
device position. Gait accelerometer and gyroscope data was
collected from a mobile device at a 50Hz sampling rate in two
positions; one where the device was held in the hand, and one
where the device was placed in the pocket. The X, Y, and Z
axis values were recorded for each sensor. Gait data collection
time for each individual ranged around 5-10 minutes. The
mobile devices used in the study were Samsung-S6 and HTC-
One phones. Timestamps were included along with each user
file folder to differentiate between corridor walking and stair
climbing. Only data in which the individual was performing
walking movements along a corridor with a mobile device was
used.

The second dataset, MMUISD, was published in 2020 by
Permatasari et al [3]. The MMUISD dataset originally
consisted of data from 322 undergraduate students (246 male
and 76 female) which was cut down to 120 for the publicly
available dataset. The data collection process was simple,
requiring individuals to walk down a 15-meter corridor with
their device. An android application was downloaded onto each
device and used to collect accelerometer and gyroscope data at
a 50Hz fixed sampling rate. X, Y and Z axis values were
recorded for both accelerometer and gyroscope. There were six
different device positions in the study, of which only the hand
and pocket positions were used. Users were instructed to walk
naturally without restraints in three different speeds: slow,
normal, and fast. User file data was differentiated based on
speed and position. Data collection time ranged from 5-8
minutes for each individual to complete all speeds. Due to time
constraints, the number of individual users per speed and
position in the public dataset differed between 65 and 99
individuals as can be seen in Table I.

TABLE I. MMUISD PARTICIPANTS
Position / Speed # of Participants
Left H slow 65
Left H Normal 99
Left H Fast 96
Right H Slow 79
Right H Normal 80
Right H Fast 76
Left P Slow 90
Left P Normal 74
Left P Fast 97
Right P Slow 96
Right P Normal 75
Right P Fast 75

Vol. 15, No. 3, 2024

B. Data Cleaning and Preprocessing

Before feature extraction, it is important to properly
preprocess and clean the data to prevent avoidable errors. The
pandas python library and PyCharm environment were used to
facilitate these steps. Both datasets selected had clear signals
without significant outliers, so it was not needed to take many
steps in the initial cleaning process. The null values in all rows
were replaced with O for all user files in each dataset.

The preprocessing steps were unique to each dataset since
the organization of the user files and data signals differed
slightly. The MMUISD dataset was straightforward, as both
the gyroscope and accelerometer sensor readings were
compiled in the same file for each user and only recorded
walking data. BB-MAS instead separated gyroscope and
accelerometer readings into different files. Due to how the data
was collected, stair climbing and walking were recorded on the
same files and required given timestamps to differentiate the
two. Taking extra steps to preprocess the BB-MAS files was
necessary to properly compare both datasets. First, the
timestamp file matching the current user file being
preprocessed was extracted and the checkpoints corresponding
to the walking segments were identified. Then, the
accelerometer and gyroscope signal files were merged based
on the recording times. Using the checkpoints, walking
sequence data was separated and concatenated into a new Data
Frame to be used in the feature extraction process.

C. Feature Extraction

In time series analysis problems, time domain features are
typically extracted from sequences of the recorded data. The
sequence lengths were chosen by visualizing the mean of

m=.x%+ y?+z2 (1)

From the X, y, and z axis of each signal with respect to the

time. An example of this visualization is provided by Fig. 1.

For the MMUISD dataset, a sequence length of 10 was chosen.

The BB-MAS dataset has a greater amount of datapoints, thus
a sequence length of 20 was found to be optimal.

The same feature sets were chosen for both datasets for
comparison purposes. Eight different statistical features were
extracted from the X, y, z axes and m of both the accelerometer
and gyroscope signal. In total, 64 features were extracted from
each user file. The features were selected based on previous
studies as well as the recommendations of the chosen datasets.
In the BB-MAS readme document, Mean, Standard deviation,
Band Power, Energy, Median Frequency, Interquartile Range,
Range, Signal to Noise Ratio, Dynamic Time Warping
Distance, Mutual Information and Correlation were suggested
as possible gait features. Other gait authentication studies
reviewed commonly included features such as Mean, Standard
Deviation, Band Power, Median Frequency, Interquartile
Range, Range, Dynamic Time Warping Distance, Average
Max and Min, Root Mean Square, and Average Absolute
Difference [9, 18, 19]. For the final feature set, the Mean,
Standard Deviation, Average Min and Max, Interquartile
Range, Range, Root Mean Square, and Absolute Deviation
from x, y, z and m were extracted.
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Fig. 1. Visualization of the mean m of the accelerometer and gyroscope
signals from a user in the MMUISD dataset.

D. Training and Testing

Data from each user was split with 80% used for training
the models and 20% used for testing. This 80/20 split was
chosen as 80/20 and 70/30 splits for training and testing sets
have been found by empirical research studies to be optimal for
statistical model performance [20]. The authentic user data and
imposter data was then concatenated together for the final
training and testing sets. For the testing set, the user data was
concatenated with a 40% random sample of the imposter data
to prevent overfitting and bias. To enable the model to properly
differentiate an authentic user from an imposter within the
training data, each data point included a class label with a 0 or
1. A 0 represented an authentic user and while a 1 was an
imposter. During the testing process, these labels were used to
determine how accurate the classifier’s decision making was.
For data normalization, Standard Scaler was used for the
Random Forest and Decision Tree Models, while Simple
Imputer was used with the XGBoost model.

During the initial testing process, the parameters of each
ML model were fine tuned to produce the best classification
results with the datasets. The Random Forest model comprised
of a parameter set with 100 estimators, a max depth of 20, a
minimum sample split of 2, a minimum number of trees of 1, 7
jobs to run in parallel, and class weights determined by the
number of positive and negative samples. The Decision Tree
model included Gini Impurity function, a max depth of 10, and
class weights determined by the number of positive and
negative samples. The XGBoost model required more
manipulation than the previous models, producing higher
levels of overfitting. To combat this, the feature set was cut
down to around 15 by evaluating feature importance with a
basic binary logistic XGBoost model. Feature importance was
visualized with a pyplot bar graph, and features that produced
an importance level of less than 0.2 were removed. Features
that produced high levels of feature importance in both datasets
included Min and Max, Mean, Root Mean Square, and Range.
The final XGBoost model parameters included binary logistic
objective, a learning rate of 1.5 and a scale pos weight
determined by class balance.

IV. RESULTS

This study intends to evaluate the efficiency of gait
characteristics for differentiating mobile users by comparing
the classification performance of ML algorithms with two
recent gait datasets. For classification analysis, high
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performance binary classifiers were selected such as Random
Forest, Decision Tree, and XGBoost. The classifiers were
trained and evaluated as specified in the previous section on all
users.

To properly evaluate the performance of the models on the
datasets, the following statistical evaluation metrics were
included in the results for each user in each dataset:

e The Accuracy (ACC): Rate of correctly predicted
results.

e F-Score (F1): Measure of the harmonic mean of
precision and recall.

o False Positive Rate (FPR): Rate of incorrectly identified
authentic users.

e False Negative Rate (FNR):
identified imposters.

e Equal Error Rate (ERR): Threshold where FPR and
FNR are equal.

When observing these metrics, lower EER, FPR and FNR
rates are desired over higher ones, as they represent how well a
model can differentiate between authentic users and imposters.
The accuracy metric is helpful for measuring overall model
performance accuracy. Similarly, a larger F1 score is indicative
of strong overall model performance.

Rate of incorrectly

Table Il shows the results from training the models with the
MMUISD dataset. Random Forest had the best overall
classification performance using MMUISD with an average
accuracy of 98.90% and an average EER of 4.18%. Random
Forest achieved the highest accuracy in the right pocket
position at slow speed with 99.18% and a lowest EER of
2.76% in the right pocket at fast speed. While the XGBoost
model achieved a higher average accuracy than Random Forest
with 98.98%, it also had higher average error rates of 18.94%.
DT had a lowest error rate with 3.69% but had a smaller
overall average accuracy than Random Forest. The XGBoost
model had tended to overfit to the user, resulting in higher and
more varied error rates after tuning.

BB-MAS results are shown in Table Ill. Random Forest
had the best performance with an overall accuracy of 99.03%
and an EER of 1.04%. Decision Tree and XGBoost had similar
differences in performances with Decision Tree achieving
lower accuracy scores but a similar EER score. XGBoost again
achieved the highest accuracy score but with higher EER
scores due to a tendency to overfit the data.

Table IV compares the performance of the two datasets. In
both datasets, Random Forest had the best overall performance.
The Pocket Phone position achieved the best accuracy and
EER results in both datasets as well. One noticeable difference
is that Decision Tree achieved a better accuracy in the hand
position with the MMUISD dataset, with a score of 95.41%
compared to 88.98% with the BB-MAS dataset. It is also
notable that the pocket position achieved better error results
with the BB-MAS dataset compared to the MMUISD dataset,
with an average EER of 1.04% compared to 3.37% when
evaluated with the Random Forest model.
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TABLE Il MMUISD RESULTS
DT RF XGB
ACC FL FPR FNR EER ACC FL FPR FNR EER ACC F1 FPR FNR EER
e 095574 | 097607 | 003312 | 004487 | 003312 | .o 098746 | 099340 | 003972 | 001166 | 003972 | .- 098922 | 099435 | 0.24901 | 0.00476 | 0.23859
8 6 3 8 3 608 466 127 933 127 657 532 3% 506 66
Lhn 095495 | 097597 | 003480 | 0.04543 | 003480 | o 098684 | 099316 | 004872 | 001234 | 0.04872 | | . 098936 | 099416 | 0.22193 | 000541 | 0.21183
2 1 1 3 1 145 609 764 906 764 387 29 5% 354 425
s 094799 | 097228 | 005192 | 005204 | 005192 | . 098612 | 099281 | 007339 | 001245 | 007339 | | o 098534 | 099179 | 0.19992 | 0.00746 | 0.19992
9 8 5 6 5 967 256 557 069 557 627 774 959 016 959
095731 | 097690 | 0.02051 | 0.04332 | 0.02951 098682 | 009310 | 0.04148 | 001229 | 0.04148 099153 | 0.99562 | 0.22648 | 0.00181 | 0.22648
RHF 339 606 584 765 584 RHF 726 342 482 703 482 RHF 528 666 091 062 091
RHN 096369 | 0.98057 | 003153 | 0.03657 | 003153 | ... 098808 | 099377 | 003478 | 001123 | 003478 | . 098263 | 098957 | 0.17738 | 001226 | 0.16488
2 818 360 686 360 698 241 625 549 625 13 693 651 052 651
S 094524 | 097039 | 004467 | 005509 | 004467 | .o 098671 | 099306 | 006145 | 0.01171 | 006145 | ..o 099139 | 099555 | 0.22672 | 0.00209 | 0.21406
12 549 154 845 154 675 046 487 924 487 401 724 13 414 29
LpF 095678 | 007689 | 002885 | 0.04372 | 002885 | 099082 | 099523 | 002823 | 000868 | 002823 | | o 099152 | 099558 | 0.21429 | 0.00323 | 0.19367
003 944 721 551 721 847 198 727 765 727 836 237 292 139 436
095375 | 097506 | 0.03527 | 0.04691 | 0.03527 099180 | 099570 | 0.02831 | 0.00760 | 0.02831 099283 | 099620 | 0.17612 | 0.0018L | 0.14909
LPN 327 313 954 968 954 LPN 405 664 68 468 68 LPN 632 31 441 21 739
Lps 095678 | 0.97699 | 003822 | 004344 | 003822 | 099155 | 0.99562 | 004358 | 000759 | 0.04358 | | o 099062 | 099495 | 0.18969 | 0.00474 | 0.17858
119 14 965 612 965 894 532 728 491 728 831 116 212 206 101
. 004633 | 097115 | 003107 | 005437 | 003107 | oo 099031 | 0.99498 | 002765 | 000920 | 0.02765 | oo 099263 | 099619 | 0.19892 | 0.00164 | 0.15892
884 474 917 761 017 528 51 801 545 891 35 316 363 841 363
. 004539 | 007053 | 003729 | 008531 | 003729 | oo 099026 | 099491 | 003528 | 000892 | 003528 | oo 098612 | 099164 | 0.18623 | 0.00870 | 0.17289
075 521 241 901 241 087 03 433 481 433 486 37 141 4 808
095022 | 097312 | 0.04139 | 0.05015 | 0.04139 099185 | 099576 | 0.03915 | 0.00712 | 0.03915 099440 | 099712 | 0.16481 | 0.00154 | 0.16481
RPS 956 576 241 763 241 RPS 715 096 885 121 885 RPS 606 603 417 831 417
Hand 095415 | 097536 | 0.03759 | 004622 | 0.08750 | Hand 098701 | 099321 | 0.04992 | 001195 | 0.04992 | Hand 098824 | 099351 | 0.21691 | 0.00563 | 0.20929
Avg 759 912 501 666 501 Avg 136 993 84 347 84 Avg 955 28 111 401 846
Pocket | 095154 | 097396 | 003535 | 0.04809 | 003535 | Pocket | 099110 | 0.99537 | 0.03370 | 0.00818 | 003370 | Pocket | 099135 | 0.99529 | 0.8834 | 0.00361 | 0.16966
Avg 561 161 507 093 507 Avg 413 005 724 978 724 Avg 957 825 644 441 477
Right 095136 | 097378 | 003501 | 0.04914 | 0.03591 | Right 098901 | 099426 | 0.03997 | 0.01008 | 0.03997 | Right 0.98902 | 099387 | 0.16588 | 0.00637 | 0.15491
Avg 761 257 418 287 418 Avg 072 544 134 387 134 Avg 638 832 691 815 468
Left 095433 | 097554 | 0.03703 | 0.04736 | 0.03703 | Left 098910 | 099432 | 0.04366 | 0.00999 | 0.04366 | Left 098982 | 099452 | 020849 | 0.00457 | 0.19528
Avg 558 816 59 752 59 Avg 478 454 431 757 431 Avg 162 377 793 075 553
Final 095235 | 097430 | 0.03697 | 0.04809 | 0.03697 | Final 098005 | 099420 | 0.04181 | 001007 | 0.04181 | Final 098080 | 099440 | 0.20262 | 0.00462 | 0.18948
Avg 192 374 765 945 765 Avg 775 499 782 163 782 Avg 456 553 878 421 162
TABLE Il BB-MASRESULTS
ACC F1 FPR FNR EER
HP DT 0.88989423 0.93963771 0.04713927 0.11153753 0.04713927
PP DT 0.95189307 0.97445261 0.01750336 0.04881871 0.01750336
HP RF 0.98119212 0.99026581 0.04277626 0.01829441 0.04277626
PP RF 0.99037403 0.99503812 0.01046715 0.00962724 0.01046715
HP XGB 0.9941452 0.99701005 0.19952382 0.00152353 0.19952382
PP XGB 0.99547658 0.99766044 0.12219224 0.00198634 0.12219224
TABLE IV. BB-MAS vs MMUISD
BB-MAS MMUISD
ACC F1 FPR FNR EER ACC F1 FPR FNR EER
HP DT 0.88989423 | 0.93963771 | 0.04713927 | 0.11153753 | 0.04713927 | 0.95415759 | 0.97536912 | 0.03759501 | 0.04622666 | 0.03759501
PP DT 0.95189307 | 0.97445261 | 0.01750336 | 0.04881871 | 0.01750336 | 0.95154561 | 0.97396161 | 0.03535507 | 0.04899093 | 0.03535507
HP RF 0.98119212 | 0.99026581 | 0.04277626 | 0.01829441 | 0.04277626 | 0.98701136 | 0.99321993 | 0.0499284 0.01195347 | 0.0499284
PP RF 0.99037403 | 0.99503812 | 0.01046715 | 0.00962724 | 0.01046715 | 0.99110413 | 0.99537005 | 0.03370724 | 0.00818978 | 0.03370724
HP XGB | 0.9941452 0.99701005 | 0.19952382 | 0.00152353 | 0.19952382 | 0.98824955 | 0.9935128 0.21691111 | 0.00563401 | 0.20929846
PPXGB 0.99547658 | 0.99766044 | 0.12219224 | 0.00198634 | 0.12219224 | 0.99135957 | 0.99529825 | 0.18834644 | 0.00361441 | 0.16966477
V. DISCUSSION AND ANALYSIS speeds with relation to the number of participants that collected

The three chosen algorithms had very similar classification
performance between the two datasets with slight differences
in EER regarding device positioning. The performance of the

models did not differ between the between positions and
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in each position as described in Table I. Between both datasets,
Random Forest was found to be the best performing algorithm
overall with high accuracy rates paired with lower EER rates.
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Graph of the EER of Random Forest
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Fig. 2. Visualization difference in EER performance of Random Forest
between different phone positions.

The results for the MMUISD dataset have interesting
implications on the effect of position and speed on model
performance. As shown in Fig. 2, Random Forest EER
generally increased as the user’s speed became slower. This
could imply more variation in the data as the walk speed
decreases, as opposed to a fast speed with a lower EER rate. A
similar pattern was found in the Decision Tree model. The
XGBoost did not follow this pattern as it had more varied error
rates. The pocket position achieved generally better results
overall compared to the hand position with all algorithms. This
could imply that keeping the device closer to the body results
in more stability and less variation and noise in the signal
compared to holding the device in the hand. The difference in
performance was seen more prominently with Random Forest
and XGBoost compared to Decision Tree. For Random Forest,

Vol. 15, No. 3, 2024

the EER was 3.37 % in the pocket compared to 4.99% in the
hand. Model accuracy and F1 score did not differ significantly
between the right and left positions but EER increased slightly
with the left-hand position.

The BB-MAS dataset had nearly identical results to
MMUISD as shown in Table I1VV. Once again, Pocket Phone
position achieved better accuracy scores and EER values with
all algorithms compared to the hand phone position,
emphasizing the possibility that having the device closer to the
body provides a more stable and predictable signal for the
models. Compared to the MMUISD dataset, with BB-MAS the
pocket position had better error results with an average of
1.04% EER with Random Forest.

In Table V, results with the MMUISD and BB-MAS
datasets have been compared with recent reviewed studies
utilizing datasets of similar participant size [10, 11, 12, 13, 14].
The comparative studies utilized well-known public datasets
such as IDNet and WhuGait with various LSTM models. It
was observed that the produced results outperformed in
average accuracy rates with Random Forest. Most notably,
Random Forest trained on MMUISD dataset achieved one of
the highest accuracies overall of 0.9911 on similar and higher
levels than comparative studies using high performance DL
models such as LSTM and CNN. The accuracies with RF were
also achieved with suitably low error rates. This is indicative
that ML models still have the potential to meet and even
exceed the authentication performance of DL models with
careful selection of parameters and quality datasets.

TABLE V. COMPARATIVE ANALYSIS
Dataset MMUISD BB-MAS IDNet WhuGait Kaggle
Model RF DT RF DT ContAuth LSTM [10] | CNN+LSTM[11] | HDLNLSTM[12] | HDLNLSTM[12] | CNN+LSTM [13] [cl'j]” Fl'z]
Accuracy | 0.99110413 | 0.95415759 | 0.99037403 | 95189307 | 0.97 0.9965 0.9789 0.9375 0.9882 | 0.9551

V1. LIMITATIONS AND FUTURE WORK

While gait authentication demonstrates potential as a form
of behavioral biometrics authentication for mobile devices, it
faces limitations that prevent it from logically being used as a
sole security method. Gait authentication has a downside in
that it requires an individual to move to collect samples. It also
faces various obstacles in behavioral variation related to the
surrounding environment, such as stairs, hills, and user health
[4]. Thus, it is recommended that current gait dynamics
authentication methods are used in low security applications as
a supporting security method in a multimodal system [4].

One limitation acknowledged in this study would be that
the model training strategy utilized is a simplified version that
uses only time-domain features extracted directly from the
accelerometer and gyroscope sensors and segmented with fixed
time intervals. Nowadays, many gait studies are using more
advanced methods of characterizing an individual’s gait
walking pattern [2]. For example, in study [19], the signal was
segmented according to the gait cycle instead of a fixed time
interval. This was done by using an autocorrelation algorithm
to detect the points in the signal at which a heel touch can be
identified with the Z-axis signal magnitude. Then, the signal
was segmented based on these points. In study [20], a similar

strategy was used in which gait cycle segmentation was
performed by identifying accelerometer signal change points
with autocorrelation coefficients and segmenting based on the
identified patterns. From there, a feature vector was extracted
from each pattern in time and frequency domains. Due to
complexity and time constraints, this study did not utilize these
strategies. In the future, it could be beneficial to the expansion
of research in gait dynamics authentication if the code for some
of these strategies was documented and made accessible for
public use and analysis.

Another limitation in this study would be the construction
of the XGBoost model. Despite attempts at parameter
manipulation and feature analysis, the XGBoost model
remained somewhat overfit, resulting in high accuracy at the
expense of suitable EER rates. For future research, the
XGBoost is not recommended for use with these datasets
unless further steps are taken to properly avoid overfitting.

For today’s ML and DL models, it is considered best
practice to produce a model that can properly represent a
diverse population. The datasets chosen for this study, while
including a greater number of individuals than used in previous
datasets historically, still included bias towards certain groups.
For example, both datasets included a larger number of male
participants than female. While this study did not test for how
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gender bias affected model performance on different
individuals, this could be analyzed in future work. Another
possible form of bias could be the balance of right-handed and
left-handed individuals. In the demographic file of the BB-
MAS dataset it can be found that nearly all participants are
listed as right-handed.

As established in the background section of this paper,
while ML models have been found to perform well with gait
dynamics authentication, DL models generally outperform by
great margins in both accuracy and error rates. With the results
of this study, it was found that ML models such as Random
Forest can still match and exceed the performance accuracy of
recent studies using DL algorithms while maintaining
acceptable error rates. For future work, the next direction of
study would be to analyze and compare the performance of DL
models such as CNN or LSTM with ML models, using the
selected or similar gait datasets. Current trends in research have
expanded from ML into the potentials of DL, thus it is
encouraged that gait authentication should be further
investigated with DL algorithms to advance potential for
security. As devices have progressively become mobile in
nature, it is necessary to take advantage of motion-sensing in
security applications and pursue study in their advancements
with both ML and DL algorithms.

VIlI. CONCLUSION

From the results of this study, it can be concluded that both
datasets perform well with machine learning algorithms to
classify gait walking characteristics. The MMUISD dataset
may be preferable in a study that aims to observe the effects of
different speeds or positions on gait classification performance.
The BB-MAS dataset could also be preferable in a study that
aims to identify a broader context for behavioral biometrics
security including movement and touch interactions across
different devices and environments.

After analyzing classifier performance, Random Forest was
recognized as an optimal ML classifier for gait dynamics
classification capable of achieving similar results to DL
models. While XGBoost achieved the highest average accuracy
and Decision Tree achieved the lowest average EER rates
between datasets, Random Forest resulted in the best overall
metrics balancing both categories. In the pocket position,
Random Forest had an average accuracy of 99.03% with the
BB-MAS dataset and 99.11% with the MMUISD dataset.
Random Forest also achieved optimal EER rates below 5%
with 1.04% in the pocket position. XGBoost could possibly be
manipulated further to combat overfitting and achieve lower
error rates.

Through compared analysis of the performance in different
scenarios, it has been observed that position and speed can
influence classifier performance. In both datasets and all
algorithms, placing the device in the pocket position had better
accuracy and EER scores compared to the hand position. This
could imply that keeping the mobile device in a position closer
and secured to the body results in motion signals with more
stability and less variation. It was also observed that as the
walking speed increased, EER rates increased as well. This
could suggest that slower walking speeds can result in more
variation in the gait cycle signal, resulting in less favorable

Vol. 15, No. 3, 2024

algorithm performance. While noticeable, these differences did
not differ too significantly, demonstrating the potential for gait
dynamics authentication in real world scenarios.

Regardless of these results, in the real world, an individual
will not be confined to a set walking speed or corridor. It is
recommended that future studies endeavor to build datasets
with more variation in position and activity to allow for the
construction of feasible gait authentication models in real
world contexts. It is hoped that this study can provide
worthwhile information to contribute to the advancement of
behavioral biometrics mobile authentication models.
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Abstract—Nowadays, smartphones are equipped with various
sensors collecting a huge amount of sensitive personal information
about their users. However, for smartphone users, it remains
hidden, and sensitive information is accessed by used applications
and data requesters. Moreover, governmental institutions have
no means to verify if applications requesting sensitive informa-
tion are compliant with the General Data Protection Directive
(GDPR), as it is infeasible to check the technical details and
data requested by applications that are on the market. Thus,
this research aims to shed light on the compliance analysis
of applications with the GDPR. Therefore, a multidimensional
analysis is applied to analyzing the permission requests of
applications and empirically test if the information provided
about potentially dangerous permissions influences the privacy
awareness and their willingness to pay or sell personal data of
users. The use case of Google Maps has been chosen to examine
privacy awareness and the monetary assessment of data in a
concrete scenario. The information about the multidimensional
analysis of the permission requests of Google Maps and the
privacy consent form is used to design privacy nudges to inform
users about potentially harmful permission requests that are not
in line with the GDPR. The privacy nudges are evaluated in
two crowdsourcing experiments with overall 426 participants,
showing that information about harmful data collection practices
increases privacy awareness and also the willingness to pay for
the protection of personal data.

Keywords—Privacy protection; privacy policy analysis; GDPR;
willingness to pay, privacy awareness

I. INTRODUCTION

Smartphone applications (apps) are nowadays considered
an indispensable part of our lives due to the wide range of
services and utilities they provide, such as digital contact
tracing, public transport, navigation, education, and many
others. Many business strategies depend on continuous data
collection to earn revenue by leveraging personal data. Firms
such as Google and Facebook require users to continuously
provide personal information as a precondition for accessing
their services. This enables them to profit through detailed
targeting and advertising [1], [2], [3)]. Additionally, a growing
number of firms and institutions are engaging in the exchange
of users’ personal data, often navigating ambiguous legal
areas while handling the earnings from these transactions [4].
However, the continuous data sharing from many applications
on smartphones, which monitor, collect, and transmit data
about the daily lifestyle of their owners, can reveal sensitive
information, such as camera feeds, messages, moving patterns,
voice commands, physiological data, and much more [5].

However, it is not a trivial task for the users to verify whether
applications might induce a potential privacy threat. Due to the
mobile nature and use of wireless communication protocols,
applications are able to access, use, and transmit sensitive
information to remote servers without user interactions [6].
Often it remains unclear to users what data is being transferred
and how to turn continuous data sharing off. The complexity
and length of privacy consent forms and the lack of technical
knowledge are obstacles hindering the user from making
privacy-conscious decisions [7]. Cases of mishandling and
misuse of personal information have heightened government
awareness about the necessity of creating regulatory structures
to protect personal data on the internet. The General Data
Protection Regulation (GDPR) of the European Union and
the California Consumer Privacy Act (CCPA) exemplify this,
setting standard data privacy regulations and enhancing indi-
viduals’ authority over their personal information [8]]. While
the industry has attributed economic value to personal data,
utilizing it across various businesses from social media and
advertising to the enhancement of personalized products, the
assessment of the monetary worth of the data from the view-
point of the user remains a largely unexplored area of study
(81, 191, [LO], [3]], [L1]]. To assess the monetary value of specific
goods from the users’ perspective, the metrics employed are
the Willingness to Pay (WTP) for a particular item and the
Willingness to Accept (WTA) compensation in exchange for
that same item [11].

Therefore, a detailed analysis is presented in the following
to shed light on regulatory compliance issues, inappropriate
design and development strategies, and severe privacy issues
applications might have. The analysis follows a similar struc-
ture as proposed in [6], [12] to evaluate potential GDPR
compliance issues of a sensitive domain such as location
tracking applications. Moreover, different privacy nudges are
designed based on the results of a multistage analysis to
examine effective means of informing users about potentially
harmful privacy practices. Additionally, we examine whether
users have higher WTP and WTA ratings to protect their
personal information on a monthly basis when presented with
information about what data is collected continuously.

Thus, this analysis aims to answer the following research
questions:
RQ1: Do privacy nudges about potentially harmful privacy
practices increase the awareness of users?
RQ2: Do information about potentially harmful permission
requests change users’ privacy awareness and willingness to
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pay for the protection of personal data?

Our analysis comprises two main phases. The Phase [
consists of three steps: (1) we analyze the apps’ permission
requests within their Android manifests to provide an overview
of the most prominent permission requests and their potential
privacy and security implications; (2) we inspect statements
made by app providers in their privacy policies with respect
to the fulfillment of legal requirements enforced by the data
protection legislation; and (3) we explores the apps’ run-time
permission accesses to investigate if apps access any sensitive
resources without users being aware of it. In Phase II the
results from Phase I are used to design privacy nudges to
be incorporated in crowdsourcing studies. The privacy nudges
are examined if they increase privacy awareness and facilitate
privacy-aware decision-making. In sum, the contributions of
this work are the following: (1) detailed compliance analysis
of privacy policies of surveillance and behavior analysis of
location tracking apps’ permission access patterns at run-time;
(2) Design of privacy nudges based on the findings to inform
users about potentially harmful permission requests; (3) and
evaluation of whether information about potentially harmful
permission requests not in line with the GDPR influence users’
privacy awareness and monetary assessment of their personal
data. This paper is organized as follows: first, an overview
of related work is given in Section Il In Section the
privacy nudges are described which are designed based on
the results from the GDPR compliance analysis. In Section
the methodological background for privacy awareness, privacy
nudges, WTP and WTA, and the experimental workflow are
described and Section [V] empirically examines if information
about potentially harmful permission requests changes the
privacy awareness and monetary assessment of personal data.
Finally, Section discusses the multidimensional analysis
of applications GDPR compliance, privacy nudges, and their
influence on privacy awareness and monetary assessment and
concludes this paper and indicates future research directions.

II. RELATED WORK

After the GDPR was enforced in 2018, it can be expected
that service providers and app developers have adapted to the
GDPR by either improving their privacy statements or through
the improvement of software design and consideration of
GDPR principles in the development phase [[13]]. The empirical
verification, if principles of the GDPR, such as transparency,
data minimization, or data protection have been considered
in the design of services and applications has not yet been
enforced by the European Commission or any other official
authority. Previous studies have shown that there is still a vast
amount of data requested from users of mobile applications,
where there is no comprehensive approach for users to verify
if the app’s privacy consent form is compliant with the GDPR
requirements and also if the app itself does comply with
the own privacy consent form and the GDPR alike [14],
[L5]. Therefore, the assessment of privacy risks associated
with various applications suffers from a general shortage of
empirical evidence [16f], [13]. Some approaches have been
proposed for assessing the privacy of apps by monitoring
sensitive permissions, such as location information, contacts,
of camera access [17], [L8]. Other approaches such as FAIR
[19] propose a privacy risk assessment of Android apps by
monitoring the behavior with regards to monitoring the access
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to sensitive personal information. Further research has been
done by developing an automatic framework, called Trust4App
to assess the trustworthiness of mobile applications [20]. While
these approaches focus on the risk assessment of mobile
applications, there are only a few approaches that integrate
the privacy policies in their assessment, such as [6]. Not
much information can be found in the literature, which reveals
a comprehensive analysis concerning the GDPR compliance
of mobile applications [13|]. Therefore, more research needs
to be done to shed more light on transparently verifying
GDPR compliance of online services and mobile applica-
tions, especially where sensitive data is shared continuously.
Especially in context-sensitive digital ecosystems, there is a
high risk of privacy violations [21]]. Many business models
are built on the ongoing acquisition of data to profit from
the personal information of individuals. Major technology
firms, like Google and Facebook, necessitate the constant
sharing of personal data by users in return for their services,
deriving revenue through targeted advertising and profiling
techniques [1], [2]. The GDPR is designed to increase control
over personal data shared online, yet it frequently results in
intricate rules and settings that might not align well with the
specific needs of individual users. However, users typically
show limited capacity in evaluating the pros and cons of data
exchange scenarios and might consent to enduring privacy
risks for immediate benefits [22]. Moreover, a fundamental
issue concerning privacy regulations and settings is whether
users place importance on and value their privacy and are
aware of potentially harmful data-sharing practices [8].

Previous studies highlight usability issues in mobile app
permissions, impacting user comprehension and control, lead-
ing to inadequate privacy risk assessments and decision-
making. Research indicates a general deficit in privacy literacy
and awareness among mobile users, complicating their ability
to navigate privacy concerns effectively. Despite some flexibil-
ity in iOS permission settings, both Android and iOS platforms
fall short in offering clear explanations about permission
functionalities, data access, and usage scope, thus obscuring
the implications of permission settings for personal data se-
curity [23], [24], [25], [26], [27], 28], [290, 1300, 1311, [32],
[L5], [33]]. Recent research has focused on enhancing privacy
permission interfaces, aiming to better inform user decision-
making. These interfaces have been refined to highlight apps’
potentially invasive privacy practices and incorporate warning
indicators, as well as clearly listing the data apps collect
and do not collect [23], [26], [25]. Studies, such as the one
by Kelley et al. [34], demonstrate that such interfaces can
significantly raise users’ awareness of privacy risks, leading
to more informed choices. The emphasis has largely been on
delivering explicit information regarding data usage, thereby
fostering transparent user engagement. Additionally, there’s
a growing trend towards employing soft paternalistic strate-
gies like privacy nudges to subtly guide users towards safer
privacy practices without compromising their autonomy [25]],
[33], [35], [36]. Efforts in research have aimed at creating
privacy nudges tailored to the permission requests of diverse
apps, yielding mixed results. These variations are attributed
to factors like the context of data sharing [35]], the type
of device used [30]], and the app’s functional domain [37].
Notably, the impact of privacy nudges seems negligible on
users’ awareness of video-call and messenger applications,
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yet significant for weather or fitness apps [38]. Additionally,
some nudges are designed to enhance user understanding by
comparing the number of permissions an app requests against
similar apps, thereby aiding users in grasping the implications
of the permissions sought [36], [39], [37], [38], [23]. However,
the relation between enhanced privacy awareness through
privacy nudges and the relation to monetary assessment of
personal information has not been systematically covered by
the previous literature.

Therefore, this analysis aims to shed light on privacy
assessment concerning personal data sharing and GDPR com-
pliance of apps with access to very sensitive data. Previous
research has shown that privacy nudges have the potential to
support privacy-aware decision-making of users [40], [7], [36],
(411, [42], [37]. Thus, the GDPR compliance analysis is used to
design privacy nudges to support the decision-making process
of users. Different types of privacy nudges are then empir-
ically examined in two user experiments concerning privacy
awareness and their influence on the monetary assessment of
privacy.

III. ANALYSIS DESIGN AND METHODOLOGY

Assessing the privacy risks associated with different smart-
phone apps is challenging for users. Due to their dependence
on wireless communication, these apps can independently
access, use, and send sensitive information to remote servers
[6]. The details of how data is transferred are usually not
clear to the user, including the methods to stop ongoing data
sharing. Furthermore, the complexity and excessive length of
privacy policies, coupled with a lack of technical knowledge,
hinder users from making knowledgeable choices about their
privacy [7l]. Therefore, privacy nudges or framing techniques
are frequently employed to alert users to privacy dangers. For
the following analysis, different privacy nudges have been
designed to examine their influence on privacy awareness
and the monetary assessment of personal data. Hereby, the
procedure of analyzing permission requests, the permission
manifest, and the privacy policy of applications is followed
which has been introduced by [3], [43], 6], [25].

In the analysis that follows, two kinds of privacy nudges are
utilized to demonstrate the effect of informational and visual
nudges on both privacy on privacy awareness and monetary
assessment. This research on privacy awareness includes an
in-depth examination designed to emphasize the difficulties
associated with adhering to regulations like the GDPR, lim-
itations in design and development approaches, and critical
privacy concerns that could affect surveillance applications.
Often, users remain unaware of the specific data being shared
and the methods to stop continuous data transmission. The
complexity and lengthiness of privacy consent forms, along
with a lack of technical knowledge, create obstacles that hinder
individuals from making educated choices about their privacy
[7]. Past research has demonstrated that users often express
surprise and discomfort upon learning the extent of information
collected by smartphone applications [35]], [11]. Therefore, the
purpose of privacy nudges and framing effects is to aid users
in making decisions that are aware of privacy concerns and to
highlight the potential risks associated with sharing sensitive
personal information.
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The examination of legal compliance is organized based on
the proposed framework introduced in [6], [43l], [44], specif-
ically designed to evaluate the GDPR conformity of widely
used and renowned applications. The analysis of technical and
legal compliance is divided into three primary phases. In Phase
I, the analysis focuses on the permissions requested in the
applications’ Android manifests, providing an overview of the
most critical permission requests and their potential impacts
on privacy and security. Phase II assesses the claims made
by app developers in their privacy policies about adherence
to data protection regulations. Finally, Phase III investigates
the runtime permissions used by the apps to ascertain if they
access sensitive information without the users’ knowledge.
Drawing on the insights from the three stages of the anal-
ysis, the outcomes have been leveraged to create visual and
informational nudges for some well-recognized applications.
The privacy nudges were developed using the insights from
the analysis across all three phases. These nudges integrate
design principles from existing studies [45]], [37] by incorpo-
rating clear, short, and relevant information summarized from
the analysis of permission requests and privacy policies of
chosen applications. The purpose of the nudges is to decrease
information asymmetry and cognitive load, helping users to
swiftly evaluate which information an application can access
and whether this complies with legal requirements in the EU.

A. Analyzing Permission Requests and Privacy Policy

1) Permission requests analysis: The device’s resources
can be accessed by apps through permissions in Android. Con-
sent from users is sometimes required depending on the source
type. Android defines three types of permissions [12]]: install-
time, run-time, and special. Install-time permissions are auto-
matically granted to an app when the user installs it. Android
defines two sub-types of install-time permissions, including
normal and signature permissions. Normal permissions allow
access to resources that are considered low-risk, and they are
granted during the installation of any apps requesting them.
Only when the app that aims to access specific permissions
is signed by the same certificate as the app that defines the
permission, so-called signature level permissions are granted
at install-time [12]. In fact, the system grants permission to
one app at install time only if the app is requesting signature
permission that another app has defined and if they are both
signed by the same developer.

The run-time permissions, also known as dangerous per-
missions, grant access to resources that are considered to be
high-risk [12]. In such cases, users are asked to explicitly grant
permission to these requests. Special permissions correspond to
particular app operations. Only the platform and the Original
Equipment Manufacturer (OEM) can define special permis-
sions. Every app has an AndroidManifest.xml file that
contains information about that particular app (e.g., its name,
author, icon, and description) and permissions that grant access
to data such as location, SMS messages, or camera on the
device.

2) Privacy policy analysis: For the privacy policy analysis,
we explore the compliance of Google Maps with fundamental
legal requirements. For this, we rely on the EU GDPR bench-
marking conducted in [46] that resulted in the identification of
12 privacy policy principles.
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Fig. 1. Example of privacy nudges designed containing the plain nudge for the control group in Fig. 1(a), the information nudge in Fig. 1(b), and the visual
nudge containing a classification of privacy nudges in the traffic light metaphor. The privacy nudges are designed based on the permission request analysis.

The privacy policy of an app is a statement or a legal
document that gives information about the ways an app
provider collects, uses, discloses, and manages users’ data.
By law, data collectors (including app providers) are required
to be transparent about their data collection, sharing, and
processing practices and specify how they comply with legal
principles [46]. Based on keyword- and semantic-based search
techniques, a data protection expert went through each privacy
policy to analyze the compliance of these apps concerning the
following principles which are summarized and used similarly
in [12] and [6].

a) Data collection: The legal foundation is defined
in Art. 5 (1) GDPR, which states the general principles of
processing personal data. Also, Art. 6 in the GDPR indicates
when processing is lawful, which includes when consent is
given by a user of a service or application. Moreover, both
articles address the question of when consent is necessary
for the performance of a contract or compliance with legal
obligations when the vital interests of the user or another
natural person need to be protected, and when a task is
carried out for the public or legitimate interest pursued by the
controller or by a third party. Nevertheless, this applies only if
such interests do not conflict with fundamental rights and also
the freedom of a user. Hereby, e.g. advertising is not classified
as a necessary interest and thus, needs to be analyzed based
on other legal foundations [47], [12], [6l].

b) Children protection: Personal data which is related
to children needs to be treated with special attention. As
defined in Rec. 38 in the GDPR children “may be less aware
of the risks, consequences, and safeguards concerned and
their rights in relation to the processing of personal data”.
Service providers need to provide information in a very clear
and comprehensive language so that also children are able to
understand it easily (Rec. 58 GDPR). Moreover, the processing
of children’s data is strictly regulated and data can only be
processed on a lawful basis if the child is at least 16 years

old (Art. 8 GDPR). In case the child is younger, processing
of children’s data is only lawful when a parent or also legal
guardian has given consent [12], [6].

¢) Third-Party sharing: Third-party tracking is one of
the most common approaches to collecting personal informa-
tion through various apps. Hereby, it is legally regulated by
Art. 13 in the GDPR, where it is defined that the recipients
or categories of recipients of personal information must be
declared to the users [12]], [6].

d) Third-Country sharing: The legal requirements for
third-country sharing are described in Chapter 5 in the GDPR.
Hereby, personal data can only be transferred to other countries
when a similar level of protection is enforced. This means
that the protection of personal data travels also across borders
when personal data is transferred to servers outside of the EU.
Furthermore, the privacy policy must state its procedures when
personal data is shared with other countries outside of the EU
(121, [6].

e) Data protection: Technical and organizational mea-
sures to ensure the appropriate security of personal information
must be ensured by the data controller as stated in Art. 32 in
the GDPR. Especially in the smartphone ecosystem, this has
major implications, as they are usually linked to huge amounts
of data transfer. Moreover, the components of data protection
are closely interrelated with privacy-by-design principles [48]],
(2], [6].

f) Data retention: The principle of data minimization
and storage limitation is described in Art. 13 (2), and 14 (2)
in the GDPR. Hereby, the data controller has the obligation to
inform users how long personal data is retained. Especially for
“the right to be forgotten” (Art. 17) this is crucial as personal
data can only be stored for a limited time [[12], [6].

g) User’s control: Further user rights are defined in
Chapter 3 of the GDPR, which contains the right to infor-
mation and access to personal data; the right to rectification;
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Fig. 2. Privacy nudges for the WTP scenario, where participants are asked to indicate the price preferences they are willing to pay for protecting their personal

information.
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Fig. 3. Privacy nudges for the WTA scenario, where participants are asked to indicate the price preferences they are willing to accept and exchange for their
personal information.

the right to erasure; the right to restriction of processing;
the right to data portability; and the right to object and
automated individual decision-making. IN Art. 13 (2), and 14
(2) it is defined that service or app providers are required to
provide these rights to users to ensure fair and transparent data
processing [12], [6].

h) Privacy policy changes: In Art. 12 of the GDPR app
or service providers have the obligation to inform users about
privacy policy changes in a transparent and comprehensive
way. This should further ensure lawful, fair, and transparent
processing of personal information [12]], [6l].

i) Privacy breach notification: In Art. 34 of the GDPR
it is defined that in case a data breach occurs that might
result in a risk to the rights and freedoms of users, the data
controller or service provider must inform the users asap. Also,

the information that needs to be provided in the data breach
notification is regulated by this article. Thus, a data breach
notification must name the data protection officer and mention
the likely consequences of the data breach. Furthermore,
measures must be mentioned how to mitigate the effects of
the data breach. Moreover, the supervisory authority must be
informed not later than 72 hours after the detection of the data
breach [[12], [6].

J) App-Focused: Often, the privacy policy is not exclu-
sively formulated for only one application, but shared among
multiple services that are provided by the same data controller
or app developer [49]. This principle is incorporated in the
principle of lawfulness, fairness, and transparency [12], [6].

k) Purpose specification: Data collection must be spec-
ified by service providers or data controllers according to Art.
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13 (lc), and 14 (Ic) in the GDPR. The principle of purpose
limitation is relevant to preventing the exploitation of personal
data for other use cases. It is also closely related to the data
collection principle but refers rather to a clear statement and
explanation of data collection purposes [12], [6].

) Contact information: Users have the right to be
informed about the identity of service providers and data
controllers, which includes the name of service providers, also
legal representation, legal status, and postal address (Art. 13
(la), and 14 (la) in the GDPR). The principle of contact
information is closely interrelated with the principle of law-
fulness, fairness, and transparency. Providing such information
is relevant to give users the option to also file a formal
compliance [12], [6].

We conducted a user study to better understand how
users behave when informed of these digressions by apps.
Specifically, we selected the Google Maps app due to its
popularity (> 500 Mio downloads) and has access to sensitive
information.

IV. EMPIRICAL EXAMINATION OF PERMISSION
REQUESTS IN TERMS OF PRIVACY NUDGES

The analysis of permission requests can serve as an au-
tomatic tool to monitor whether applications available in the
app store are compliant with GDPR at a technical level. While
this kind of monitoring has not been established yet, it offers
a promising strategy to assist developers in adhering to GDPR
guidelines and inform users if the respective applications are
privacy-preserving.

A. Nudge Design and Monetary Valuation

According to Almuhimedi et al. [36], users are mostly
unaware of data collection practices, and when information
is provided users are motivated to adjust their app settings
[36]. According to Shih et al. [S0], the purpose for data access
was the main factor affecting the users’ choices, e.g., if the
purpose is vaguely formulated, participants became privacy-
aware and were less willing to disclose information. The
traffic light metaphor thus serves as a useful tool for users
to efficiently oversee valid and invalid permission requests
in compliance with GDPR [51]. To investigate the impact of
information about permission requests and access to sensitive
data on privacy awareness, the aforementioned procedure is
applied to track permission requests from the popular Google
Maps app. Google Maps was selected for its widespread usage,
in contrast to more niche applications like specific security
camera apps. The permission requests of the Google Maps
app were monitored for one week, and the privacy policy was
analyzed to classify these requests according to the traffic light
metaphor as either valid (green), critical (orange) or invalid
(red).

In Fig. [T} the privacy nudges are displayed for the ex-
ample of Google Maps. Hereby, the nudge for the control
group is displayed in Fig. [I] A providing only plain details
on the types of information collected while using Google
Maps. In a crowdsourced study, these nudges were evaluated
by randomly allocating 100 participants to an experimen-
tal group and another 100 participants to a control group.
The study is designed to investigate whether privacy nudges
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increase privacy awareness among the experimental group.
Thus, questions measuring privacy awareness were included
in the survey both before and after the presentation of the
privacy nudges. Another approach has been chosen, where
information about potential risks of sharing information or
benefits when protecting personal data is directly incorporated
in the monetary assessment of the experiment. Hereby, the
privacy nudges are positively associated by using the green
color of traffic light metaphor for the WTP scenario, where
participants are requested to indicate how much they would pay
for protecting the personal data collected by Google Maps as
displayed in Fig. |2| For the WTA scenario, the privacy nudges
use the red color to indicate the potential risk when sharing the
information with Google Maps as displayed in Fig. [3] For the
second privacy nudge design approach another crowdsourcing
study was conducted, where 112 participants were randomly
assigned to the control group and 114 to the experimental
group. Additionally, the WTP and WTA questionnaire was
customized for the privacy nudge scenarios. Participants were
queried about their readiness to pay for data protection to
avoid sharing the shown information with the data requester,
and conversely, how much compensation they would require
to allow their data, collected by the applications used in the
experiment, to be shared. For measuring the WTP and WTA
discrete choice surveys have been incorporated to measure
the individual monetary value preferences following the study
design of [8]] and [9].

Moreover, privacy awareness is assessed through five di-
mensions derived from prior studies [52], including (1) the
perceived sensitivity of personal information, (2) the awareness
of being surveilled, (3) the feeling of intrusion, (4) the sense of
control over one’s personal information, and (5) the perception
of secondary use of personal information. Responses to these
questions are captured on a 7-point Likert Scale, where 1
signifies “strongly disagree” and 7 represents “strongly agree.”

B. Experiment Workflow

A crowdsourcing experiment was prepared to test the
influence of privacy nudges on privacy awareness and the
monetary assessment of privacy. To empirically assess whether
privacy nudges affect users’ privacy awareness, we adopted
a privacy awareness questionnaire from prior research [29],
[53], [40], including also items about privacy concerns, and
perceived control as subdimensions for privacy awareness.
Moreover, the influence of privacy nudges is further examined
on WTP and WTA for the protection of personal data collected
by the Google Maps app. WTP and WTA are measured by
using the Discrete Choice Experimental design method [9]
particularly useful for assessing the impact on non-market
goods, for which value cannot be determined using revealed
preference methods that depend on observing actual behavioral
choices. Here the participants can rate how much they would
pay on a monthly basis for using the Google Maps app,
but not sharing their personal information. Both experiments
contain three survey parts and two experimental parts. First,
the participants are asked to fill out a questionnaire about their
privacy awareness. Afterward, the participants were randomly
assigned to the experimental or control group. The use case
of the Google Maps app is explained to the participants. They
receive the respective privacy nudges depending on the control
or experimental group. Afterward, the participants are required
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Fig. 4. Visual depiction of the workflow of the human evaluation experiment.

to fill out the privacy awareness questionnaire again, before
starting with the monetary evaluation, if they would be willing
to pay or accept money for their personal data related to the
privacy nudges for the Google Maps app use case. In Fig.

a visual depiction of the experimental workflow is shown.
Overall, 426 participants took part in the two experiments
where the participants were randomly assigned to either the
control or experimental group. For the first experiment con-
taining the information and visual nudge the average age of the
participants was 33.5, 81 participants were male, 118 female,
and 1 reported to be of other gender. For the second experiment
containing the privacy nudges incorporated in the monetary
valuation the average age was 32.4, 104 were male, 106 were
female, and six participants reported other gender.

V. RESULTS

The two experiments with 426 participants have been
conducted through the crowdsourcing platform Crowdeeﬂ to
examine the influence of the privacy nudges for German
participants who use the Google Maps appﬂ In the following,
the results from the two experiments are described in more
detail.

A. First Experiment

Fig. [f] illustrates the changes in awareness ratings for the
experimental group, comparing their responses before and after
being exposed to the privacy nudges. A slight increase in
privacy awareness can be identified after the nudge has been
presented (mean 4.86) in comparison to the privacy assessment
before the nudge (mean 4.74). After the presentation of the
nudge in the first experiment, a modest rise in privacy aware-
ness is observed, with the mean score increasing to 4.86 from a
pre-nudge mean privacy awareness of 4.74. Nonetheless, upon
performing a Wilcoxon signed-rank test to compare the two
related samples, the increase in privacy awareness was found
to be statistically insignificant (W=2390.5, p-value = .76ﬂ In
the comparison of the WTP and WTA between the control
and experimental group, the experimental group showed a
marginally higher WTP (mean .41) relative to the control

Uhttps://www.crowdee.com/

2The participants received 6€ for on average participating 15 minutes
in the experiment. General information about the study was given, but
the experimental group and control group setup has not been mentioned
beforehand.

3All p-values were corrected using the Benjamini-Hochberg procedure to
mitigate the risk of alpha accumulation errors.
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Fig. 5. Comparison of PA for the visual and information privacy nudges
(W=2390.5, p-value = .76).

group (mean .38), although the difference is not statistically
significant.

Remarkably, the control group exhibited a higher willing-
ness to accept after exposure to the privacy nudges, with a
mean of .91, compared to the experimental group, which had
a mean of .84. Yet, when a Mann-Whitney U test was applied
for the between-group comparison, the differences were found
to be not statistically significant (U = 4573, p-value= .19). The
findings from the first experiment including the information
and visual privacy nudges indicate a minor trend towards
heightened privacy awareness and a greater WTP for personal
data protection. Nonetheless, these results do not allow for
final conclusions due to the absence of significant differences,
which could be attributed to random variations in the data.
Additionally, since the privacy nudges were introduced prior
to the monetary valuation of data types, participants noted
difficulties in recalling the details presented in the privacy
nudges.

B. Second Experiment

In the second experiment, the information is deliberately
concise to avoid information overload, drawing upon the
analysis of permission requests described earlier. In relation to
the approach of the first study, the visual nudge employs the
traffic light metaphor to underscore the risks associated with
information sharing. In the WTA scenario, where participants
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Fig. 6. Comparison of PA for the privacy nudges used DCE test paradigm
(W=3095.5, p-value=< .01, Cohen’s D = .76).

are asked to set a price for selling their information to a data
requester, the color red is utilized, whereas green is applied
in the WTP scenario to highlight the benefits of safeguarding
specific types of information, making these advantages clearer
to the participants (see Fig. 3] and Fig. [Z). A comparison
of privacy awareness (PA) assessments before and after the
presentation of privacy nudges (see Fig. [6]) reveals a significant
increase in PA (W=3095.5, p-value< .01, Cohen’s D = .76) for
the experimental group post-nudges (mean = 6.1) compared
to pre-nudges (mean = 5.2). In analyzing the impact of
privacy nudges on the monetary valuation, specifically WTP
and WTA, noticeable differences emerge. A Mann Whitney-
U test comparing WTP shows significant differences (U=
52662, p-value=.01, Cohen’s D = .44), with the WTP valuation
significantly higher in the experimental group (mean = .40)
than in the control group (mean = .36). Similarly, significant
disparities are found in WTA between the experimental and
control groups (U= 55055, p-value< .01, Cohen’s D = .42),
with the experimental group’s WTA valuation also significantly
higher (mean = .45) compared to the control group (mean =
.42). The results from the modified privacy nudge design in the
second study suggest a substantial impact (Cohen’s D = .76)
on privacy awareness (PA) and notably elevate the WTP and
WTA evaluations relative to the control group. Therefore, when
potential risks associated with selling personal data are clearly
communicated and visually emphasized, participants tend to
assign higher WTA values. Likewise, when information on
the advantages of safeguarding specific data types is provided,
participants demonstrate a significantly increased willingness
to pay for the protection of their personal information.

Overall, the results from the user study show that when
informed about valid, critical, and invalid permission requests
according to the GDPR, users have a higher privacy awareness
and are willing to pay to protect their personal information.
We also highlight that future research can further explore the
users’ privacy awareness aspects concerning the integration
of different types of privacy nudges into people’s daily lives
and activities. Users may not be fully aware of the negative
consequences that such apps could potentially have on their
privacy. We also note that the developers and providers of these
apps should carefully address privacy threats discussed in this
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paper and make sure their app design and the development life
cycle respect privacy by design.

VI. DISCUSSION AND CONCLUSION

In this paper, we first presented a multidimensional analysis
to showcase potential GDPR compliance issues of Google
Maps. In particular, we focused on the system permission
requests of Google Maps for Android, their privacy policies,
and adherence to existing regulations defined in the GDPR.
Finally, we analyzed the run-time permission requests to
identify potential privacy and security issues associated with
this application. The analysis shows that this app accesses
sensitive data from the users’ devices while also embedding
trackers to transfer this sensitive data to external servers.
The findings show that further mechanisms are necessary
to enforce data protection regulations, such as the GDPR.
Secondly, we evaluated in an experiment if information about
the requested permissions and the potential infringements
of personal data protection outlined in the GDPR influence
users’ privacy awareness and WTP and WTA for protecting
personal information. We found that, when users are presented
with more information about potentially harmful permission
requests, they show significantly higher privacy awareness, in
comparison to the control group, not receiving detailed infor-
mation about potentially harmful permission requests. Further-
more, when presented with visual and information nudges no
significant differences have been observed for protecting per-
sonal information. When integrating the privacy nudges in the
experimental setup when examining the monetary assessment
of personal data in comparison to showing privacy nudges
beforehand, significant differences can be observed between
the privacy awareness before and after the privacy nudges
are displayed. Moreover, the WTP and WTA ratings also
significantly increased for the experimental group in the second
experiment, indicating that privacy-aware decision-making is
facilitated when the information is incorporated directly into
the decision-making process, and not beforehand.

Overall, the findings of the permission request analysis of
the first part, and the human evaluation of privacy nudges de-
signed to empirically evaluate the permission request analysis
show that procedures need to be developed to more closely
monitor applications not only in the legal domain but also
through technical analysis, e.g. analyzing permission requests
and embedded trackers. Thus, an approach to automatize the
analysis of technical dimensions is necessary, to enable the
enforcement of data protection regulations also on a technical
level and detect possible pitfalls and areas where adjustment
or further clarification of the regulation is necessary.
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Abstract—For years, Level 2 vehicle automation systems
(VAS) have been commercially available, yet the extent to which
users comprehend their capabilities and limitations remains
largely unclear. This study aimed to evaluate user knowledge
regarding Level 2 VAS and explore the correlation between user
experiences (UX), behavioural adaptations, trust, and
acceptance. By using an online survey, we sought to deepen
understanding of how UX, trust, and acceptance of Level 2
automated vehicles (AVs) evolve with prolonged use in urban
traffic. The survey, comprising demographic data and knowledge
inquiries (automated driving experience and timeframes, vehicle
operation competency, driving skills over long-term use of
automation, the learning process, automation-induced effects,
trust in automation, and ADS researchers and manufacturers),
was completed by various drivers (N=16). This investigation
focused on users' long-term experiences with automation in
urban traffic. Consequently, we offer user-centric transformative
insights into users' experiences with driving automation in urban
traffic settings. Results revealed that users’ knowledge of
automation exhibits their learning patterns, trust and
acceptance. Moreover, users’ attitudes trust, and acceptance
varies across different user profiles. What we have also learned
about UX and the changing nature of user behaviours towards
automation is that, automated driving changes influence the
safety and risk conditions in which users and AVs interact. These
findings can inform the development of interaction design
strategies and policy aimed at enhancing UX of AV users.

Keywords—Automated vehicles; automation effects; user
experience (UX); trust; acceptance; behavioural adaptations

. INTRODUCTION

Automation, characterised by its ability to actively select
data, transform information, make decisions, or control
processes, offers immense potential to enhance human
performance and safety [1]. Within the context of driving,
automation is described using different levels of task
responsibility and human involvement. The International
Organization for Standardization (ISO) provides simplified
descriptions of what constitutes levels of automation (LOA).
However, different original equipment manufacturers (OEMs)
develop their vehicle automation systems (VAS) or automated
vehicle (AV) systems to suite their brand identity (marketing,
brand personality, brand product standards, legal reasons, etc.).
They tend to subscribe different names to their systems (for
example, as representative Level 2 automation: Tesla
Autopilot, Super-Cruise, Blue-Cruise, Pilot Assist, etc.), even
though they may fall under the same LOA description under

ISO (SAE J3016). With transitional LOA, such as ‘partially’ as
well as ‘conditionally’ automated, and ‘highly automated’,
which we used to derive a graphical representation, as shown
in Fig. 1 and 2. For instance, some OEMs have been known to
categorise their VAS based on different marketing strategies.
Either with a cool factor, comfort factor, or active safety factor,
for example. In a sense, it is quite common for some of these
systems to be known by different appellations. Nonetheless,
some of the automation systems remain the same as they in
effect functions in the same way, for example, driving support
systems.
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It is important to discriminate how different AV-LOA have
an effect on UX and behaviour towards automation. For
instances, different in-vehicle intelligent transport systems
(ITS), advanced driver assistance system (ADAS) or
automated driving systems (ADS), as well as in-vehicle
information and communication systems (IVIS) or in-vehicle
information architecture systems (IAS). Additionally, future in-
vehicle artificial intelligent (Al) systems and human-machine
interfaces (HMIs) or user interfaces (Uls), as well as Adaptive
Integrated Driver-vehicle Interface (AIDE). These vehicle
computerised systems are designed to support the user in
keeping the AV on the road and in avoiding collisions with
obstacles, other vehicles and other road users or vulnerable
road users (VRUSs). However, recent on road risk-based
conditions have highlighted that their advantages are not
universally guaranteed.

A. Problem Statement and Study Significance

As automated driving technology evolves, it significantly
impacts the UX and behaviours of road users, disrupting the
environment in which they have traditionally operated. The
following are some key insights into the changing dynamics:

1) Change in user behaviour: With the introduction of
AV systems, users may become less engaged in the driving
task. They may rely more on the AV’s capabilities, resulting
in changes in their behaviour. For example, such as reduced
vigilance and slower response times.

2) BAC: Users may exhibit BAC in response to AVSs. This
could include changes in driving habits, skills, preferences for
AV systems, and changes in risk perception and decision-
making processes.

3) Trust and acceptance: As AV technology advances,
users’ trust in and acceptance of AV systems become critical.
In essence, users may exhibit distrust and caution or over trust
and incaution towards AV features. However, with positive
UX and improved reliability, trust may improve over time.

4) Adaptation to new HMI/UIs: AV systems introduce
new HMIs and interaction modalities within AVs. Users need
to adapt to these interfaces to effectively control and interact
with AVs. In order to avoid mode confusion and induce mode
awareness. This adaptation may involve learning new control
mechanisms, understanding AV system feedback, and evoking
to new ways of interacting with the AVs.

5) Reconsideration of user roles: As AVs take on more
driving functions, users’ roles and responsibilities in the
driving process undergo significant changes. Users may
transition from active drivers to passive passengers, requiring
them to redefine their roles, participation in NDRT,
responsibilities, and expectations concerning AV operation
and safety.

6) Impact on road design and environment: The
integration of AV technology reshapes the on road experience
and driving environment, influencing traffic flow, road
infrastructure and design, road users/\VRUs, and regulatory
frameworks. AV users must adapt to these changes, including
new traffic patterns, infrastructure requirements for automated
driving operation, and updated regulations governing AVs.

Vol. 15, No. 3, 2024

Generally, the changeover to automated driving brings
about significant shifts in UX and BA for road users.
Understanding these changes is crucial for ensuring safe
adoption and assimilation of AVs into the transportation
ecosystem.

In this study, we specifically consider levels of UX based
on L2 AVs. In order to conceptualise L2 AVs and their
usefulness with respect to the user, we consider behavioural
adaptation (BA) and change (BC) or BAC based on repeated
usage and sequences of effects [2]. Moreover, considering how
UX, trust, and acceptance of L2 AV functionalities (e.g.
longitudinal and lateral driver support systems) change with
long-term repeated usage in urban traffic. Furthermore, it is
highly influential to assess usability by emphasising the
concept of Learnability in Automated Driving (LiAD) [3],
which considers learning effects of automation on user
behaviour. Thus, proposes a comparison between users
‘learning to misuse’ and ‘learning to responsibly use’
automation, relative to the operation of AV on road traffic. The
study explores the relevance of UX, trust and acceptance based
on prolonged usage of L2 AVs, by considering users
knowledge on the following inquiries, as illustrated by Fig. 3.

)Automated driving experience and timeframes ‘

)Vehicle operation competency ‘

) Driving skills over long-term use of automation |

)The learning process

)Trust in automation and acceptance

|
) Automation-induced effects |
|
|

)ADS researchers and manufacturers

Fig. 3. Study knowledge inquiries.

UX research has become a critical element in creating
successful human-automation interactions (HAI) and AVs for
future use cases and user journeys. It has become a crucial
topic for the future of AV induced quality experiences,
particularly with the introduction of super intelligent
automation, artificial intelligence (Al) and generative Al. This
is because of its direct impact on user behaviour, and as a way
of safeguarding in-vehicle Al-UX vision of the future. Thus, it
is essential to consider UX that is expedient and self-serving
based on human factors and quality-based interaction design
strategies. Essentially, developing augmented and super
automation intelligence enables AVs that induce safe
decisions, as well as active, proactive or reactive (responsive)
safety based behaviours in traffic situations also the ability to
perform driving actions completely safe in the future.

Depending on user types, context of use, and environmental
situation, the knowledge attained from this study opens up the
prospect for UX on road that is more efficient, organic/natural,
safe and predictive. This opens up a multitude of new research
questions based on users experiencing learning, trust, and
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acceptance over long-term automation exposure. This
knowledge helps with formulating resilient interaction design
strategies that stand the test of time, and progressive
multimodal learning strategies between the user and AV.

Il. RELATED WORKS

Numerous researchers have aimed to investigate UX and
BA of L2 (see [4-5]) and L3-4 (see [6, 7, 8]) AVs. In an
automated highway system, study in [9] investigated the effects
driving performance after an extended period of travel. The
researchers concluded that human factors play a pivotal role in
how AV systems are experienced [9]. The study in [10]
emphasised challenges induced by L2 automated driving. This
type of research has become a trend, as other researchers aim to
identify L3 automated driving [11] due to the L3 AV
introduced on public roads. The study in [12] examined the
effect of automation use, misuse, disuse, and abuse, which has
inspired more research on the topic of BA [2] as automation
changes and evolves.

Moreover, researchers have also considered the process of
automation acceptance on road traffic, as seen in the lens of the
Multi-level model on Automated Vehicle Acceptance (MAVA)
[13]. The impact of most of AV features (from fully manual to
fully automated) have been discussed by different researchers,
as we see with [14, 15, 16]. This also considers a future
direction of research and development towards benchmarking
Highly Automated Vehicles (HAV) vision boards, considering
trust and acceptance. According to some OEMSs, we should
already have been able to choose to be chauffeured by AVs
instead of driving them, the vision for tomorrow where
pressing one button will turn AVs into L5 autonomous driving.
However, the current reality is that human users are still
required to pay attention and be situationally aware during L2-
3 automated driving.

In order for users to be able to operate their L2-3 AVs to
their fullest capabilities, they are required to familiarise
themselves with a myriad of knowledge processes,
functionalities, acronyms, controls, and symbols, to name a
few. The user-vehicle interfaces (or HMIs) form a significant
part on how AV systems are understood and operated.
Including the type of information displayed to facilitate mode
awareness. Distinguishing, recognising and knowing symbols
is, consequently, essential for users to safely operate AVS
equipped with different functionalities. It is thus important to
explore how HMI/UI design may influence BA over long-term
exposure.

The Organisation for Economic Cooperation and
Development (OECD) defined BA as “those behaviours which
might occur following the introduction of changes to the road-
vehicle-user system and which were not intended by the
initiators of the change [...]. They create a continuum of effects
ranging from a positive increase in safety to a decrease in
safety” [2]. As a result, users are able to adapt to the exposed
vehicle automation situation (including its limitations and
capabilities). Fundamentally, behavioural evolutionism is seen
as an applicable theory. In this context, ‘behavioural
evolutionism’ pertains to the examination of how user
behaviours related to AVs changes over time, incorporating
concepts such as learnability, trustability, and acceptability. It
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considers various factors such as user states, system design,
and environmental influences in shaping these behaviours.

As an illustration, the evolution of automated driving (AVs
as societal innovations) can be viewed as subject to
environmental factors, serving as the mechanisms by which
human users adjust to their altered on road traffic
circumstances. This adaptation is prompted by both physical
alterations in road infrastructure and social changes.
Essentially, the process of BAC is considered as the evolution
and manifestation of new behaviour towards AV. Users are
confronted with changing driving situations that they have to
adapt to, constantly. This occurs at changed UXs, resulting in
‘AV user modifications’ due to long-term automation
exposure. In a general context, ‘AV user modifications’ is used
to depict users experiencing changes or transformations
throughout their automated driving experiences. These changes
are activated due to users’ interaction with AV systems in
various changing situation, and they evolve from the complex
interplay of different factors, as illustrated by Fig. 4.

—— e 1N e

Changeability of the
automated driving
situation and context of
use, depending on various
states, such as the road
type, road infrastructure,
travel purpose, traffic
conditions, trip duration,
the social and cultural
background

Characteristics of
the AV systems,
VAS or ADS, such
as the LOA, the
AV system’s
performance, and
the design of the
HMI/UlIs, etc.

Variability of user
peculiarities like
experience with
the AV system,

driving experience,
mental state, age,

gender, etc.

Changing driving task
(from manual to
automated).

Changing user states
(distractions, fatigue,
drowsiness, etc.).

Changing road
environment (e.g. road
type, infrastructure,
road users, etc.).

Changes in the AV and
HMI/UI designs.

Changing weather conditions

(e.g. rainy, snowy, foggy, windy
temperature, etc.).

L

Fig. 4. Changing situations and UX factors.

The ‘power law of learning’ and ‘power law of practice’ is
important to consider, as users take possession of the purpose,
working principles, and expected performance of the AV over
time. This has an indirect and/or direct effect on the usage
process; especially, as users are exposed and use the AV
system, long-term. Concerning the temporal factors affecting
BAC and two main phases, the following have been
profoundly argued in literature and are therefore considered.

e Learning and appropriation phase: The user discovers
the AV system, learns how it operates, and identifies its
capabilities and limitations. This learning process is
assumed crucial for the user’s mental model of the AV
system, the confidence the user has in it and its optimal
use.
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e Integration phase: The user, through experienced using
the AV system in different road situations, reorganises
their activity by integrating the AV system in the
management of the overall driving task.

Thorough examination of the ‘learning and appropriation’
phase is essential as the progression and duration of this phase
directly influence the evolution of users’ behaviour over time.
As the ‘learning and appropriation’ phase unfolds, users may
gain crucial elements necessary for constructing mental models
pertaining to the AV system. Informed by these mental models,
users may make decisions, whether consciously or
unconsciously—regarding when to safely operate the AV and
when to engage non-driving related tasks (NDRTS).
Furthermore, mental models play a crucial role in determining
the level of trust to invest in the automation and its
incorporation into their daily routines. These decision-making
processes have consequences on the manifestation of either
positive or negative BA to AVs, and are further explored by
study [3]. Thus, when researching BA, it is important to
consider mental models. It is essential to discover factors that
might cause BA to AV systems (considering longitudinal
driver support systems, lateral driver support systems, and
driver performance monitoring and support systems). In
addition, the users” mental model in relation to the AV-LOA
and the trust in automation should be considered.

Research on BA has primarily cantered around various AV
systems. However, there is a need to expand understanding to
encompass BA to the context of HMI and Ul designs. Adaptive
Cruise Control (ACC) and Lane-Keeping Assistance (LKA)
systems deal with longitudinal and lateral controls of a vehicle.
When referring to AV-HMI induced effects to BA, both ACC
and LKA have distinctive symbols. These symbols play a
significant role in facilitating users’ comprehension and swift
recognition.

e ACC: “a system which accelerates or decelerates the
vehicle to automatically maintain a driver pre-set speed
and driver pre-set gap distance from the vehicle in
front” (ISO 7000-2580).

o LKA: a “system to keep a vehicle between lane
markings” (ISO 7000-3128).

The following AV functionalities (see Fig. 5) are able to
imitate human driver abilities, such as logical decision-making
processes and reasoning on road traffic.

A. Synergies of effects and BAC perspectives

Synergies of effects refer to the combined or compounded
impacts or benefits that arise from the interaction or
coordination of multiple factors or elements due to long-term
repeated automation exposure such as trust, reliance,
situational awareness (SA), or skills, to name a few. These
synergies may result in outcomes that are greater than what
would be expected from each individual factor acting alone.
For example,

e In trust, synergies of effects may occur when different
factors associated with trust in automation influence the
AV user to behave in a specific manner. As a result of
either over trust, mistrust or distrust.
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e In SA, synergies of effects may occur when multiple
variables interact to produce a more pronounced or
unexpected result. As a result of either distraction,
fatigue, drowsiness, concentration (attentiveness), etc.

o Inskills, synergies of effects may occur, for example, as
a result of deskilling, upskilling, or reskilling.

Longitudinal Driver Support Systems

« Adaptative Cruise Control (ACC): Similar to traditional cruise control,
ACC maintains a predetermined vehicle speed and maintains a safe
distance to vehicles in front.

« Forward Collision Warning system (FCW): Detect impending collision
with a vehicle in front, notify the driver of the situation.

« Intelligent Speed Adaptation (ISA): A IVIS that inform the driver of
their current speed based on the statutory speed limit.

« Reversing and Parking Assistance (R-PA): Low-speed assistance
systems designed to reduce collisions between the reversing vehicle and
pedestrians, vehicles and other solid objects.

« Adjustable Electronic Stability Control (A-ESC) system: Represent a
category of performance-regulated driver support system

Driver Performance, Monitoring Support Systems

« Fatigue Warning Systems (FWS): driver alert systems using eye
movement-based measures data and algorithms that aim to predict the
trajectory of the vehicle and, for example, steering wheel movements, as
well as subtle changes in driving style

« Seatbelt Reminder Systems: Seat pressure sensors and buckle lock to
determine the presence of a driver or other occupant.

Lateral Driver Support Systems

* Lane Departure Warning (LDW): Warns driver when vehicle
unintentionally begins to move out of its lane.

* Lane Keep Assist System (LKAS): When vehicle moves out of lane,
will automatically steer vehicle back into its lane.

» Automatic/Advanced Emergency Braking System (AEBS): Safety
feature that automatically prevents a collision

« Blind Spot Information Systems (BLIS): Detects other vehicles located
to the driver’s side and rear, gives warning to alert driver.

Adaptive Cruise Lane Keeping
Control Assistance
r a r l
f__\
e o
T Anh
L J L .l
ISO 7000-2580

Fig. 5. LOA functionalities and example 1ISO symbols for ACC/LKA.

IS0 7000-3180

These effects may result in either constructive (positive) or
destructive (negative) impacts, such as increased efficiency or
inefficiency, safety or risk, misuse or responsible use,
satisfaction or dissatisfaction, acceptance or rejection, etc.
Overall, synergies of effects highlight the interconnectedness
and potential amplification of HAI and long-term automation
exposure outcomes that can arise from the combined influence
of different UX factors.

AV-based BA refers to behavioural analysis conducted in
the context of repeated AV systems usage or exposure. This
involves analysing various aspects such as human behaviour
towards the AV system, AV system performance, potential
benefits, drawbacks, and impacts on safety and user experience
associated with AV technology. This analysis aims to
understand how AV systems (see Fig. 6, 7, 8) impact on road
traffic and driving dynamics, traffic flow, safety and overall
driving experience. As well as, how they align with industry
objectives and regulatory requirements.

1) BA perspectives on Longitudinal
Systems

Driver Support
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a) ACC-based B: ACC employs sensors such as radar
and laser to automatically adjust the distance to the vehicles
ahead and provide the driver with road-related information.
This includes parameters like the speed and proximity to other
vehicles and VRUSs. These variables are constantly monitored
to maintain safe distances and mitigate risks. The system can
assume control of the wvehicle’s speed, decelerating or
accelerating as needed based on traffic conditions. In cases of
emergency, such as a driver failing to respond to visual or
auditory warnings, the ACC with emergency braking (EB)
system can initiate evasive actions like braking, reducing
engine power, or bringing the vehicle to a stop. ACC operates
at speeds above 30 km/h, but there are also variants like 'stop
and go' ACC or low-speed following (LSF) systems designed
for lower speeds [14].

Longitudinal Driver Support Systems

Adaptive Forward Intelligent ~ Reversing Adjustable
o Collision : Electronic
ruise Warning Speed and Parking Stability
Control Adaptation ~ Assistance
ACC system Control (A-
(ACC) (Fcw) (IS4) (R-PA) ESC)

Fig. 6. Myriad of BA for longitudinal driver support systems.

Lateral Driver Support Systems

Lane Keeping  Automatic/Adva

Lane Departure  Assist (LKA)  nced Emergency Iﬁ;g;%ggg;
Warning (LDW)  Lane Keeping  Braking System System (BLIS)
Support (LKS) (AEBS) Y

Fig. 7. Myriad of BA for lateral driver support systems.

Driver Performance Monitoring and Support Systems

Seatbelt Reminder
Systems

Fatigue warning
systems (FWS)

Driver Monitoring
Systems (DMS)

Fig. 8. Myriad of BA for driver performance monitoring and support.

From a BA perspective, among other considerations,
studies have considered effects of ACC on BA (see [4, 17]).
For example, examine driver behaviour in response to ACC,
along with its potential advantages and disadvantages. Studies
have delved into driving styles, particularly focusing on speed
(driving fast) and attention (the ability to ignore distractions),
for example. Findings indicate that ACC-based BA result in
higher speeds, smaller minimum time headways, and increased
brake force [17]. Furthermore, safety has an impact on BA.
While most drivers assess ACC positively, they also note
undesirable BA emphasising the need for caution concerning
potential safety implications of such systems. Other studies
investigated the learning phase of ACC over a month, using
various data acquisition methods. For example, [4] noted, “as
ACC primarily affects the guidance level, the duration of the
learning phase and its impact on driver behaviour might
differ.” Moreover, drivers familiarised themselves with the
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operation of ACC controls and display elements after two
weeks [4]. A few drivers felt confident with takeover
situations. Ref. [4] revealed significant BC during the initial
two weeks. The impact on trust in ACC and acceptance of
ACC is important to consider, long-term.

b) FCW-based BA: Collision mitigation systems, like
FCW systems, alert drivers, either visually or audibly, about
the likelihood of a collision by continuously monitoring the
road and nearby vehicles [14]. There are two types of FCW
systems: non-adaptive and adaptive. The adaptive FCW
adjusts the timing of its alerts based on individual driver
reaction times. However, FCW systems do not have the
capability to control vehicle speed. They can only warn the
driver when entities, such as VRUs, are detected within a
predefined threshold based on predicted time to collision
(TTC). Many FCW systems rely on the driver to take manual
action to control the vehicle and avoid a collision, as they do
not initiate automatic actions. The effectiveness of warning
algorithms in maintaining drivers’ UX and BA to collision
over time is crucial to investigate.

From a BA perspective, research indicates that extended
use (>6000 km) of FCW systems can lead to a regression in
drivers’ following behaviour to pre-trial levels once the system
is deactivated. Additionally, the impact on trust and acceptance
of FCW has been highlighted in various studies. The study in
[18] evaluated FCW systems based on different driver profiles,
distinguishing between non-aggressive drivers (low sensation
seeking, long followers) and aggressive drivers (high sensation
seeking, short followers). It was noted in [18] that, if the timing
of warning presentations is perceived as inaccurate, trust in the
system diminishes, leading to reduced likelihood of appropriate
driver responses. High-quality FCW design is considered
crucial for achieving high acceptance rates and actual usage of
the system. The study in [19] explored the likelihood of drivers
performing avoidance manoeuvres based on driver
characteristics (such as age, gender) and study location.
Essentially, in [19] observed that drivers aged 40 years and
older were more inclined to use both braking and steering to
avoid rear-end collisions, while drivers from coastal urban
areas were less likely to solely rely on braking when
responding to FCW alerts. Conversely, younger drivers and
those in rural settings were more prone to opt for braking
alone, potentially due to their familiarity with less congested
traffic conditions. These findings shed light on the human
factors and environmental factors influencing the adoption of
different avoidance strategies by driver types.

The research in [20] investigated how FCW technology
impacts driving behaviour and safety, specifically examining
how these effects vary across different pre-crash scenarios.
They discovered that both the FCW system and the specific
scenario influenced driver behaviour leading up to imminent
rear-end collisions [20]. The study argued that “various types
of drivers experienced different advantages from the FCW in
each scenario.” Extensive research has investigated the impact
of the FCW system on drivers' adaptability, including their
response times in releasing the throttle or initiating braking, as
well as its safety benefits, such as reducing collision rates and
improving safety metrics like time-to-collision. This
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comprehensive body of research highlights the effectiveness of
the FCW system in enhancing driving safety. These discoveries
provide valuable insights for developing next-generation
vehicle collision warning systems, especially with the
incorporation of augmented reality (AR) and artificial
intelligence (Al) technologies.

c) ISA-based BA: ISA systems are largely viewed as
IVIS designed to alert drivers about their speed concerning the
prescribed speed limit for a given road, thereby enhancing
overall road safety. According to study [21], “driver
perceptions of ISA systems contribute to the effectiveness of
speeding reduction.” This is influenced by several factors,
including system capabilities, human factors, user
demographics, and trip attributes.

From a BA perspective, ISA systems are generally
considered to be well-developed and sufficiently accurate for
dependable usage. However, statutory speed limits, such as
those set for urban and rural areas, are often established with
somewhat rudimentary intervals dictated by lawmakers rather
than being based on specific road features, local infrastructure,
and relevant parameters like camber, curve radius, and gradient
in [14]. Furthermore, researchers have asserted that accidents
related to speed persist, particularly on curved road sections.
Additionally, it has been argued that simply providing speed
limit (PSL) information along vertical and horizontal curves is
insufficient to shield drivers from the risks associated with
prevailing conditions [22]. The study in [21] investigated
driver BA concerning the influence of operating vehicles
equipped with ISA systems. The study examined three distinct
IVIS-HMI  functionalities:  informative, warning, and
intervening. The researchers explored perceived effects on
drivers to discern their attitudes towards the systems and
potential connections between anticipated and observed
behaviour. The study in [21] concluded that the use of ISA
systems led to “the adoption of vehicle speeds that are likely to
enhance road safety” and promoted improved driver behaviour.
However, it was also uncovered that “drivers may misuse ISA
systems, potentially leading to adverse road safety outcomes.”

The research in [22] investigated the influence of V-ISA on
driving performance, a system with the capability to estimate
the dynamic (real-time) speed limit based on current visibility
conditions and stopping distance. Additionally, the researchers
assessed drivers’ acceptance and usability of three V-ISA
functionalities. V-ISA operates in three modes: it can (i)
provide visual information (V-ISA Information), (ii) alert the
driver with a warning sound (V-ISA Warning), and/or (iii)
directly intervene to adjust and control vehicle speed (V-ISA
Intervening). The study revealed that “V-ISA effectively
reduced the risks associated with speeding, with relatively high
levels of acceptance and perceived usability” [22]. Moreover,
the study found that VV-ISA can have positive effects on road
safety by aiding drivers in regulating their driving speed.

d) R-PA-based BA: Low-speed driver assistance
systems, like reversing or backing systems, are intended to
minimize collisions involving the reversing vehicle, VRUSs,
and entities that might be obscured from the driver’s view
[14]. These systems typically utilize short-distance radar along
with audio feedback (beeps) and/or video feedback (displayed
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on a screen visible to the driver), providing visual feedback
and sometimes audio cues when the vehicle is in reverse.
Regardless of the warning medium used (audio or video),
reversing systems appear to reduce collisions, with video-
based systems demonstrating greater effectiveness. Over time,
OEMs have integrated in-vehicle technologies for parking
assistance. As an example, Volkswagen offers Park Assist,
while Mercedes provides various parking assistance systems
such as Parking Assistance System, Active Parking Assist, and
Remote Parking Assist, which includes a Digital Extra feature
accessible via a smartphone app. BMW offers a range of
systems including Self-Parking System, Parking Assist, and
Parking Assist Plus. Additionally, Valeo offers the Parking
Slot Measurement System, Siemens provides Park-Mate, and
Volvo offers the Evolve system for parking assistance.

From a BA perspective, [23] presents a parking assistance
system that utilizes dense motion-stereo to generate real-time
depth maps of the surrounding environment. This system has
various applications, including automatic parking slot
detection, collision warnings for door pivoting ranges,
augmented parking, and an image-based rendering technique to
visualize the area surrounding the host vehicle [23]. The study
acknowledges challenges such as shearing effects when
utilizing rolling shutter cameras, smearing with global shutter,
and misalignments associated with interlaced images. Ref. [24]
evaluated the impacts of rear parking sensors, rear-view
cameras, and rear automatic braking systems on backing
crashes. They used negative binomial regression to compare
reported instances of backing crash involvement per insured
vehicle among General Motors AV equipped with various
combination of systems [24].

Research findings indicate that while rear-view cameras
and rear parking sensors are contributing to a decrease in
backing crashes, their effectiveness could be constrained by
drivers’ insufficient use or reaction to the systems. Moreover,
revealed that rear automatic braking, as it does not solely
depend on drivers’ appropriate responses, enhances the
efficiency of these safety systems [24]. Ref. [25] stressed the
preference among drivers for AVs that can locate suitable
parking spots and autonomously manoeuvre into them,
minimizing the need for driver intervention and reducing
parking stress. The importance of ultrasonic sensors in
achieving heightened safety levels was also emphasised. These
insights are valuable for informing the design of future
automated parking and unparking technologies. The impact of
automation in digitalized automatic parking.

e) A-ESC-based BA: The algorithm or model used by
the ESC system is determined by the OEM, and its sensitivity
varies depending on the vehicle’s make, model, and year. For
many drivers, the activation of ESC during normal driving is a
rare occurrence, which can be considered one of the primary
advantages of ESC systems. Equally, A-ESC (Adaptive ESC)
systems and S-ESC (Standard ESC) represent a type of
support system regulated by performance standards. S-ESC
functions to counteract over-steering or under-steering by
comparing the actual vertical rotation of the vehicle (measured
by the yaw sensor) to the expected rotation based on the
steering wheel angle sensor. The relevance of S-ESC or F-
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ESC (Fixed ESC) is typically low for most drivers in terms of
their perceived functionality [14].

A-ESC poses more intriguing considerations from a BA
perspective, as it raises questions about system relevance and
the potential for BA. The study in [26] examined traffic safety
performance concerning active safety systems, with a specific
focus on the Antilock Braking System (ABS) and Electronic
Stability Control (ESC). This included evaluations of driver
behaviour and the impact on traffic safety. In assessing the
effect of ESC through physical testing, the researchers
identified several test methods. Moreover, estimated driver
behaviour effects [26].

2) BA perspective on Lateral Driver Support Systems

a) LDW/LKA-based BA: LDW systems are designed to
alert drivers when their vehicle unintentionally drifts out of its
lane. These systems typically rely on video sensors positioned
in the front of the AV or infrared sensors mounted behind the
windshield, which process images from the road ahead [14].
They issue warnings to the driver through visual cues, audible
alerts, and/or haptic feedback. Similarly, LKA systems operate
on the same principles as LDW. However, if the driver fails to
heed the warnings, LKA intervenes to ensure the AV avoids
unintended lane departures. LKS systems utilise a digital
camera mounted on the windshield to identify lane markers
and determine the AV’s position on the road. These systems
provide haptic feedback, often in the form of vibrations in the
steering wheel, to alert the driver of lane deviation.

From a BA perspective, for instance, if persistent drifting
occurs, indicating driver drowsiness, the system’s warning
lamps will alert the driver to stop and rest. In cases where the
driver is inattentive to the LDW and drifts out of the lane, the
steering system will intervene to guide the vehicle back into the
lane. The study in [28] observed that “drivers must familiarise
themselves with various symbols to correctly identify and
activate the system they wish to be using,” as OEMs often
replace standard graphical symbols with their own preferences.
Therefore, it is crucial to consider the learning, trust, and
acceptance of AV systems for the continuous development and
evaluation of UX and BA over time.

b) BLIS-based BA: Similarly to most in-vehicle ITS or
ADAS, BLIS is perceived as an additional safety feature.
BLIS comprises a sensor that detects AVs located to the
driver’s side and rear. When the turn indicator is not activated,
it issues alerts (visual or auditory) to drivers. For instance,
higher levels of warning intensity indicate an increased
potential for hazardous lane changes [14]. BLIS utilises either
a camera to visually detect vehicles or side radar for enhanced
performance in warning of rapidly approaching vehicles
entering the blind spot.

From a BA perspective on BLIS, consist of the possibility
of drivers becoming complacent and relying on the system
rather than consistently checking their rear-view mirrors over
the long term [14]. The study in [29] highlighted that both
ACC and BLIS have the capability to reduce driving task
discomfort and risks while enhancing driving comfort and
promoting safer journeys. However, studies have also
cautioned about the potential for users to exhibit negative BA,
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which could lead to adverse effects on safety. Concerning BA,
we consider that, for ACC, research on BA yields conflicting
results, particularly regarding lane keeping, following distance,
speed adjustment, and reaction to critical events. Consequently,
no unanimous conclusions have been reached in this area of
study [29]. For BLIS, there is a notable scarcity of studies
focused specifically on BA, highlighting a gap in the existing
research. Therefore, there is a clear necessity for further
investigation and exploration in this area to better understand
its implications and effects [29].

3) BA perspective on Driver Performance Monitoring and
Support Systems

a) FWS-based BA: Fatigue can be defined as the
subjective sensation of tiredness accompanied by a reluctance
or disinclination to continue engaging in a task. Studies
examining the impact effects of driver fatigue on driving
commonly employ measures such as vehicle control and
psychophysiological indicators to assess driver drowsiness.
The timing of the day has a more pronounced effect on driver
fatigue compared to the duration of the task itself [27]. Driver
impairment due to drowsiness is cited as a significant cause of
both single and multiple vehicle collisions [27]. It is noted
that, “drowsiness and inattention may contribute to
approximately one million collisions annually in the U.S,,
representing one-sixth of reported collisions” [27]. Research
indicates that 31% of drivers who experience drowsiness are
initially unaware of its onset [27]. FWS are recognized as
countermeasures designed to mitigate collisions linked to
driver fatigue. They act as countermeasures that help alert
drivers that they are drowsy. These driver alert systems utilise
eye movement-based measurements and algorithms to
anticipate the AV’s trajectory. This includes analysing
steering wheel movements and subtle changes in driving
behaviour, with detection techniques incorporating lane
departure, steering wheel activity, and ocular and facial
characteristics.

From a BA perspective, the study in [27] noted that, “driver
impairment due to fatigue induced drowsiness is a significant
cause of vehicle collisions”. The study in [27] evaluated driver
BA to a FWS, and provided behavioural results on objective
and subjective driver fatigue, driving time, number of breaks or
on break duration. The research revealed that taking 30-minute
breaks is ineffective in countering drowsiness [27]. Moreover,
their findings suggest that FWS might not substantially
decrease collisions resulting from fatigue [27].

b) Seatbelt reminder systems: Seatbelt Reminder
Systems utilize visual and audible reminders, incorporating
pressure sensors in the seat and buckle locks to detect vehicle
occupants [14]. If an occupant is detected without their
seatbelt fastened, the system intensifies signalling, such as
flashing lights or audible beeping, to emphasize the urgency of
the warning. Certain vehicle models are equipped with
systems that monitor all available seats for occupants.

I1l.  METHODS

The study was conducted using lime survey, with a focus
on L2 AV usage and UX. As the study was an online study, no
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control elements were emphasised. The survey instrument was
designed using information pertaining the project objectives.
From an in-depth industry expert interview study, knowledge
obtained from this study was used in deriving the survey
instrument. The aim was to gauge a general understanding of
UX based on repeated/long-term automation usage in urban
traffic streams, specifically from a user-centric perspective.

A. Procedure

Upon opening the survey, participants were informed about
the study procedure and what is expected of them. A brief
description of what driving automation means was provided.
This is because, as non-experts in the field, users are
sometimes not able to discriminate the difference between
LOA, ITS, ADAS, ADS, as well as IVIS and IAS. This is due
to different OEM brand positioning, for example. In addition,
they were informed about the length of the survey and each
section theme. The survey was a one-time procedure. The
average duration between the first and last input was max = 60
days.

B. Sample

The study was conducted with N = 16 drivers. The mean =
2.56, Std. Dev. = 1.031. About half of the sample (50%) was
male and another half was female (50%). Concerning the
participants age, 16 to 25 (6.3%), 26 to 39 (50.0%), 40 to 59
(18.8%), 60+ (25.0%). In addition, 37.5% held a driving
license for less than five (5) years, and 62.5% for more than
five (5) years. When asked about their preferences, 25.0%
noted they prefer to manually drive their vehicles, while 75.0%
noted preference towards driving automation.

Regarding their driving experience (mileage), 37.5% had
less than 10000 miles, 18.8% had 10000 to 100000 miles, and
43.8% had 100000 plus miles during the time of the study.
When asked, how often do you drive? 43.8% stated 1-3 days
per week, 37.5% stated 3-6 days per week, and 18.8% stated 7
days per week. The decision to select the sample of the study,
was based on the need to understanding real world users’ long-
term repeated experiences with L2 automated driving features.

C. Data Analysis

The survey was based on different information themes, for
which this paper was derived. To analyse the data, we used
descriptive analysis and content analysis for qualitative data.
The following themes were analysed: automated driving
experience and timeframes, vehicle operation competency,
driving skills over long-term use, learning process, automation-
induced effects, trust in automation, and remarks. The steps
taken to analyse the data, were reviewing and transcription,
data familiarisation, theme selection, reviewing, and
categorisation, overall data integration, and reporting of results.

IV. RESULTS

A. Automated Driving Experience and Timeframes

Participants where ask to provide their automated driving
experience, and timeframe of usage. A period of either “1-13
weeks” was noted by four (4) participants, “3-6 months” was
noted by two (2) participants, “6-12 months” was noted by
three (3) participants, and “more than 1 < year” was noted by
seven (7) participants. When asked about the timeframe of
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usage, considering short-term or long-term. The participants
quantified short-term based on hours to days (with 30 days
being the highest timeframe), while long-term was quantified
based on months to years (with three years being the highest
timeframe).

B. Vehicle Operation Competency

Participants where ask to provide information pertaining to
their competence based on long-term automated driving. When
asked, “Do you know ‘how’ to use all of the driving
automation functions installed in the vehicle that you drive?”
Ten (10) participants selected ‘No’ and six (6) participants
selected “Yes’, as shown on Fig. 9. Understanding ‘how’ to use
all the driving automation functions installed in the vehicle that
participants drive indicates possessing comprehensive
knowledge and proficiency in operating these AV features.
This understanding encompasses familiarity —with the
activation, deactivation, and adjustment of various vehicle
automation functions, as well as awareness of their specific
functionalities and limitations. This suggests that participants
are equipped with the necessary skills and know-how to
effectively use these vehicle automation systems to enhance
driving safety and convenience.

When asked, “Do you know ‘when’ to use all the driving
automation functions installed in the vehicle that you drive?”
Fourteen (14) participants selected ‘No’ and two (2)
participants selected “Yes’, as shown on Fig. 9. Understanding
‘when’ to use all the driving automation functions installed in
the vehicle that participants drive involves recognising the
appropriate circumstances and conditions for activating these
AV systems or features. This comprehension includes
awareness of situations (SA) where driving automation
functions such as ACC, LKA, and AEB systems can be
beneficial and enhance driving safety and efficiency. It also
entails understanding the limitations of these AV systems and
knowing when manual intervention may be necessary, such as
in certain weather conditions, complex driving scenarios, or
low visibility situations. Essentially, knowing ‘when’ to use
driving automation functions involves a huanced understanding
of both the capabilities of AV systems and the context of the
driving environment.

Do you know how to use ALL
of the automated driving
systems functions installed in
the vehicle that you drive?

Do you know when to use ALL
the automated driving systems
functions installed in the vehicle
that you drive?

No

12%
No
37%

Yes

9
L3 Yes

88%

Fig. 9. Use factors: How to use (left) and when to use (right).

When asked, “Are you ‘proficient’ in using the driving
automation functions installed in the vehicle that you drive
during any weather condition?” As shown on Fig. 10, two (2)
participants chose ‘No’ and fourteen (14) participants chose
“Yes’. For participants to state that they are ‘proficient’ in
using the driving automation functions installed in their L2 AV
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during any weather condition means that they possess a high
level of skill and competence in using AV features, regardless
of the weather conditions. This proficiency implies that
participants are capable of effectively navigating and
controlling the AV’s ADAS/ADS, such as ACC, LKA, AEB,
and others, even when faced with challenging weather
conditions: rain, snow, fog, or extreme temperatures.

Being proficient in using these L2 AV features suggests
that. To some degree, participants understand their capabilities
and limitations, know how to activate and deactivate them as
needed, and can make informed decisions to ensure safe and
efficient driving under various weather scenarios. It also
implies that participants are familiar with any specific
adjustments or considerations required for optimal
performance of the driving automation functions in different
weather conditions. Overall, claiming proficiency in using
driving automation functions in any weather condition
indicates a high level of skill, experience, and confidence in
using AV systems to enhance driving safety and convenience
across a range of environmental circumstances.

When asked, “Do you feel ‘comfortable’ using driving
automation functions in your vehicle?” As shown in Fig. 10,
one (1) participant selected ‘No’ and fifteen (15) participants
selected ‘Yes’. Feeling ‘comfortable’ with the driving
automation functions in the vehicle indicates a sense of ease,
confidence, and familiarity with using these AV features. This
level of comfort suggests that participants are at ease with
operating the vehicle automation functions and have a good
understanding of their capabilities and limitations. It implies
that participant feel relaxed and confident while engaging these
AV features during their daily driving experiences.

Are you proficient in using the
automated driving systems
installed in the vehicle that you
drive during any weather

condition? N° o
12% 6%

Fig. 10. Proficiency (left) and comfortability (right) factors.

Do you feel comfortable using
automated driving systems in
your vehicle?

When asked, “Do you know the difference between ‘hands-
off’ and ‘hands-on’ driving automation functions protocols?”
Three (3) participants selected ‘No’ and thirteen (13)
participants selected ‘Yes’, as shown on Fig. 11 (left figure).
The distinction between ‘hands-off’ and ‘hands-on’ driving
automation protocols relates to the degree of manual
engagement required from the driver during AV operation:

1) Hands-off driving automation: In this mode, the AV
system can manage most driving tasks independently, with
minimal or no physical input from the driver. It encompasses
advanced automated systems where the AV can steer,
accelerate, and brake within pre-set parameters. However, the
driver must remain attentive and ready to intervene if
necessary.
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2) Hands-on driving automation: This protocol
necessitates the driver to maintain continuous contact with the
steering wheel and be prepared to take control of the AV when
required. While automation systems like ACC or LKA may be
active, the driver remains responsible for monitoring the
driving environment and intervening as needed. Hands-on
automation offers assistance but does not fully relieve the
driver of their driving responsibilities.

In essence, hands-off automation grants more autonomy to
the vehicle, while hands-on automation mandates ongoing
driver involvement and supervision, even with automation in
operation. When asked, “Do you understand the difference
between automated mode and manual mode in critical
situations?” One (1) participant selected ‘No’ and fifteen (15)
participants selected ‘Yes’, as shown on Fig. 11 (right figure).
Understanding the difference between automated and manual
driving modes in critical situations involves drivers grasping
how each mode functions and the driver’s role within them. In
automated mode, the AV systems primarily handle driving
tasks, using sensors and algorithms to make decisions
regarding steering, acceleration, and braking. During critical
moments such as sudden obstacles or emergencies, the ADS is
expected to respond promptly, although driver intervention
may be necessary if prompted or if the situation demands it.
Conversely, in manual mode, the driver assumes direct control
over driving functions, especially in complex or unpredictable
scenarios where the ADS may struggle. The driver’s ability to
make quick decisions and navigate effectively becomes
crucial for ensuring safety. Thus, participants understanding
these modes entail recognising the balance between automated
assistance and human control in critical driving situations.

When asked, “Do you know in which situations you need
to take over control of the vehicle when driving automated?”
One (1) participant chose ‘No’ and fifteen (15) participants
chose “Yes’ as illustrated by Fig. 11 (bottom). Participants
understanding the instances necessitating driver intervention to
assume control of the AV while driving in automated mode
involve identifying various scenarios where human oversight
becomes crucial for safety. These include emergencies, such
as, sudden obstacles or hazards, AV system technical
malfunctions, adverse weather conditions impairing sensor
efficacy, navigating complex or ambiguous traffic situations,
and adapting to changes in road infrastructure like construction
zones. Recognising when to intervene underscores the
importance of acknowledging the AV system’s limitations and
being prepared to step in when human judgment and decision-
making are vital for safe navigation.

When asked, “Where do you usually use automation when
driving?” As shown on Fig. 12, for highways: three (3)
participants chose ‘No’ and thirteen (13) participants chose
“Yes’, for inner cities: three (3) participants chose ‘No’ and
thirteen (13) participants chose ‘Yes’, and for rural roads:
eleven (11) participants chose ‘No’ and five (5) participants
chose “Yes’. Participants typically use automation features
while driving in various scenarios, including highway driving,
navigating heavy traffic, and cruising on roads. Driving
automation finds its usefulness in a range of contexts, including
highway cruising, navigating heavy traffic, and managing long-
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distance journeys. It is seen as particularly advantageous in
scenarios such as highway driving, where traffic patterns are
more predictable, as well as during stop-and-go traffic
situations, where systems like ACC can alleviate driver fatigue.
Moreover, driving automation is seen to prove beneficial
during routine commuting, assisting drivers on familiar routes,
and in city driving, where systems like AEB enhance safety
amidst complex urban environments. Additionally, VAS can
support in adverse weather conditions by providing traction
control and stability assistance. However, it is crucial for
drivers to remain attentive and prepared to take control when
necessary, as VASs may not be equipped to handle all driving
scenarios effectively.

Do you understand the
difference between automated
mode and manual mode in
critical situations?

Do you know the difference
between “hands-off” and “hands-
on” automated driving protocol?

Yes Yes
81% 94%

Do you know in which situations you need to take over control of the
vehicle when driving automated?

Yes
94%

Fig. 11. Hands on/off (left), automated/manual mode (right), and context of
use (bottom) factors.

Where do you usually use
automation or automated driving
systems when driving?
[Highway roads]

No
19%

Where do you usually use
automation or automated driving
systems when driving? [Inner
city roads]

No
Yes 69%
81%

Where do you usually use automation or automated driving systems
when driving? [Rural areas roads]
Yes
13%

No
87%

Fig. 12. Where to use factors: Highway (left), inner city (right), and rural roads
(bottom).

C. Driving Skills Over Long-Term Use of Automation

Participants where ask to provide information concerning
their driving skills based on long-term usage of driving
automation features. Proficiency in driving, developed through
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extensive use of driving automation features, is characterised
by a deep understanding of the AV’s capabilities and
limitations. Over time, drivers become adept at seamlessly
incorporating systems like ACC and LKA into their driving
routines to enhance safety and convenience. Experienced users
of these AV systems demonstrate heightened SA, making
informed decisions about when to use VAS based on road
conditions and traffic flow. Moreover, these users develop
discerning judgment in assessing the reliability of VAS and
intervening when necessary to ensure safe driving. Through
continuous practice (based on the power law of practice),
drivers refine their skills to strike a balance between leveraging
automation benefits and maintaining vigilance on the road.
With 1 (Strongly Agree), 2 (Agree), 3 (Disagree), 4 (Strongly
Disagree). When provided the statements:

1) “Lomg-term use of automation has an effect on
humans’ driving skills”: As shown on Fig. 13 (top figure),
nine (9) participants chose ‘Strongly Agree’, two (2)
participants chose ‘Disagree’, and five (5) participants chose
‘Agree’. This reveals that extended reliance on automation has
an impact on human driving abilities.

2) “Using automation for a long period of time has an
effect on people’s manual driving style”: As shown on Fig. 13
(middle figure), six (6) participants chose ‘Strongly Agree’,
three (3) participants chose ‘Disagree’, and seven (7)
participants chose ‘Agree’. This shows that prolonged
dependence on automation alters individual users’ manual
driving behaviours.

Y oo wiouyr oo Duunyly Myico

Total 5 2 9

Using automation for a long period of time has an effect on people’s
manual driving style.

8
6
4
2
0 ;
Agree Disagree Strongly Agree
Total 7 3 6
Using automation for a long period of time has an effect on people’s
manual lane-keeping behaviour.
12
10
8
6
4
2
0 Strongly Strongly
(e DliEgjiEe Agree Disagree
Total 10 1 3 2

Fig. 13. Effects factors: Driving skills (top Fig), manual skills (middle Fig),
and manual lane keeping (bottom Fig).

1) Using automation for a long period of time has an
effect on people’s manual lane-keeping behaviour”: As shown
on Fig. 13 (bottom figure), ten (10) participants chose ‘Agree’,
one (1) participants chose ‘Disagree’, three (3) participants

36|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

chose ‘Strongly Agree’, and two (2) participants chose
‘Strongly Disagree’. This highlights that extended use of
automation significantly influences individual user’s manual
lane-keeping behaviour over time.

2) “Using automation for a long period of time has an
effect on people’s manual steering behaviour”: As shown on
Fig. 14 (top figure), nine (9) participants chose ‘Strongly
Agree’, two (2) participants chose ‘Disagree’, and five (5)
participants chose ‘Agree’. This reveals that long-term
reliance on automation affects individual users’ manual
steering behaviour.

3) “Using automation for a long period of time has an
effect on people’s manual braking behaviour”: As shown on
Fig. 14 (middle figure), seven (7) participants chose ‘Strongly
Agree’, two (2) participants chose ‘Disagree’, and seven (7)
participants chose ‘Agree’. This highlights that extended use
of automation has an impact on individual users’ manual
braking behaviour over time.

4) “Using automation for a long period of time has an
effect on peoples’ gaze behaviour”: As shown on Fig 14
(bottom figure), two (2) participants chose ‘Strongly Agree’,
two (2) participants chose ‘Disagree’, and twelve (12)
participants chose ‘Agree’. This shows that extended reliance
on automation alters individual users’ gaze behavior over
time.

Using automation for a long period of time has an effect on people’s
manual steering behaviour.

10
8
6
4
2
0 .
Agree Disagree Strongly Agree
Total 5 2 9
Using automation for a long period of time has an effect on people’s
manual braking behaviour
8
6
4
2
0
Agree Disagree Strongly Agree
e Total 7 2 7

Using automation for a long period of time has an effect on peoples’
gaze behaviour.

15
10
5
0
Agree Disagree Strongly Agree
e Tota 12 2 2

Fig. 14. Effects factors: Manual steering (top Fig), braking (middle Fig), and
gaze behaviour (bottom Fig).

Vol. 15, No. 3, 2024

5) “Using automation for a long period of time has an
effect on people’s temperament (e.g. impatience, frustration,
irritation, aggressiveness, calmness, rage, etc.) behaviour
when driving manually”: As shown on Fig. 15 (top figure),
eight (8) participants chose ‘Agree’, six (6) participants chose
‘Disagree’, one (1) participants chose ‘Strongly Agree’, and
one (1) participants chose ‘Strongly Disagree’. This highlights
that prolonged use of automation can influence individual
users’ temperament over time.

6) “Using automation for a long period of time has an
effect on people’s cognitive reasoning or decision-making
process when driving manually”: As shown on Fig. 15
(bottom figure), two (2) participants chose ‘Strongly Agree’,
two (2) participants chose ‘Disagree’, and twelve (12)
participants chose ‘Agree’. This highlights that extended use
of automation can impact individual users’ cognitive
reasoning or decision-making processes when driving
manually.

Using automation for a long period of time has an effect on people’s
temperament (e.g. impatience, frustration, irritation, aggressiveness,
calmness, rage, etc.) behaviour when driving manually.

10
8
6
4
2
0 q Strongly Strongly
R DIEEE Agree Disagree
Total 8 6 1 1

Using automation for a long period of time has an effect on people’s
cognitive reasoning or decision-making process when driving

manually.
14
12
10
8
6
4
2
0 Agree Disagree Strongly Agree
Total 12 2 2

Fig. 15. Effects factors: Temperament (top) and cognitive reasoning (bottom).

D. The Learning Process

Participants were asked to provide information concerning
how they learned to use driving automation features in their
vehicles. When asked, “Do you think it is important to receive
training on how to use driving automation systems?” As shown
on Fig 16, Five (5) participants chose ‘No’ and eleven (11)
chose “Yes’. Thus, this stresses that receiving training on how
to use driving automation systems is crucial, especially in
different scenarios.
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Do you think it’s important to receive training on how to use
automation or automated driving systems?

15
" /
5
0
No Yes
Total 5 11

Fig. 16. Learning effects factors.

Participants were thereafter asked to provide a remark for
receiving training, at which the following reasons were given:

When asked, “How did you learn to use the automated
driving systems in the vehicle(s) that you drive?” with 1 being
Social media (YouTube, Facebook, etc.), 2 being Social
networks (Family and friends), 3 being Learned by myself, 4
being Driving School, 5 being Vehicle brand website, and 6
being ‘Other’. As shown on Fig. 17 (top figure), most
participants selected 2, which is ‘Social networks (Family and
friends)’, and only 1 participant selected 1, which is ‘Social
media (YouTube, Facebook, etc.)’. This shows that participants
familiarised themselves with using the AV systems in the
vehicles they drive through a combination of reading the user
manual, receiving hands-on instruction from dealership staff or
certified trainers, and experimenting with the ADSs during
their driving experiences. When asked, “How easy was it to
learn to use the automated driving features in the vehicle(s) that
you drive?” As shown on Fig. 17 (bottom figure), four (4)
participants chose ‘Challenging’, five (5) participants chose
‘Easy’, one (1) participant chose ‘Very challenging’, and six
(6) participants chose ‘Very easy’. This show learning to use
AV system depends on individual characteristics, AV system
design, as well as context of use and exposure.

How did you learn to use the automated driving systems in the
vehicle(s) that you drive?

0 2 4 6 8 10 12 14

o B N W

How easy was it to learn to use the automated driving systems in the
vehicle(s) that you drive?

8
6
4
2
0 Vi
Challenging Easy challsrrl)g/;ing Very easy
Total 4 5 1 6

Fig. 17. Learning process (top) and easiness to learning (bottom).

E. Automation-induced Effects

Participants were asked to provide information pertaining
to their understanding of automation-induced effects.
Information regarding participants’ understanding of the
effects induced by vehicle automation typically encompasses
drivers’ awareness of how vehicle automation impacts various
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aspects of driving behaviour, cognitive processes, and overall
driving experience. This understanding may include knowledge
about changes in manual driving habits, alterations in
attentional focus or gaze behaviour, shifts in decision-making
processes, and potential changes in overall driving
temperament. Moreover, it may involve awareness of the
benefits and limitations of vehicle automation, as well as the
importance of maintaining vigilance and readiness to intervene
when necessary. Inclusively, an understanding of automation-
induced effects is crucial for ensuring safe and effective
integration of AV technology into the driving environment.
When asked,

e “Do you think there are risks in using driving
automation systems long-term?” As shown on Fig. 18
(left figure), eight (8) participants chose ‘Yes’, five (5)
participants chose ‘No’, and three (3) participants chose
not to answer. This shows that using driving automation
systems over long term poses certain risks that should
be considered.

e “Do you think there are safety benefits in using driving
automation systems long-term?” As shown on Fig. 18
(right figure), eleven (11) participants chose ‘Yes’, two
(2) participants chose ‘No’, and three (3) participants
chose not to answer. This shows that there are safety
benefits associated with using driving automation
systems over long term.

TABLE I. LEARNING EFFECTS REMARKS

Learning Effects Remarks

Participants

Remarks

“These vehicle automated systems can be complex because every car brand
has its own different systems and HMIs. So training especially for first-time
users is important.”

“Training and learning by doing is important.”

“Short introduction is needed.”

“You experience it and at first you are a little suspicious or doubt the features.
And while monitoring it quite strictly, you get to learn how capable the
system really is.”

“Some people don't know how to use automated cars.”

“These automated systems are still new and not a lot of people know exactly
how to use them and when to use them, as well as where to use them. So
training is important, not necessarily on how to use but also on educating
people to know what they are there for.”

Do you think there are risks in
using automation or automated
driving systems long-term?

Do you think there are safety
benefits in using automation or
automated systems long-term?

N/A N/A
19% 19%

No

12%
No

31%
Fig. 18. Risks and safety effects factors.

Participants were further asked to name some risks and
safety benefits of using driving automation systems. The
following reasons were given (see Table I1).
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Risks /BENEFITS OF USING AV

Risks /Benefits of Using AV

Participants
Risks

Benefits

Risks include paying less attention to
the road and other vehicles, being
overly confident in automation to do
all the driving tasks, over trusting the
automation in complex situations,
loss of driving skills, etc.
Inexperienced and insecure drivers
pose a hazard.

Safety benefits include automation
systems helping with the driving
tasks, being able to perform other
tasks, more safer driving with
automation as my co-driver, the
system helping me when | lose
control of the car, etc.

With curvy roads, I sometimes don’t
trust in automation; its confusing.

Less congestion, safer on highway.

Drivers forget how to drive
independently and control the vehicle
themselves in critical situations.

Safe automatic braking, adjustable
distance, automatic speed limitation.

Rely on systems too much. Forget or
stop monitoring surroundings.

As long as used correctly, the
system reacts faster and more
reliable than a human does.

You get bored while driving
automated, or even tired. You focus
on other things you should not.

System applies to the legal limits
and regulations.

You lose skills, need training.

System does not get tired.

You are out of the loop, if a critical
situation comes up.

System might be able to adapt to the
user's behaviour.

Getting the attention back to driving
might take longer after a long period
of automation.

System is usually safe, instead of a
nervous or aggressive driver type.

Risks when you experience a problem
with your car and u cannot fix it
because it is an automated car.

System  monitors the driver's
behaviour and keeps it at a safe
level. Faster ROI.

People become lazy, they forget to
drive, they rely heavily on the
automation, they neglect their roles,
the automation is not 100% safe, and
it could fail.

It is good for when you lose control
of the car, it can be your co-driver,
and it helps with taking off extra
stress of driving the car.

Risks can be system malfunctions.
Over trust in automation.

Smaller environmental footprint.
Easy integration.

You cannot change the speed.

The constraints of AV systems involve their incapacity to
completely emulate human decision-making and flexibility in
intricate or unforeseeable driving scenarios, as well as their
dependence on sensors that could be influenced by adverse
weather or environmental conditions. Moreover, these AV
systems might encounter challenges in accurately interpreting
specific road markings or signage, potentially leading to
navigation errors. Additionally, AV systems may not
consistently detect all road obstacles or hazards, raising the
possibility of accidents or collisions. In essence, while AV
systems offer various advantages, it's crucial for users to
recognize their limitations and maintain attentiveness during
driving. When asked, “Do you understand the limitations of
driving automation systems?” As shown on Fig 19 (left figure),
eleven (11) participants chose ‘Yes’, two (2) participants chose
‘No’, and three (3) participants chose not to answer.

The capabilities and functionalities of AV systems include
assisting with tasks like maintaining speed and distance from
other vehicles, staying within lanes, and offering alerts or
interventions in specific driving scenarios. These AV systems
can feature advanced elements like ACC, LKA, AEB, and
semi-autonomous driving modes. Additionally, certain AV
systems provide convenience features like parking assistance
and traffic jam assist. Ultimately, these capabilities aim to
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improve driving safety, comfort, and convenience by lessening
the driver’s workload and addressing risks on the road. When
asked, “Do you understand the capabilities of driving
automation systems?” As shown on Fig. 19 (right figure),
eleven (11) participants chose ‘Yes’, two (2) participants chose
‘No’, and three (3) participants chose not to answer.

Participants were further asked to name/list limitations and
capabilities of driving automation systems (see Table I11).

Participants were further asked to list examples of how
using driving automation systems over time has negative
effects and positive effects on users (see Table V).

F. Trust in Automation

Participants were asked to describe the level of trust they
have in driving automation systems. When asked, “Do you
trust automation to safely drive you to your destination without
you constantly supervising it?” As shown on Fig. 20 (left
figure), Six (6) participants chose ‘Yes’, six (6) participants
chose ‘No’, and four (4) participants chose not to answer.
Participants in the study express varying levels of confidence
in driving automation systems, ranging from complete trust to
scepticism or caution.

Do you understand the

capabilities of automation and
automated systems?

Do you understand the
limitations of automation or
automated driving systems?

N/A N/A
19% 19%

No No
12% 12%

Fig. 19. Limitations and capabilities factors.

TABLE Ill.  LIMITATIONS / CAPABILITIES OF AV

Limitations/Capabilities of AV

Participants

Limitations Capabilities

It is a machine, so it cannot be better than a

human. It is a good co-driver partner

Can handle most of the
regular driving scenarios.

All limitations are in the manual. May
sometimes fail to detect risk situation.

Shows good performance on
well-marked roads, with non-
rush hour traffic, at speed
range from 50 to 140 km/hr.

Rush hour traffic is sometimes too much for
automation, even on highways.

In construction areas and on roads without
road-marking automation does not work.

Allows relaxed driving. It
limits the speed correctly.

It is good in keeping the
selected distance to cars in
front.

Automation is not made for increased speed.

Limitations during bad weather, and bad
road marking.

It is holding the lane exactly.
It warns the driver to be alert.

Limits during weather conditions. Sensor
blindness and limits/width.

Reproduction of known and
common behaviours.

New situations are hard to handle, system is
unable to interpret unknown situations.

Driving  without
gears several times.

changing

It has specific speed limit. It is not fully
functional yet, it has errors, and it causes
people to be negligent when driving.

It is good for driving under
the influence, it helps people
to not crash.

Limits to using full capabilities or functions
due to pre-programming that cannot be over
ridded. Limit on ODDs

It keeps people safe, and it
helps with driving so that
people can do other stuff.
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NEGATIVE / POSITIVE EFFECTS OF USING AV

Negative/Positive Effects of Using AV

Participants
Negative Effects

Positive Effects

It may be flawed, prone to error,
and people can over trust in
situations they should not.

People can perform other personal
tasks and use their time on the road
more usefully like reading, rest, eat,
nap and catch up on family time, etc.

Humans may pay less attention and
neglect risks. When the ADS fails,
it could be dangerous.

Relaxing during a drive, save time for
other things, e.g. reading, working in
the car.

Sometimes driver loses attention.
Visual and acoustic warning
confuses or frightens driver.

Automated long distance driving is
relaxing. Automated driving provides a
kind of safety.

Drivers forget how to park
themselves, drivers forget how to
assess risks, they forget how to
drive smoothly and quickly.

Time while driving for other tasks.
Arrive more relaxed. Tendency to
drive safer and more relaxed.

You lose your skills and
experience, rely too much on the
systems, tend to trust too much,
stop monitoring properly.

It makes driving easier for human
beings. They are so quick to
understand, and you do not get tired.

You will not know how to manual
drive, unable to drive manually.

Reduce workload, consistency, saves
time.

They forget how to drive, they
become  over  trusting on
automation, they misjudge it. Less
focus.

People can use their time for other
things, they can catch up with friends
and family, work, can relax, and they
can be safe and enjoy travelling.
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arise from instances of system failure, inconsistent
performance, or unclear communication about system
reliability. Moreover, overtrust in automation may stem from a
lack of understanding of its limitations, complacency due to
extended periods of successful use, or misplaced confidence in
the AV system’s abilities.

Concerning examples of automation misuses, participants
mentioned the following, which are illustrated by Table VI.

It is shown that, causes of vehicle automation misuse can
stem from various factors, including overreliance on
automation, lack of understanding of AV system limitations,
complacency due to prolonged successful use, and failure to
maintain vigilance and readiness to intervene when necessary.
Furthermore, misuses may occur due to misinterpretation of
AV system response or information, as well as intentional
misuse or disregard for safety guidelines. Furthermore,
inadequate training or improper implementation of AV systems
can contribute to their misuse.

TABLE V. CAUSES OF TRUST IN AUTOMATION

Table Column Head

Participants
Trust in Automation

You will get into a comfort zone
whereby you dependent on it.

It is simple. Less accidents and less
road rage.

Do you trust automation to safely
drive you to your destination
without you constantly supervising
it?

Please indicate the level of
trust you have in automation.

N/A N/A High
25% 25% 25%

< Intermediate
o

37%
37%

Fig. 20. Trust factors (left) and level of trust factors (right).

Participants were further asked to indicate the level of trust
they have in automation, Low, Medium, or High. As shown on
Fig. 20 (right figure), Four (4) participants chose ‘High’, six
(6) participants chose ‘Medium’, two (2) participants chose
‘Low’, and four (4) participants chose not to answer. They
generally indicate their level of trust in automation as low,
medium, or high, depending on their experiences and
perceptions. Participants provided remarks, such as, “it is not
yet error-free”, “driver attention is needed”, “in the long term,
automation for monitoring is needed, traffic violations should
be recorded”, and “depends entirely on the situation.”
Participants were asked to list views on trust over long-term
use. For example, describe causes to trust, distrust/mistrust,
over trust in automation.

. Participants were asked to list examples of NDRTSs that
people do while driving (e.g. answering text messages, emails,
checking social media, etc.), which are illustrated by Table V.

It is shown that, causes for trusting vehicle automation
include consistent positive experiences, reliable performance,
and clear communication of AV system capabilities and
limitations. Conversely, causes for distrust or mistrust may

Trust Mistrust/Distrust Over Trust
It has disadvantages and
advantages. People may
overly trust it over time, Because they

which can have negative
consequences, as these
systems are not yet error-
free. In situations where
people are afraid of
technology, its important
for it to prove that its
trustworthy in order to use
it for a longer time.

Because of media that
shows that automation can
be dangerous, people fear
the unknown, fear that
machines will overtake
human life, etc. No or
minimal practice.

believe it s
designed to help
people, it's more
intelligent  than
humans, it does
the job  more
efficiently, etc.

It depends on the
developed type of vehicle
automation.

The capability of
perception and planning is
not developed enough for
safe driving.

Don’t understand
how AV work,
and may think it
is very safe.

| trust automation if
conditions on the road are
not crowded and if the
road itself is well marked
and not too curvy.

Sudden  braking  on
highways or rural roads
with speed limits.

Automation inaccuracy.

Blind trust in new
technology. Not
aware of  risk
circumstances
(weather ...).

In the longterm, | System failure, | Because it s
automation for monitoring | monitoring of driving | easier to use.
is used. behaviour. Product quality.
Depend on performance - Baq behaviour and fa_lse Because of
it might get higher. If you actions (e.g. following | misconceptions
do not struggle so rﬁuch to fa_Iser detected lanes on that it’s  more
drive a car it is much h!ghway). Get scared or |nt_e|||gent and
casier to usey disappointed by car while | skilful than
) driving long distance. humans.

People trust automation
but not over trust it
Because technology does
not always work and

Because it is a struggle
when it does not function.
Because of the sci-fi
movies and social media

Lack of education
on what exactly it
is and how it’s

cannot replace humans. | that show how its not | designed.
Maybe over time you get | good, can become | Repeated usage
used to the idea of | redundant. When not | without incidents.
automation, so trust level | comfortable with | Automation
will increase. This will | automation, a sense of | accuracy.
increase over time. mistrust Kicks in.
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TABLE VI.  NDRT THAT PEOPLE DO WHILE DRIVING AND MISUSES

NDRT and Misuses

Participants

NDRTSs while -
s Misuses
driving
Phon_e calls, drinking, textlr_lg, Giving too many responsibilities to
sending messages and emails, .
- L the automation to carry out the
chatting.  Picking up  phones,

whole task without their full
attention. WhatsApp, e-mails or
Mobile phone usage while driving.
Not paying attention to the driving.
Driving or holding the steer wheel
with one hand. Stop monitoring,
willingly trick the steering detection
(not really grabbing the wheel), and
ignore warnings. Not putting a seat
belt. Making calls while driving.
Giving all the driving
responsibilities to the car, not being
alert on the road, doing other stuff
while driving, and drinking alcohol
in the car. Answering calls while
driving. Using on curvy roads with
relatively high speed.

answering text messages. Searching
radio channels or music, searching
phone numbers, checking the map,
calling phone, answering. Answering
text messages, emails, checking
social media. Text, eat, read papers or
books, listening to podcasts, check
mails, answer phone calls, get
dressed. Texting while driving,
making calls. text chatting. checking
emails, answering calls, videos calls,
and texting, eating, and taking a rest.
Google, using social networking.
Answering e.g. WhatsApp, Facebook
and YouTube. Phone usage, looking
outside,  talking  with other
passengers.

Participants were further asked to give remarks (see Table
VII) concerning ADSs, concerning what researchers and
manufacturers should emphasis on.

TABLE VII. RESEARCHERS/ OEMS’ ADS FOCUs POINTS
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automation technologies, fostering trust, safety resilience, and
usability among user types.

V. DISCUSSION

Based on the findings, we advocate for further research to
gain a comprehensive understanding of the context of
automated driving experiences and BA, as well as UX safety
architectures over extended periods of automation usage.
Although users express satisfaction with AVs, there are
concerns stemming from their reactions to safety-critical
situations with automation activated, as well as their
incomplete understanding of the AV system's functionality,
particularly regarding awareness of potential critical situations
when automation is engaged. Therefore, it's crucial to
investigate BAC over prolonged use or exposure to AV
systems. When developing Interaction Design Systems (IXDS)
for safety-based use cases, it is essential to consider key
parameters related to the human user (see Table VIII), the AV
system (see Table 1X), and the interaction design factors (see
Table X).

TABLE VIII. AUTOMATED DRIVING EXPERIENCE CONSIDERING HUMAN
FACTORS

Fundamental Aspects of Human Factors

ADS Researchers and Manufacturers

Participants

Researchers/OEMs ADS Focus Points

Researchers/manufacturers should give more focus to designing and
developing automated systems that are efficient and safe.

The car interfaces should be more efficient, as well as designed for different
people, for example, colour blindness, older people with eye issues, etc.

The interfaces should not only be in a physical mode but also a nonphysical
mode of communication. People do not always want to look at the interface
for information; they also want to hear it, feel it or sense its presence.

Evaluate the ability of the automated driving while increasing trust of the
automated driving. Not only visual und acoustic warning, but also a verbal
assistance and warning interface. Easy operation with voice commands.

Make clearer when and how the system works. And stress more on when it
won't be able to work. Look more into situations that might cause problems.
For example, tesla's wrong detection of cycles drawn on tracks, reaction to
white tracks or walls, etc.

They should make sure that, some parts are easier to use. More physical
buttons. AV system affordability, reliability and education.

Educational purposes because people sometimes forget. More simplified
systems and easy to use functions. Young and old people education.

Developer should understand that not everyone has a technical background, so
people may not understand it and know how to use it correctly.

It can be argued that, researchers and manufacturers should
prioritise several key areas to ensure the safe and effective use
of AVs. These include educating users about AV system
capabilities and limitations, improving HAI through intuitive
interfaces, enhancing AV system reliability and performance
through rigorous testing and repeated measures, implementing
continuous monitoring and prolonged evaluation processes,
collaborating with regulatory authorities to establish clear
standards and policy science, and addressing ethical
considerations such as irresponsibleness and accountability. By
focusing on human factors aspects, they can promote
responsible  development and deployment of vehicle

Aspects Categories Description
Attention allocation, problem  recognition,
User ability | decision making processes, action
implementation, skills and competences, etc.
User Beliefs, emotions, distraction, stress, fatigues,
User ati I stat lity type, d t
ability variations mental state, personality type, drowsy, etc.
Reasoning Mental models, SA, workload distribution, trust,
efficacy and learning patterns, etc.
Behaviour Changes in use context, use/misuse and abuse
adaptation automation, trust/distrust, accept/reject, etc.
TABLE IX.  AUTOMATED DRIVING EXPERIENCE CONSIDERING AV
FACTORS
Fundamental Aspects of AV Factors
Aspects Categories Description
The level at which the automation can operate the
Degree of : P
vehicle and the degree of autonomy that it is able
autonomy S -
to make decisions and enforce action, etc.
AV system Behawou_ral components, e.g. anthr_opomo_rphlc
(human-like behaviour), zoomorphic (animal-
morphology

AV like), robotic (machine-like), etc.

ability Nature of information, transparency, cleaner

HMI/UI design language, terminology and symbols,
visually comfortable design, distractive design.

Adaptation | Automation adaption to user types, etc.

AV ability Capabilities and limitations, error-proneness,

robustness, awareness, and learning, etc.

The findings reveal that when assessing the overall
evaluation of vehicle operation competency and driving skills
over long-term use, users’ understanding of vehicle automation
is limited. As automation technology advances, developers
must implement improved mechanisms to transparently
communicate the purposes of various Vehicle Automation
Systems (VAS) and provide guidance on their usage, taking
into account the varying levels of difficulty among different
user types. Additionally, there should be a focus on enhancing

41|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Human-Automation Skilfulness (HAS) to facilitate the
development of driving skills, as well as considering future
needs for reskilling and upskilling in Human-Automation
Interaction (HAI) [30].

Learning is a multifaceted process that can be categorized
into three aspects of UX performance: cognitive, affective, and
psychomotor, which also includes factors such as acuity (range
of wvision) [2]. Through repeated exposure to vehicle
automation, users undergo continuous development of their
mental models and changes in their brain architecture. This
occurs due to the various ways in which humans receive,
process, connect, categorize, and utilise information, as well as
discard it over the long term. With repeated use of automation,
there is a notable evolution in UX; trust, and acceptance, driven
by users' ongoing learning processes and patterns as they
encounter diverse situations.

TABLE X. AUTOMATED DRIVING EXPERIENCE CONSIDERING

INTERACTION DESIGN FACTORS

Fundamental Aspects of Interaction Design Factors

Aspects Categories Description
Configurations of humans and AV systems, co-
. corporative designs, structure of teaming (the
Suave design . -
interaction can  be  synchronous  or
asynchronous), etc.
Multi-road Designed for multi-driver, driver-driver, driver-
user pedestrian, driver-motorcyclist situations, etc.
Supervisor, operator, mechanic/programmer,
IXDS Roles peer, bystander, mentor, information consumer,

synchronous or asynchronous, etc.

Type of info for decision support categorised

Decision - - .
according to pre-processing, available sensor
support - : -
info, device, type of sensor fusion, etc.
. Homogeneous (singular OEM-based IxD of the
Design

same system), heterogeneous (several OEM-

configuration based IxD of different systems).

Task specified from an operation classification
Task type point of view, performance parameters, task
Task shaping, goal-directed process, analysis, etc.

ability Importance of the task to be performed. E.g., an
Task - .
P AV could fail to detect human or risky
criticality N
situations
. Degree of environmental distractions. E.g. the
Environmental ; L
weather, road type, traffic density, signs, etc.
Settin Homogeneous (several vehicles of the same
9 Composition LOA) or heterogeneous (several vehicles of
and . h
State different LOA) operating on the same space.
context Road design factors that influence user journey,

Journey pain | curvy roads, modes of physical proximity to
points other road users, such as avoiding, passing,
following, approaching, and touching, etc.

In regards to automation-induced effects and trust in
automation, users often perceive trust as a sense of entrapment.
There are observable learning effects stemming from repeated
usage, which influence both the levels and patterns of trust
over time. As users gain more experience with VAS, they may
feel less inclined to monitor the system closely, leading to
reduced SA and potentially poorer performance, especially as
automation advances to higher levels (e.g., L3). Various
NDRTSs that users engage in while driving in automated mode
are prevalent. While users generally demonstrate a level of
trust in automation, they also express safety concerns. Drivers
frequently report instances of distrust, along with feelings of
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risk, discomfort, stress, and

situations.

encountering demanding

Furthermore, it is essential to recognize that the same user
will perceive the same VAS differently depending on various
factors such as the situation, setting, weather conditions, and
mental state (e.g., fatigue, distraction). Similarly, different
users may interpret the same automated driving event in
distinct ways and experience trust differently, leading to a
context-specific understanding. As UX engineers or
researchers, the goal is to strive for a consistent and
satisfactory UX based on safety criteria over prolonged use.
The results highlight the importance of obtaining a clear
understanding of user types for designing AV experiences,
particularly as AVs redefine people's lifestyles. Conducting
user-centered research helps to gain insights into different user
types, their typical behaviours, encountered challenges, and
points of discomfort, allowing for the development of IxDS
that withstand the test of time. Consequently, this facilitates the
creation of AV systems and HMI/UI designs that effectively
resonate with diverse users, enhancing driving engagement,
pleasure, and satisfaction.

The initial step involves defining various levels of UX and
deriving specifications regarding the relationship between UX
and BA. These levels of UX encompass novice, advanced
beginner, competent, proficient, and expert levels.
Additionally, it is crucial to consider how the effects of
automation transfer between different levels of knowledge,
such as from novice to competent or across various AV
designs. This distinction is characterised by the transition from
operational explicit knowledge at different levels to more
strategic tacit knowledge over time. We can argue that, learned
patterns are established through prolonged experiences with
automation, resulting in the development of models of
information patterns. Models representing different levels of
UX should be utilised to shape long-term user behaviour data,
providing a comprehensive understanding of both current and
future states of in-vehicle UX. The gathered data contributes to
a cohesive understanding, which can further inform the
determination of the magnitude and type of IXDS required. The
following are some lessons learned on inspiring safe adoption
of automation and risk-free adaptable user behaviours.

1) Effective communication and proactive engagement are
essential for influencing user behaviour positively. It is crucial
to clearly communicate the effects of automation and provide
appealing alternatives.

2) Bridging the gap between belief bias, attitude and
behaviour requires collaborative efforts from diverse
stakeholders, including policymakers, the AV industry, non-
governmental organizations, and academia.

3) Achieving collaboration ~ among  stakeholders
necessitates effective transparent communication and mutual
understanding. This ensures that all relevant parties are
aligned towards promoting safety and responsible behaviour
in AV usage, over time.

Additionally, longitudinal data threads are essential for
examining various aspects of BA at different levels of UX.
Moreover, importance is given towards long-term studies to
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understand the learning curve, for both learning patterns of
incorrect uses (misuses) and correct uses. The research in [4]
emphasised the importance of long-term experiments to
understand the duration of the learning phase, which
necessitates field operational tests. However, field tests are
influenced by multiple uncontrollable factors, requiring the
integration of various examination methods to obtain reliable
information. To advance research in this area, KLEAR
(Knowledge discovery on Long-term Exposure of Automation
Research) based mixed methods can be employed to assess
both negative and positive BA towards AV systems and HMIs.
Sequentially, pre-post in-depth interviews (IDI) or focus group
discussions, naturalistic Field Operational Tests (nFOT),
and/or driving simulator approaches can be conducted with
users.

VI. CONCLUSION

The aim of this study was to gather knowledge on L2
automated features that are already in the market and used by a
wide range of people, globally. It is thus important to evaluate
how these automated features are experienced over long-term
use. It is important to acknowledge UX and BA based on real
world automation usage. We aimed at examining possible use
consequences in automated driving, coupled with IXD design
effects on human-automation symbiosis. We explored UX,
learning, trust, and acceptance over time, in order to visualise
automation effects and UX aspects on user behaviour. As part
of our synthesis on understanding UX, we have considered
possible ‘user discomfort points’ and ‘user comfort points’ to
communicate the diverse nature or topics under the umbrella of
automated driving in urban traffic streams. Equally, we find
that, there is a contentious issue concerning policy reforms to
mitigate misuses, AV design, the ‘do not harm’ or laissez-faire
(i.e., ‘let them do’) approach, and training protocols seen
among software developers, OEMs, and different stakeholders
in the field. And this has been argued by many scholars over
years.

The objective of this study was to gather insights into L2
AV features that are currently available in the market and
widely used by individuals globally. It is crucial to assess how
these AV systems are experienced over prolonged use,
considering UX and BA based on real-world automation usage.
Our aim was to investigate potential consequences of use in
automated driving on road traffic, as well as the synergies of
effects on human-automation symbiosis. We examined UX,
learning, trust, and acceptance over time to predict the effects
of automation and UX aspects on user behaviour. As part of
our synthesis in understanding UX, we have identified
potential ‘user discomfort points’ and “user comfort points’ to
encompass the diverse nature of topics related to automated
driving on road urban traffic scenarios. Furthermore, we have
observed a contentious issue surrounding policy science aimed
at mitigating risks, as well as considerations about AV design
and the approach taken by software developers, OEMs, and
various stakeholders in the field, ranging from a ‘do not harm’
stance to a laissez-faire approach (‘let them do”). This issue has
been a subject of consideration among scholars for many years.

Furthermore, there is a lack of facilitation of resilient
human factors requirements. Additionally, it is crucial to derive
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specific safety-oriented Interaction Design (IXxD) parameters to
facilitate the harmonisation of AVs and HMI terminology,
levels of difficulty, limitations, capabilities, context of use, and
timeframe of exposure. Moreover, consider different user types
and variations. Undoubtedly, there exists a delicate balance
between unnecessarily constraining innovative designs and
ensuring that AV systems remain understandable for average
users, thereby sustaining behavioural-based safety over time. It
is for this reason that we emphasise the indispensability of
long-term data based on automation effects, ranging from
short-term to long-term impacts, as well as behaviour and
mental models.
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Abstract—Stock market simulations are widely used to create
synthetic environments for testing trading strategies before
deploying them to real-time markets. However, the weak realism
often found in these simulations presents a significant challenge.
Improving the quality of stock market simulations could be
facilitated by the availability of rich and granular real Limit
Order Books (LOB) data. Unfortunately, access to LOB data is
typically very limited. To address this issue, a framework based
on Generative Adversarial Networks (GAN) is proposed to
generate synthetic realistic LOB data. This generated data can
then be utilized for simulating downstream decision-making
tasks, such as testing trading strategies, conducting stress tests,
and performing prediction tasks. To effectively tackle challenges
related to the temporal and local dependencies inherent in LOB
structures and to generate highly realistic data, the framework
relies on a specific data representation and preprocessing
scheme, transformers, and conditional Wasserstein GAN with
gradient penalty. The framework is trained using the FI-2010
benchmark dataset and an ablation study is conducted to
demonstrate the importance of each component of the proposed
framework. Moreover, qualitative and quantitative metrics are
proposed to assess the quality of the generated data.
Experimental results indicate that the framework outperforms
existing benchmarks in simulating realistic market conditions,
thus demonstrating its effectiveness in generating synthetic LOB
data for diverse downstream tasks.

Keywords—Limit order book simulations; transformers;
wasserstein  GAN with gradient penalty; FI1-2010 benchmark
dataset

. INTRODUCTION

Stock markets are complex systems, with underlying
dynamics that remain largely unknown. Modeling such
environments using traditional approaches poses unique
challenges, including selecting appropriate hand-crafted
features and verifying market assumptions. Leveraging the
advancements in machine learning and deep learning
techniques, numerous studies have sought to model market
behaviors utilizing these innovative tools [1]-[4].

The dynamics of markets are influenced by interactions
among multiple agents. These interactions are documented in
the Limit Order Book (LOB) through buy and sell orders,
providing rich insights into the market microstructure [5]. Such
data is invaluable to traders, investors, regulators, and
researchers. Unfortunately, the granular details within the LOB
are not publicly accessible, with only aggregated daily
summaries of price changes being made available. One
potential solution involves adopting an agnostic approach

toward the unknown underlying dynamics and embracing
solutions capable of extracting crucial characteristics from the
actual data.

Generative Adversarial Networks (GANs) [6] offer an
intriguing solution for modeling the LOB data due to their
exceptional ability to generate data from complex distributions.
Recent breakthroughs in GANSs have accelerated their adoption
across various domains, including image generation [7], [8],
text generation [9], and audio generation [10].

In finance, numerous studies have leveraged GANs to
model financial data, demonstrating their competitiveness
compared to other deep learning techniques [11-16]. While
GANSs exhibit promising attributes for producing realistic
simulations, their application as a data generation technique for
stock market data remains relatively nascent [17]. Furthermore,
only a handful of studies have explored the potential of GANs
for stock market simulation [18, 19]. This work aims to bridge
this gap.

In this work, the aim is to develop a solution capable of
simulating the LOB by generating synthetic data that closely
resemble real data, capturing key statistical properties and
mimicking the behavior of stock order dynamics realistically.
The output of the framework is synthetic yet realistic LOB
data. The practical implications of this endeavor are manifold.
The generated data can be utilized for training forecasting
models, calibrating trading strategies, conducting stress tests,
performing backtests, and detecting anomalies. Additionally,
the proposed procedure helps address data access limitations
by creating synthetic data.

The main contribution of this study is a new framework
based on GANs models for generating synthetic Limit Order
Book data to simulate stock market behaviors. The proposed
solution relies on a specific data representation and
preprocessing scheme, along with conditional Wasserstein
GAN with a gradient penalty for model training. An
assessment methodology is proposed to evaluate the quality
and realism of the generated LOB data, and a comparison with
state-of-the-art models is provided.

The paper is organized as follows: a review of related
works is presented in Section Il. The developed framework is
detailed in Section I1l. Subsequently, experimental settings and
results are presented and discussed in Sections 1V and V,
respectively. Finally, Section VI provides conclusions and
outlines possible future avenues of research.
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1. RELATED WORKS

In this section, an overview of the LOB and GANSs basics is
provided, along with a review of works that have simulated
LOB data using various techniques.

A. Limit Order Book Background and Simulation

The LOB serves as a comprehensive record of all orders
submitted to an exchange system, providing a detailed snapshot
of market activities at a microstructure level. At any given
moment, the LOB includes active orders organized by price
levels. An active order is an order that is still unmatched or
uncancelled. Orders are categorized as either asks or bids, and
they can be modified or cancelled until they are executed. An
execution, or trade, occurs when there is a match between ask
and bid prices. Orders may be market orders, executed
immediately at the best available price, or limit orders,
executed only when there is a matching sell (buy) order at the
desired price. Fig. 1 presents a simplified visualization of an
LOB. The LOB undergoes continuous updates due to the
arrival of new orders, cancellations, and executions, altering
the current state of the market.

sell order
order cancel

b ide evels % Hﬂ Dé H L

Price
ﬁ ask-side levels

buy order

Volume

order cancel
mid-price

Fig. 1. Simplified graphical representation of the LOB showing the bid and
ask sides prices structure and the impact of different order types on the LOB’s
price levels.

The deployment of new algorithms or trading strategies in
real environments necessitates extensive testing under various
market scenarios. These tests are typically conducted within a
simulation framework that mimics the states of the LOB. The
LOB, being a dynamic and complex system, poses a challenge
for both market practitioners and researchers. Explicitly
expressing the LOB as a function is often infeasible due to the
hidden complexity of its underlying dynamics.

Furthermore, despite the increasing use of GANS in various
stock market applications, their application for LOB simulation
remains relatively understudied. Only a few studies have
explored certain aspects of GANs for stock market simulation,
with other works focusing solely on generating individual
stock price time series. This section reviews related works
pertaining to the aforementioned aspects of LOB simulation
(see Table I).

The multi-agent approach is widely adopted as a technique
for market generation, simulating interactions among agents in
the market. It involves emulating multiple types of traders with
diverse trading strategies and testing the performance of new
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experimental trading strategies by simulating market responses
to modifications of agent archetypes within the simulation.

The authors of [21] proposed an Agent-Based Interactive
Discrete Event Simulation (ABIDES) environment, which
provides the capability to simulate interactions among various
types of trading agents. This simulation occurs within a
continuous double-auction mechanism, with an exchange
agent, utilizing a Limit Order Book (LOB) featuring price-
then-FIFO matching rules. Additionally, ABIDES incorporates
a simulation kernel responsible for managing the flow of time
and facilitating all inter-agent communication. The objective of
ABIDES is to replicate a realistic financial market environment
by simulating the characteristics observed in real financial
markets.

TABLE I. MARKET SIMULATION TECHNIQUES
Ref. Objective Technique
[17] Generation of financial time |Generative adversarial networks
series (GANSs)

[19] | Simulating market orders Conditional GAN

Conditional Wasserstein  GAN
[18] | Simulating market orders with
Gradient Penalty.

[20] | Simulating market orders Conditional GAN

[21] | Simulating agents interactions ABIDES

[22] | Simulating orders execution E%F;ell_r;forcement learning
Calibration ~ of  multi-agent |GAN with self-

[23] | = . .
simulation attention

[24] Simulating multi-agent Reinforcement learning
systems

[25] Simulating multi-agent Model generating
systems transactions

Sequence Generative

[26] | Simulation of the order flow Adversarial Network

(SeqGAN)
[27] Simulating order optimal |[ABIDES and Re-inforcement
execution learning
[28] Se??eesratlon of financial time Wasserstein GAN

Furthermore, in study [27] the authors proposed a multi-
agent LOB simulation environment for the training of RL
execution agents within ABIDES. By comparing the LOB
stylized facts on simulations using their method with the ones
of a market-replay simulation using real LOB data, they
showed the realism of their simulations.

In study [22], an approach is deployed to model order
execution decisions based on signals derived from LOB
knowledge by a Markov Decision Process; and train an
execution agent in a LOB simulator, which simulates multi-
agent interaction.

The reference in [23] introduced a method, for the
calibration of multiagent simulators, that can distinguish
between “real” and “fake” price and volume time series as a
part of GAN with self-attention, and then utilize it within an
optimization framework to tune the parameters of a simulator
model with known agent archetypes to represent market
scenarios.
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In study [24], the authors designed a multi-agent stock
market simulator, in which each agent learns to trade
autonomously via reinforcement learning. The authors showed
that the proposed simulator can reproduce key market
microstructure metrics, such as various price autocorrelation
scalars over multiple time intervals.

Lastly, in study [25] a simulative model of a financial
market, based on the LOB data is presented. The traders’
heterogeneity is characterized by their trading rules, and by
introducing a behavioral individual risk aversion and a learning
ability.

The aforementioned works depend on explicit hand-crafted
rules and intricate assumptions to tailor simulations to desired
specifications. These simulations are influenced by numerous
hyperparameters, including the selection of agent types, the
variety and quantity of permissible orders, and other factors.
While this approach provides considerable flexibility in
generating diverse simulated scenarios, it may lead to
shortcomings in simulating market dynamics realistically,
particularly when compared to real market conditions.

B. Generative Adversarial Networks Background

GANs are frameworks for training generative models [6].
A GAN has two components: a Generator G which learns to
produce synthetic examples looking like the real ones and, a
Discriminator D which tries to discriminate between real and
synthetic examples. To train a GAN, a vector of noise Z~P; is
fed to Generator G which tries to map this vector to real data.
The adversarial learning process corresponds to the following
Minmax function:

Mingmaxp Ex—p .0 [109D )] + E;p, [log(1 —
p(c@)] )

In practice, GANs with the Minmax function are hard to
train due to the mode collapse challenge [29]. Ref. [30]
proposed a solution to fix this issue, namely the Wasserstein
GAN (WSGAN).

Even if, the WSGAN shows smooth training, [31]
explained that vanishing or exploding gradients can always
occur. They proposed a solution, the WGAN-GP, which adds a
gradient penalty to the objective WSGAN function:

Mingmaxp Ex—p 000 [0 )] = E,op,  [D(G(2))] -
AEs @ IVe D@ - 1)1 ()

A is the gradient penalty coefficient. Gradients are
calculated in linear interpolation X~ps(%) between real and
synthetic examples, p is the sampling distribution of those
linear interpolations. WGAN-GP is the actual state of the art in
many domains: image field [32], airfoil shapes simulation [33],
and text processing [34].

1) GAN for Time-series generation: In study [17] the
authors proposed a generative adversarial network for
financial time-series modeling. The model relies on a
generator with a multilayer perceptron (MLP), convolutional
neural networks (CNNs), and the combination of these two
neural networks (MLP-CNNSs), the same architecture is used
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for the discriminator. The proposed approach is assessed
regarding the ability to reproduce some major stylized facts of
the studied data. They showed that the proposed model
produces a time series that recovers the statistical properties of
financial time series.

In study [26] the authors used the Sequence Generative
Adversarial Network (SeqGAN) for modeling the order flow to
simulate the intraday price variation. To assess the
performance of the proposed framework a comparison is made
between the generated data and the real ones regarding the
returns distribution tails and the volatility of the mid-price time
series. The experimental results showed that their method
reproduces the statistics of real data better than the benchmark.

Authors in study [28] used Wasserstein GAN for data
augmentation to generate stock market order time series. Using
data from Tokyo Stock Exchange, they showed that the
probability distribution of synthetic order events generated by
the GAN was close to reality.

The aforementioned approaches aim to enhance stock
market prediction accuracy by augmenting training datasets
with synthetic examples. While the application of GANSs in this
context shows promise in improving stock market modeling, it
primarily addresses aspects related to price variation. However,
market simulation presents a more complex challenge, as it
seeks to model the microstructure dynamics of the stock
market at the order level.

2) GAN for stock market simulation: In study [19] the
authors proposed an approach to generate stock market orders
based on conditional GANs. The adopted architecture relies
on LSTM and convolutional layers for the generator and
discriminator. The generator considers, in addition to
historical data, handcrafted features that approximate market
mechanisms. This work includes an ablation study to assess
the importance of each component of the proposed
architecture and provides a set of assessment metrics to
evaluate the quality of generated data. For comparison
purposes, two baseline models are used: Variational auto-
encoder and Deep Convolutional Generative Adversarial
Network (DCGAN). The proposed method showed better
results than the benchmarks.

In study [20], a conditional GAN was used to build a
framework called LOB-GAN to simulate the market ordering
behavior. They used the LOB-GAN to help a reinforcement
learning-based trading portfolio agent to make better
generalizations. Their experimental results suggest that the
framework improves out-of-sample portfolio performance by
4%.

Authors in study [18] proposed a market generator to
simulate synthetic market orders. The quality of generated data
is assessed in terms of stylized facts. The adopted architecture
relies on a Conditional Wasserstein Generative Adversarial
Network with Gradient Penalty. The generator and
discriminator use long short-term memory (LSTM) and
convolutional layers. The output of the proposed approach is a
single order to feed to the exchange given the current state of
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the market. This work does not provide an ablation study to
assess the contribution of each component in the proposed
framework.

Authors in study [35] surveyed the metrics to assess the
robustness and realism of the market simulation. This work
proposes a catalog of known stylized facts regarding LOB
microstructure behavior: return distributions, volumes, and
order flow, non-stationary patterns, order market impact, and,
cross-asset correlations.

Although the studies mentioned earlier show promise, they
are not without significant challenges and limitations. These
include reliance on manually engineered features, limitations in
simulating individual orders rather than entire market
dynamics, and the complexity inherent in the models utilized.
These factors may hinder the scalability and accuracy of the
simulations, thus impacting their effectiveness in capturing
real-world market behavior.

1. THE PROPOSED FRAMEWORK

The objective is to simulate the dynamics of the Limit
Order Book (LOB) by generating synthetic data. To achieve
this goal, a generative framework has been developed. This
section provides a detailed exposition of the principal
components constituting the proposed framework.

A. Overview of the Frameworks

Fig. 2 offers an overview of the main steps of the proposed
framework. Initially, raw Limit Order Book (LOB) data
undergo  preprocessing, adopting a  spatial-temporal
representation conducive to machine learning tasks. To capture
the spatial-temporal dependencies inherent in market data, a
transformer-based temporal model is selected for the generator,
while a convolutional neural network serves as the
discriminator. Additionally, both a condition vector and a noise
vector are inputted into the generator, enhancing its capability
to effectively capture local and temporal correlations.

Real LOB data

[}

Data . Condition
preprocessing Viediar
Real l

Dicriminator Generator
—
CNN Synthetic Transformers

Fig. 2. The principal components of the proposed framework are depicted as
a data flow pipeline. Real data undergo preprocessing before being passed to
the Generator and the Discriminator, operating within an adversarial scheme.

B. Data Representation and Preprocessing

The commonly-used representation of the LOB consists of
a time series of multiple levels of orders. It’s a series of timely
indexed snapshots with a local structure of the ask and bid
orders organized by price levels as illustrated in Fig. 3.
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Fig. 3. Representation of the LOB as time-indexed consecutive snapshots. A
snapshot represents the state of the price level structure of the LOB at a given
moment.

Each input data point in the LOB can be expressed as X €
RT™4L Where T is the history of the stock snapshots reflecting
the evolution of the LOB after each event such as execution,
modification, or cancellation. L is the number of price levels on
each side of the LOB. The snapshot is a spatial representation
of the LOB in terms of the price level. Let’s iin [1,L], the
snapshot is a vector  x, = {pL(t), vi(t), pL (), v} (t) Y-, the
pL(t) and p} (t) are the ask and bid prices and v} (t) and v} (t)
are the ask and bid volumes. Hence, the 4L representation
expresses the length of each snapshot in the LOB at time t.

The spatial-temporal representation of the LOB implies
many challenges from a machine-learning point of view. The
prices-levels representation does not yield local smoothness of
the LOB features. As an illustration, let’s consider a LOB with
only three levels of prices on each side. Fig. 4 shows the initial
state of the LOB at t=i. Each side contains active orders at the
price levels 95, 97, and 99 for the bid side and 101, 103, and
106 for the ask side. This state will be perturbed by a bid at the
price of 98 and ask at price of 102.

98
| |
N T T T T T
- . ' 101 103 106

102

s

Fig. 4. LOB’s snapshot at time t=i with price levels ranging from 95 to 106
and an upcoming new ask and bid orders at prices 102 and 98.

The new state of the LOB resulting from these two orders
is depicted in Fig. 5. It is evident that the new price levels on
each side have undergone a complete transformation, as price
levels 95 and 106 are no longer visible in this LOB with 3 price
levels. Instead, the bid side now consists of price levels 97, 98,
and 99, while the ask side comprises levels 101, 102, and 103.
This illustration highlights how even a minor perturbation can
induce a substantial shift in the data structure. Put differently,
any slight perturbation of the LOB due to changes in price
level values causes a significant alteration in the LOB
snapshots. Such variability poses a challenge to model
robustness, as consecutive LOB snapshots can exhibit entirely
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different data structures. To address this challenge, a
modification in data representation is adopted by employing
"mid-price-centered moving windows" as introduced by [36].

In LOB simulation, the mid-price data is a region of
particular interest since it is generally where the stock price is
formed by the matching of the bid and ask order. The "mid-
price-centered moving windows" representation [36] consists
of a two-dimensional window around the mid-price for a time
point, it contains N LOB history and 2W + 1 continuous price
levels stepped by the tick size Ap. This representation gives a
view of the LOB within a history of N time point and a price
range [p(t) — WAp,p(t) + WAp].

M

| >
T T >
101 102 103

97 98 99
Fig. 5. LOB’s snapshot structure at time t=i+1 following the processing of

the new ask and bid orders with price levels ranging from 97 to 103 instead of
95 to 106.

In this new two-dimensional LOB’s representation x €
RNx2W+1, each element xn,i, n = 1,...,N, i = 0,...,2W of the
moving window representation indicates the volume of limit
orders at price level p(t)~WAp+i and at LOB snapshot t — N +
n The ask side is marked by xn,i > 0 and the bid side by xn,i <
0 and |xn,i| for volume size. Fig. 6 illustrates this 2-dimensional
representation of the first 200 LOB snapshots from the FI-2010
dataset [37].

This data representation provides an efficient data
structuration around the mid-price region and data are
summarised in a spatial-temporal presentation of the ask and
bid volume. The extent of this region [p(t)—WAp,p(t)+WAp] is
a hyperparameter to be determined during the training process.

Price
awinjon sy

‘ aujrﬁot\ p!é

Time

Fig. 6. Mid-price-centered moving windows of the LOB snapshots.
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While providing a harmonious data view, the mid-price-
centered moving windows are a sparse presentation of the LOB
data. To overcome this limitation, [36] proposes an interesting
variation namely the accumulated moving window
representation. Each element xn,i becomes the sum of total
volumes up to the corresponding price level on each side in the
n-th snapshot. Fig. 7 illustrates the accumulated moving
window representation of the first 200 LOB snapshots from the
FI-2010 dataset.

After the aforementioned preprocessing steps, the input
data are in the form of x € RNx2W+1. For the FI-2010 dataset
used for this study, we consider N =50 and W = 20.

C. The Generator

The choice of a Transformer [38] to model LOB data is
motivated by its ability to efficiently capture interactions and
long-range dependencies in sequential data. In addition,
Transformer offers a great computational performance due to
its parallel matrix multiplication operations since it has no
recurrence.

aWN|OA sy

Price

awn|oA pig

Time
Fig. 7. The accumulated moving windows of the LOB snapshots.

The Transformer model relies on a self-attention
mechanism that learns regions of interest by considering all
past snapshots in the LOB history. In particular, it is expected
from the Transformer Generator to efficiently capture the
dynamic around the mid-price region.

The Transformer is composed of an Encoder-Decoder
structure. In the Encoder, we find two sublayers: self-attention
followed by a position-wise feed-forward layer. The Decoder
has three sublayers: self-attention, cross attention, and position-
wise feed-forward layer. To prevent information loss, the
Transformer uses residual connections between sublayers. Self-
attention sublayers employ multiple attention heads that learn
different sets of attention projections.

The attention used by the Transformer is given by:

Attention(Q,K,V) = softmax((%:) ?3)
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where, Q@ € RN*Pk are queries, K € RM*Pk are keys,
V € RM*Pv and N, M are the lengths for queries and keys (or
values). Dy, D,, for keys (or queries) and values dimensions.

In the LOB context, the next shapshot is highly influenced
by the past ones. Hence, for the positional encoding, a relative
positional encoding [39] is opted for, as it is believed that the
relative positions or distances between snapshots are a key
element in LOB simulation.

D. The Transformer

The task of the discriminator (or the Critic when using
WGAN-GP) is to accurately distinguish between real and
synthetic data. In our context, the discriminator task is a
classification between real and synthetic snapshots.
Convolutional Neural Networks (CNN) are known for their
good performance in images and natural language processing.
Since snapshots have spatial-temporal structures, it’s believed
that the use of a Convolutional Neural Network (CNN) as a
discriminator is a good choice. Within the GAN settings, to get
a well trained discriminator the generator is expected to
produce a wide variety of diverse examples.

The CNN is composed mainly of two components: a
convolution layer and a pooling layer. The convolution layer
applies several filters to the input data which extract the key
features of the input data. The number of convolution filters
and layers is a hyperparameter to be determined. The pooling
layer downsamples the feature map while preserving most
information to ensure a more robust representation regarding
the location change of the feature map produced by the
convolution filters. To perform classification, the extracted
features are connected to a linear layer followed by a sigmoid
function.

E. The Condition Vector

To further enhance the capacity of the generator to
efficiently capture the past snapshots dynamic and produce a
“contextualized” output, a conditional GAN architecture [40] is
adopted. To do so, the generator relies on random vectors as
well as a condition vector to produce synthetic examples. As a
condition, a vector of the last 20 snhapshots is used. Under these
settings, the produced samples ( X ) by the Generator can be
interpreted as a conditional distribution of x given Y : £ ~
P, (x | Y). The random vector size is set to 100.

F. Training and Hyperparameters

The proposed framework includes several essential
hyperparameters that require precise tuning to achieve
consistent outcomes. Extensive experimentation with the
F12010 dataset revealed optimal parameter values, as detailed
in Tables Il and 111, which yielded the most favorable results.
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TABLE IIl.  DISCRIMINATOR HYPERPARAMETERS
Hyperparameter Value
Convolution layers 2
Filter size 5
Convolution activation function tanh
Pooling size 2
Pooling activation function RelLu

TABLE II. GENERATOR HYPERPARAMETERS
Hyperparameter Value
Batch size 64
Number of heads 5
Number of blocks 2

A dropout layer with a rate of 0.2 is applied before the final
linear layer of the generator.

The choice of the aforementioned hyperparameters is
adjusted regarding a trade-off between the computational
complexity and the output quality.

The model is trained with the WGAN-GP loss using the
Adam Optimiser. The learning rate for the generator and critic
is 2 x 10—4 and the maximum epoch number is 100.

G. Baselines and Evaluation Procedure

The evaluation of GANs models poses a significant
challenge due to their inherent complexity and the multitude of
factors influencing their performance. In order to determine the
effectiveness of the framework in generating realistic LOB
data, a comprehensive approach is imperative. Hence, the
following strategy is meticulously devised to assess the fidelity
and quality of the generated data:

1) Baselines: For comparison purposes, three state-of-the-
art benchmarks are used:

a) A framework for market simulation based on a
Conditional GAN (CGAN) as in [18, 19].

b) A Recurrent Variational Autoencoder (VAE) [39].

¢) And a Deep Convolutional Generative Adversarial
Network (DCGAN) [41].

2) Qualitative assessment: To evaluate the framework,
qualitative and quantitative approaches are employed. The
qualitative approach involves visual comparisons between the
distributions of real and synthetic data. While it is
acknowledged that this evaluation is not definitive, it is
considered to provide valuable intuition regarding the output
quality.

3) Quantitative assessment: To quantitatively assess the
performance of the framework, the two-sample Kolmogorov-
Smirnov test is employed. In this context, the null hypothesis
(HO) posits that "the synthetic and the real data are drawn
from the same distribution.

4) Ablation study: To explore the individual contributions
of each component within the framework towards generating
realistic data, an ablation study is conducted. This rigorous
analysis aims to systematically examine the effects of each
component, providing insights into their respective influences
on the quality of the generated data.
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V. THE EXPERIMENTAL SETTINGS

The framework is trained and tested on the FI-2010 dataset
[37] which is the new benchmark dataset for LOB modeling
[36]. The FI-210 records the LOB, for ten days, for five
instruments from the Nasdaq Nordic stock market (Helsinki
Stock Exchange). The FI-210 consists of 10 orders on each
side of the LOB. The F-210 can be downloaded from: «
https://etsin.fairdata.fi ».

The proposed methods of this study were implemented
using Python programming language. Keras library was used to
implement the GAN-based framework. Experiments were
conducted on a computer running the Windows 10 operating
system with the configuration of Intel(R) Core (TM) i5-8250U
CPU @ 1.60GHz (8 CPUs), 1.8GHz, 8 GB RAM, and 500
Gigabytes hard disk drive.

V. RESULTS AND DISCUSSION

As previously outlined, with the adoption of the 2-
dimensional LOB representation, the input data are
predominantly distributed around the mid-price. Therefore, the
primary assessment objective is to evaluate the framework'’s
ability to generate mid-price data that closely approximates
real-world observations.

[ 1 Real mid-price
Generated mid-price

0.00
2600 2610 2620 2630 2640 2650 2660

Mid-price
Fig. 8. Mid-price distributions.

Fig. 8 depicts a notable similarity between the generated
mid-price data and the real counterparts. Both distributions
exhibit similar characteristics, notably in terms of their multi-
mode attributes, suggesting a strong correspondence between
the simulated and actual data.
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Fig. 9. Real ask and bid of consecutive orders.
One critical aspect that cannot be overlooked is the

temporal correlation inherent in the distributions of the best ask
and bid data (see Fig. 9). The framework must generate these
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data with attributes similar to those observed in real market
conditions.

Fig. 10 provides insight into the coherence of temporal
correlations exhibited in the generated distributions. This
aspect is crucial for capturing the dynamic nature of market
data over time. The effectiveness of maintaining such
coherence largely hinges on the self-attention mechanism
employed by the generator, highlighting its pivotal role in
ensuring the fidelity and accuracy of the generated data.

Another crucial aspect to consider is the distributions of the
best ask and bid data. It is essential for the framework to
generate best ask and bid data that exhibit similar attributes to
those observed in real market conditions. Thus, ensuring
consistency in these distributions is imperative for the fidelity
of the generated data.

Fig. 11 and Fig. 12 visually confirm the close resemblance
between the generated best ask and bid data and their real
counterparts, showcasing the framework's ability to accurately
capture essential market dynamics.
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Fig. 10. Synthetic ask and bid distribution.
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To quantitatively evaluate the proximity and similarity of
the generated data to the real ones, a Kolmogorov-Smirnov (K-
S) test is conducted. This statistical analysis allows for a
comprehensive assessment of the degree of correspondence
between the distributions of the generated and real data sets,
providing valuable insights into the fidelity and accuracy of the
simulated data.
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TABLE V.  ABLATION STUDY RESULTS (K-S DISTANCES)
Mid-price Best ask Best bid

Real vs Our framework 0.23 0.32 0.11
Real vs framework w/o data

representation  (using original | 0.51 0.63 0.65
data structure)

Real vs framework w/o condition | 0.36 0.47 0.35
Real vs framework w/o WGAN-

GP (vanilla GAN) 0.44 0.57 0.49
Real vs framework w/o

Transformer (LSTM instead) 0.56 0.59 0.61
Real vs framework w/o CNN

(LSTM instead) 0.42 0.51 0.43

TABLE IV. K-S DISTANCES
Mid-price Best ask Best bid
Real vs Our framework 0.23 0.32 0.11
Real vs CGAN 0.22 0.39 0.25
Real vs VAE 0.61 0.67 0.72
Real vs DCGAN 0.42 0.45 0.51

These results, presented in Table IV, underscore the
framework's performance in generating synthetic data relative
to other models, as indicated by the Kolmogorov-Smirnov (K-
S) distances. The framework demonstrates superior
performance compared to CGAN, particularly in replicating
the distributions of best ask and best bid data. While CGAN
shows slightly lower K-S distances for mid-price, the
framework consistently outperforms across all metrics.
Furthermore, when compared to the VAE and DCGAN
models, the framework exhibits superior performance. The
lower K-S distances achieved by the framework underscore its
capability to generate synthetic data that closely resembles real
market observations.

To thoroughly assess the contributions of each framework
component, an ablation studyis conducted. This analysis
enables us to systematically evaluate the impact of individual
elements on overall performance, aiding in the optimization
and refinement of the framework's design for generating
synthetic data.

Table V presents the results of the ablation study,
showcasing the impact on the framework's performance,
measured by the K-S distances, when key components are
removed. When the data representation component is omitted
from the framework (using the original data structure instead),
there is a noticeable increase in the K-S distances across all
metrics. Similarly, removing the condition from the framework
leads to a moderate increase in the K-S distances. Furthermore,
omitting the Wasserstein Gradient Penalty (WGAN-GP) results
in a discernible rise in the K-S distances, indicating a
significant contribution of this component to the framework's
performance. Similarly, when the Transformer component is
replaced with LSTM, there is a notable increase in the K-S
distances, highlighting the importance of Transformers in
capturing essential temporal dependencies. Moreover,
removing the CNN component and replacing it with LSTM
also leads to an increase in the K-S distances, indicating the
importance of CNNs in capturing spatial dependencies.
Overall, these results underscore the critical role played by
each component in enhancing the framework's performance in
generating synthetic data that closely resembles real market
observations.

VI. CONCLUSION AND FUTURE WORK

In this study, a generative adversarial framework is
introduced to produce real-looking synthetic Limit Order Book
(LOB) data for simulating stock market dynamics. The
proposed framework applies a specific data preprocessing
scheme and utilizes conditional Wasserstein GAN with a
gradient penalty function to effectively capture the underlying
structure of the data. The framework is assessed using both
quantitative and qualitative criteria, demonstrating through
experimental results that it outperforms existing benchmarks in
simulating realistic market conditions. The synthetic data
generated by the framework holds promise for various
downstream tasks such as forecasting and calibrating trading
strategies. The contributions of this research are two fold:
aiding in the development of more realistic simulation tools
and providing traders with the ability to simulate diverse
market scenarios, thereby enhancing financial risk management
practices. For future research directions, exploring alternative
architectures for the generative framework and incorporating
realistic trading strategies to further assess the practical
applicability of the proposed solutions is recommended.
Additionally, investigating advanced techniques for
hyperparameter tuning to ensure the attainment of globally
optimal solutions can enhance the overall quality of the
evaluated frameworks.
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Abstract—Agile software development emphasizes iterative
progress, adaptability, and stakeholder collaboration. It
champions flexible planning, continuous improvement, and rapid
delivery, aiming to respond swiftly to change and deliver value
efficiently. Integrating Generative Artificial Intelligence (Al) into
Agile software development processes presents a promising
avenue for overcoming project management challenges and
enhancing the efficiency and effectiveness of software
development endeavors. This paper explores the potential
benefits of leveraging Generative Al in Agile methodologies,
aiming to streamline development workflows, foster innovation,
and mitigate common project management challenges. By
harnessing the capabilities of Generative Al for tasks such as
code generation, automated testing, and predictive analytics,
Agile teams can augment their productivity, accelerate delivery
cycles, and improve the quality of software products.
Additionally, Generative Al offers opportunities for enhancing
collaboration, facilitating decision-making, and addressing
uncertainties inherent in Agile project management. Through an
in-depth analysis of the integration of Generative Al within Agile
frameworks, this paper provides insights into how organizations
can harness the transformative potential of Al to advance Agile
software development practices and navigate the complexities of
modern software projects more effectively.

Keywords—Artificial intelligence; software engineering; Agile
software development

I.  INTRODUCTION

Project work that seeks to regulate and create the project's
outputs in brief iterations and adapt to numerous shifts in
circumstances during the project is made possible by agile
project management approaches. Classical project management
has shifted from managerial and administrative duties to
project coaching in agile project management techniques.
Many circumstances influence an agile project's success, and
managing these pain points is essential. Software development
for various systems is one of the many IT-related projects that
agile project management (APM) has grown famous for
handling. The project manager and the organization must
exercise strict discipline when using APM. As Agile Project
Management demands meticulous discipline for successful
software development, exploring Al to enhance this process
presents a novel and compelling research domain.

From a scientific perspective, artificial intelligence (Al)
encompasses a variety of methods and strategies, including
robotics, machine learning, and machine reasoning [1]. With
Al's growing capabilities, there is curiosity about whether
certain aspects of project management today may be automated
or if some activities are delegated to Al, which would lessen
the workload of typical project managers and assist in
challenging circumstances [2]. One way to conceptualize
intelligent project management is as artificial intelligence
applied to automate certain aspects of the process when
suitable. In this situation, Generative Artificial Intelligence
(GenAl), which harnesses advanced algorithms to create
content and solutions that mimic human-like ingenuity, could
be beneficial in controlling the various pain points of projects
and shifting to intelligent project management. Tools for
generative Al, like CoPilot, GPT, and Bard, have become
increasingly popular. They also increase the productivity of
software engineering. [3]

GenAl introduces many positive impacts on Agile
methodologies, revolutionizing how teams approach software
development and project management. GenAl enhances Agile
practices by augmenting creativity, efficiency, and decision-
making processes. Through its ability to analyze vast datasets
and generate novel solutions, GenAl aids in ideation sessions,
helping teams overcome creative hurdles and foster innovation
within Agile iterations. Additionally, GenAl streamlines
development processes by automating repetitive tasks, such as
code generation, testing, and documentation, thereby freeing
up valuable time for team members to focus on high-value
activities. Moreover, GenAl facilitates data-driven decision-
making by providing insights into project metrics, team
performance, and potential risks, enabling Agile teams to adapt
and respond to changing requirements swiftly. Integrating
GenAl into Agile methodologies leads to accelerated
development cycles, improved collaboration, and enhanced
product quality, ultimately driving tremendous success in
software projects. In particular, GenAl may help with day-to-
day tasks by providing advice, coaching, and
recommendations.

This piece delves into the technologies and applications of
Generative Al within the software sector. Software engineering
is going to see significant changes as a result of GenAl.
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However, research on the subject is still in its early stages.
There aren’t any significant case-studies found in the literature
that tackle the integration of GenAl within the Agile
methodologies This research agenda is crucial for guiding
academics and practitioners by highlighting current
applications and shaping future studies. This paper presents an
adapted framework of explicit integration of Generative Al
into one of the most commonly used agile methodology by
developers. Our goal is to give a real case study of how this can
be achieved, also discuss the pitfalls and the potential
limitations.

This study's primary goal is to investigate how Al can
alleviate the difficulties and pain points related to agile project
management. Our objective is to delve deeper into the practical
aspects of implementing generative Al in agile projects and to
provide a balanced view by discussing both the benefits and
challenges of Gen Al in software development. The following
questions will be addressed and answered in the subsequent
sections of this paper.

e RQ1: What problems do agile projects typically have?

e RQ2: How can GenAl assist in overcoming common
challenges encountered in agile projects?

e RQ3: Can GenAl help with the software development
process? Can GenAl used in Agile frameworks to
enhance project management assistance?

To do so, we structured this paper based on four sections.
The first one is this introduction; the second section delineates
the background notions of this article, which are Agile project
management (APM) & Generative Artificial Intelligence
(GenAl). This includes the theoretical section, which
introduces standard agile methodologies, both at small and
large scales, and discusses the mechanism of artificial
intelligence employed in this study. The following section
helps ascertain the typical difficulties that different agile
project management techniques could provide by conducting a
literature review. A theoretical model of pain points is
developed based on these issues. This is followed by the
significant impact of GenAl in Software developments and
applications of GenAl as a solution for several real-world
project management problems. The last section encounters our
developed framework to demonstrate how GenAl can enhance
agile software development practices.

Il. LITERATURE REVIEW OF AGILE METHODOLOGIES FOR
SOFTWARE DEVELOPMENT

A. Background of Agile Project Management

Traditional project management is referred to by the Project
Management Institute as "predictive project management,” in
contrast to agile methods. Non-agile projects are called "plan-
driven" because they emphasize creating a detailed plan in
advance and carrying it out throughout the project [4]. In
software development, the term "agile™ was first used in 2001
by seventeen software developers trying to address a critical
problem: managing projects using the waterfall model, which
divides the development into discrete phases [5]. Using four
core values as a foundation, the seventeen developers created
the Manifesto for Agile Software Development: "Individuals
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and interactions over processes and tools, working software
over comprehensive documentation; customer collaboration
over contract negotiation; and responding to change over
following a plan." Any approach that upholds the values and
tenets of the Agile Manifesto is included in the agile
philosophy [6]. The agile framework is made to handle change
effectively, in contrast to traditional systems, which emphasize
rigorous change management and upfront planning. Agile
software development involves self-organizing teams working
with clients to evolve needs. As a result, agile projects need the
customer to be heavily involved at every stage to give regular,
honest, and transparent feedback [5] [7].

Agile project management is an iterative and flexible
approach to project management that emphasizes adaptability,
collaboration, and customer satisfaction. It is particularly well-
suited for projects where requirements are expected to change
frequently or need to be more well-defined initially. Agile
methodologies focus on delivering small, incremental portions
of a project in short time frames, called iterations or sprints,
typically ranging from one to four weeks. Agile project
management has gained widespread adoption in software
development and is increasingly applied in various other
industries where flexibility and responsiveness are valued. Its
principles can be adapted and scaled to suit the needs of
diverse projects and organizations. The key characteristics of
Agile project management are:

e Customer Collaboration

e Emphasis on Individuals and Interactions
e Continuous Delivery

o Flexibility and Adaptability

e Cross-functional Teams

e Continuous Feedback

e lterative Development

Projects are broken down into small, manageable iterations,
allowing for continuous improvement and adaptation as the
project progresses. Regular and close collaboration with
stakeholders, including the end-users or customers, ensures that
the delivered product meets their expectations and
requirements. Agile embraces changes in requirements even
late in the development process. This flexibility allows teams
to respond quickly to evolving priorities or new insights. Agile
encourages forming cross-functional, self-organizing teams
with all the skills necessary to complete the project within the
team, promoting better communication and collaboration.
Regular reviews and feedback sessions are integral to Agile
methodologies. This constant feedback loop helps identify and
address issues promptly, ensuring the project remains aligned
with stakeholders' expectations. Agile promotes delivering a
potentially shippable product at the end of each iteration,
ensuring that there is always a tangible output, even if the
project still needs to be completed. Agile values individuals
and interactions over processes and tools, emphasizing the
importance of effective communication and collaboration
within the team.
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B. Background Frameworks

Agile frameworks such as Scrum, XP, Kanban, and Lean
Software Development were initially developed for small-scale
projects. Other large-scale frameworks exist, such as Scaled
Agile (SAFe), Disciplined Agile (DA), and Nexus. Several
popular Agile frameworks are widely used in project
management to facilitate iterative and adaptive development.
Each framework offers its own set of practices, roles, and
ceremonies to guide teams in delivering value incrementally.
These frameworks provide structure and guidance for teams
adopting Agile principles, allowing them to tailor their
approach based on their project's specific needs and context.
Choosing a particular framework depends on the project's size,
complexity, industry, and organizational culture. Agile
methodologies employ various ceremonies and artifacts to
facilitate effective project management and collaboration
within teams:

1) Ceremonies:

a) Sprint planning: A meeting held at the beginning of
each sprint where the team plans the work to be completed
during the sprint. It involves selecting user stories from the
backlog, estimating effort, and committing to a sprint goal.

b) Daily standup (Daily Scrum): A short meeting where
team members discuss their progress, what they plan to work
on next, and any obstacles they face. It promotes transparency,
collaboration, and alignment within the team.

c¢) Sprint review: A meeting held at the end of each sprint
where the team demonstrates the work completed during the
sprint to stakeholders and collects feedback. It provides an
opportunity to review the product increment and adjust
priorities based on stakeholder input.

d) Sprint retrospective: A meeting held at the end of each
sprint where the team reflects on the previous sprint, discusses
what went well, what could be improved, and identifies
actionable items for process enhancement in future sprints. It
fosters continuous improvement and learning within the team.

2) Artifacts:

a) Product backlog: A prioritized list of a product's
desired features, enhancements, and fixes. It serves as the
single source of requirements for the team and is continuously
refined and reprioritized.

b) Sprint backlog: A subset of the product backlog
containing the user stories and tasks the team commits to
completing during a sprint. It helps the team focus on the work
in the current sprint.

) Increment: The sum of all the completed and
potentially shippable product backlog items at the end of a
sprint. It represents the tangible outcome of a sprint and
provides value to stakeholders.

d) Burn-down chart: A visual representation of the
remaining work (usually measured in story points or tasks)
throughout a sprint. It helps the team track progress towards
completing the sprint goal and identifies potential issues early.

These ceremonies and artifacts are integral components of
Agile methodologies, facilitating collaboration, transparency,
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and adaptability within teams to deliver high-quality products
iteratively and incrementally.

C. Agile Pain Points in Software Development

Significant difficulties could arise in agile projects when
the complexity, context, and scope evolve [8]. Several study
reports have noted various problems: [9], [10], [11], [12], [13],
[14], [15], [16], [17], [18]. Using a variety of publications, the
literature study identifies the most prevalent issues that arise in
agile initiatives.

Beginning with [12], it has been observed that development
team members who have experience with rigid approaches,
such as the waterfall approach, may be reluctant to adopt agile
practices. Other difficulties that have been brought up include
the development team's ignorance of the agile methodology,
the lack of participation from upper management, problems
with  technical support, incompatibility ~with current
infrastructure and procedures, and the existence of time and
financial constraints [12]. The research in [9] is based on agile
projects in the public sector found several potential trouble
spots. These factors included the following: responsibilities
within the agile setup, documentation, education, experience,
and commitment; location of agile teams; complexity of
software architecture and systems integration; and stakeholder
communication and involvement [9]. Additionally, research
has shown that many agile methodologies, including Scrum,
XP, and Lean, are combined [10]. Agile methodology is thus
characterized in a comprehensive sense. Agile practitioners
encounter various complicated, context-specific challenges,
some of which have persisted for years and are difficult to
address successfully. On the other hand, although some
problem areas still exist, their emphasis has changed. Although
practitioners have embraced agile approaches, questions about
their ongoing efficacy have yet to be raised. Many complex
topics have yet to get much academic attention, including
governance, business participation, transformation, failure, and
the impact of claims and constraints [10]. Furthermore, some
issues, like contracts and government, need more attention
from researchers. In contrast, other problems, like business and
IT transformation, have received attention but have yet to have
the anticipated influence on industry practices [11]. It's also
more complicated to choose a large-scale agile framework. The
study in [14] claims that while various agile frameworks
provide basic understandings, they soon become unhelpful
when applied outside of the context of the framework in which
they were designed. Due to the COVID-19 epidemic, there has
been an increase in remote project work globally. Working on
remote projects offers its own set of difficulties [13]. Based on
research conducted by [15] on self-organizing teams, the
challenges at the project, team, person, and task levels are
categorized. Activities involving the team, senior management
(SM), and clients are included at the project level; activities
involving the core development team and their SM are
included at the team level; team member activities are included
at the individual level; and technical tasks are contained in the
task level [19]. A particular pain point model has been
developed to examine some of the most prevalent pain points
mentioned in the literature about agile projects to help manage
these difficulties more effectively. This model aims to explain
the common causes of these difficulties and offer workable
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ways to solve them, regardless of the project's scale. A
fishbone diagram representing the primary pain spots has been
created using the information presented above, as seen in Fig.
1. This graphic shows two unique problems for every problem
category in the previous literature review. These challenges can
be categorized based on the project, personnel, methods,
persistence, and estimated effort.

Projact Process Effort Esimation

Pecple Endurance

Fig. 1. Primary pain points arising from agile difficulties.

To answer RQL: What issues do agile projects typically
have? Common pain points in agile methodologies include
problems with requirement management, managerial and
stakeholder support, role clarity, team member overlap,
understanding of agile processes, adaptability to various shifts,
resistance to change, maintaining agile practices, effort
prediction, and sufficient technical expertise. Every one of
these difficulties may affect agile initiatives and their
supervision of them.

I11. GENAI REVOLUTION TO THE SOFTWARE DELIVERY

A. Background Historical Improvements

More than any other recent breakthrough, Generative
Artificial Intelligence (GenAl) can drastically alter the
software industry. According to Bill Gates, it represents the
most significant advancement since the creation of the Internet.
Software productivity can be enhanced through various means,
including automating monotonous tasks like requirements
traceability or testing, enhancing software quality by creating
test suites from requirements, and automating workflows by
directing work products to the appropriate stage in a production
pipeline [20]. However, generative Al poses new risks because
it is neither deterministic nor explicable. Prominent examples
of restrictions on usage in professional software engineering
include Intellectual Property Rights (IPR) and cybersecurity.

The field of generative Al has been around for a while.
Researchers were reluctant to introduce such technology to the
general public as they were unsure of its validity. People tend
to close their eyes to apparent risks when faced with a
projected gold rush, as we have seen repeatedly in the history
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of IT [21]. Ultimately, even well-intended tools can have
disastrous effects. After GPT was eventually made available to
the general public in 2022, the Al arms race began at a pace
never seen before. GPT only needed two months to gain one
hundred million users [3].

For years, using Google or StackOverflow has been a
standard part of the work for any coder. Countless code
repositories are available online, and search engines have
gotten better at indexing them. Community advice sites like
StackOverflow offer insightful commentary and well-reasoned
answers to user questions. One feature that both search engines
and Q&A websites have in common is the ability to pull up
previously stored material.

GenAl differs. As the name implies, it can synthesize or
generate responses to your queries. Instead of searching
through a premade one, it will create a reaction for you, as
traditional search engines do. The response is predicated on
enormous training data, including search engine stored and
indexed content [22]. Generative Al is trained further to deliver
insightful responses using input from humans. Many human
trainers ask questions and comment on the generated
responses, rewarding correct responses and penalizing
incorrect ones. While protecting against unfavorable replies,
this type of reinforcement learning directs the system toward
producing more accurate responses. This has given rise to
glimmers of a new mode of operation that centers on "prompt
engineering," determining the best way to phrase a question or
an entire conversation. Generative Al does not work with
individual questions and answers; it maintains a context
window, which can guide the Al in generating contextually
relevant and well-informed responses [3].

B. Examination of Specific Gen Al Technologies and their
Direct Applications in Agile Software Environments.

Numerous generative software platforms enable the
conversion of straightforward instructions into computer code.
Development tools and editors, including Visual Studio Code,
Visual Studio, NeoVim, and JetBrains IDEs, can be extended
with GitHub Copilot. It provides code completion driven by
OpenAl Codex, a Generative Al system created by OpenAl.

The recent release of Copilot X, powered by GPT-4, is
promising. In addition to better autocompletion, it can help
with  other development activities, including code
comprehension, pull request improvement, scripting, and shell
tool support [22]. GPT-4 can produce code from docstrings in
software engineering interviews and answer coding questions
on par with or better than human performance. It is capable of
interacting with LaTeX and front-end programming. It can run
Python, Pseudo, and reverse engineer programs. The company
that created GPT-4, OpenAl, provides programmatic access to
its LLMs. These advanced LLMs, such as GPT-4, represent a
paradigm shift in computing, harnessing vast knowledge and
understanding of context to perform complex tasks. Their
natural language processing and generation capabilities have
significant implications, potentially revolutionizing how we
interact with technology and automate sophisticated tasks. This
implies that programmers can incorporate them into their apps
and use them conversationally. Moreover, developing plugins,
a means of integrating the underlying models with other
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services capable of answering inquiries and taking appropriate
action is feasible.

Unlike its competitors, Tabnine stands out from the crowd
by giving special consideration to licensing and privacy
considerations. It provides code completion at the line or
function level. Only permissive license open-source software
has been used to teach Tabnine. Additionally, it guarantees
developers that it does not keep any of the code that uses it, and
the underlying models can be downloaded and used locally
rather than only being available as a service [23]. A summary
of various standard technologies is given in Fig. 2 [3]. Take
note of how quickly the terrain is changing. We should
anticipate the introduction of new tools and the advancement of
current ones.

To answer the first part of RQ3: Can GenAl help with the
software development process? Can GenAl used in Agile
frameworks to enhance project management assistance? Fig. 2
provides a detailed argument of how.

Code completion, code generation, |

code
ChatGPT-4 comprehension, reverse
engineering, pseudo code
reasoning and execution.
CoPilot

Code completion for CoPilot;
CoPilot X uses the

more advanced GPT-4 model
and can answer

questions based on code
documentation; aid in

pull requests, shell commands
and scripting [3].

Use cases of
Generative Al
technologies

in Software
Dev
Tabnine Code completion. Runs also on
private desktop to
S

protect IPR.

Hugging Face .
Code completion and code

(Yarious generation, depending
different on the model.
models)

Fig. 2. Code development using generative Al technologies.

IV. GENAI AND ITS ROLE IN ENHANCING AGILE SOFTWARE
DEVELOPMENT PRACTICES

A. GenAl to Overcome Agile Management Pain Points

GenAl is emerging as a transformative force in addressing
various pain points within Agile project management, offering
innovative solutions to enhance efficiency, collaboration, and
adaptability. Generative Al, through its ability to analyze
patterns and generate novel ideas, can assist teams in
brainstorming sessions, helping overcome creative hurdles and
fostering a culture of continuous innovation. Moreover,

Vol. 15, No. 3, 2024

Generative Al algorithms can analyze historical project data,
team performance, and external factors to provide intelligent
recommendations for optimizing resource distribution and
refining task priorities. This streamlines decision-making
processes and contributes to a more adaptive and responsive
project management approach. Furthermore, Generative Al's
data processing capabilities enable it to analyze and interpret
large datasets, facilitating the extraction of valuable insights
that can inform strategic decisions and project optimizations.
This can significantly improve the project's overall
performance and outcomes. Also, Generative Al-powered
collaboration tools can enhance communication by offering
real-time  language translation, aiding  cross-cultural
collaboration, and minimizing misunderstandings.

Furthermore, Generative Al can contribute to automated
testing and quality assurance processes, addressing the
challenge of maintaining product quality within tight Agile
development cycles. By generating and executing test
scenarios, Al can identify potential issues early in the
development process, reducing the risk of defects and
enhancing overall product reliability. Following the pain points
assembled in Fig. 1, Table | propose solutions to them using
GenAl according to the literature:

This study draws on the highlighted challenges to align the
answers. This systematic approach makes it easier to see how
each suggested solution specifically tackles the given
problems, which increases the solutions' overall efficacy.
Furthermore, this alignment ensures that the suggested
remedies successfully tackle the issues discovered, opening the
door for a more comprehensive and successful implementation
plan [34]. In conclusion, to answer RQ2, Generative Al is a
valuable ally in overcoming Agile project pain points. Its
ability to support creative imagination, optimize resource
allocation, analyze large datasets, enhance collaboration, and
automate testing processes makes it a versatile tool for Agile
teams striving to achieve higher levels of efficiency,
adaptability, and success in their project endeavors. As the
field of Generative Al continues to evolve, its potential to
revolutionize Agile project management practices is likely to
grow, providing teams with innovative solutions to navigate
the complexities of dynamic and iterative development
processes. It can offer insightful information and
recommendations consistent with findings from literature
reviews. GenAl's responses can be shaped by particular prompt
patterns, which makes it easier to create reviews and
suggestions for addressing project difficulties. GenAl has
excellent potential to alleviate typical pain points in agile
projects as an auxiliary tool. It can help predict problems
previously occurring in its pre-trained data by using its
historical data to benchmark and identify similarities in each
project. Though GenAl can offer valuable recommendations
for handling pain points, it is nevertheless imperative that the
project team continue to be skilled in agile techniques and only
rely on GenAl's answers with rigorous evaluation [35].
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According to a predetermined specification pattern, GenAl is configured to generate requirements. Responding to a prompt,
it can request explanations, provide recommendations, and generate high-level requirements tabularly. However, depending

As a steering committee member, GenAl understands its role and provides presentations upon request. It seems to
understand the subject at hand and provides useful advice. Most of these recommendations seem reasonable. Nonetheless, a

Based on the comments given, GenAl seems to understand the prompt pattern and provides a preliminary role description
that outlines the duties and skills required for the position. Furthermore, it indicates that the roles could need to be modified

GenAl can quickly identify the task and provide a variety of analysis and suggestions. Even with the identical prompt

It seems that GenAl understands the prompt's context, which is based on agile coaching concepts. Even though the design
differs greatly, the suggested concepts are still useful. The coaching places a strong emphasis on continuous improvement

It seems that GenAl understands the prompt context, which emphasizes adaptability. It can automatically create an action
plan upon request and can adjust this plan with additional prompt elements. Though answers to the same prompt can differ,

It seems that GenAl understands the prompt pattern associated with resistance to change and is able to create an action plan
based on feedback from users. This approach includes tactics to address resistance to change, yet using the same stimulus

GenAl is knowledgeable with the fundamentals of agile processes and the jobs that go along with them, such as those of the
Scrum Master. After gaining an understanding of the backdrop, it goes into detail on the significance of cross-functional
roles and sprint planning. The initial question seems to be aimed mostly at a senior developer, with the intention of

It seems like GenAl understands the purpose of an effort estimation prompt. It provides a list of tasks that it determines are
required, together with descriptions and time estimates expressed in days. It also discusses the assumptions made in the
estimates and how those assumptions might affect the amount of work needed. Repeating the inquiry, however, results in a

The prompt is identified by GenAl as one that deals with team management of technical knowledge. It creates a suggestion
based on the further details in the prompt about how the team could overcome this difficulty. It's interesting to note that

TABLE. | SOLUTION MAPPING USING GENAI
Requirements
. management on the round they were formed, these needs may have different contents [4] [24].
Project
Stakeholders &
management
support notable degree of variation exists in the proposed activities for every round [25].
Role definition
People based on the project's actual requirements [26].
Competence Gap pattern, the results can vary greatly, bringing a variety of careful factors into play [27].
Agile process
understanding . ; - ;
Process and learning, and it provides a detailed program [4].
adaptability
it effectively identifies problems and provides pertinent advice [4] [28].
Change
resistance more than once may yield different results [11] [29][30].
Endurance
Maintaining agile
way of work
educating and motivating them in their work [4] [31].
Work estimation
Eff_ort . substantial variation in the estimation [4] [32].
estimation
Technical
knowledge different rounds of the same prompt produce diverse answers [4] [33].

B. GenAl to Enhance Software development using Agile

Frameworks

As mentioned in Section II, the Scrum framework is a
small-scale process used mainly by developing teams and IT
engineers to deliver the best quality products with the highest
adaptability. Scrum is a widely adopted Agile framework for
project management that provides a structured and iterative
approach to software development and other types of projects. o
Scrum is a widely adopted Agile framework for project
management that provides a structured and iterative approach
to software development and different kinds of projects.

Integrating Generative Avrtificial Intelligence (GenAl) into
Scrum can enhance efficiency, innovation, and decision-
making. We elaborated in Fig. 3 a framework illustrating how

gather information related to tasks or user stories,
preparing sprint planning meetings.

e Progress tracking: GenAl tools can analyze individual
and team progress based on task updates, identifying
potential bottlenecks or areas needing additional
support. It assists in providing a holistic view of the
team's performance.

Generating meeting summaries and Automated Testing:
GenAl can assist in summarizing the sprint review
meeting and highlighting key achievements and
outcomes. GenAl can contribute to automated testing
processes, helping identify defects and ensure the
reliability of the delivered product increment. It
accelerates the testing phase, allowing the team to focus

GenAl can assist at different stages of the Scrum process:

e Backlog Refinement and Clarification Through
Automated User Story Generation: GenAl can analyze
historical data, user feedback, and market trends to
propose potential user stories for the backlog. It helps
generate diverse and creative ideas, fostering innovation
in feature development. Team members can interact
with GenAl to seek clarification on user stories or
acceptance criteria, ensuring a shared understanding of
requirements [36].

e Estimation and research assistance: GenAl can assist in
estimating the complexity of user stories by analyzing
historical data and patterns. It can offer insights into
potential risks and challenges associated with specific
tasks, aiding the team in better planning. It can help

on refining features.

Feedback Analysis and Brainstorming Improvement
Ideas: GenAl can analyze feedback received during the
sprint and provide insights into areas of improvement. It
helps in identifying patterns, potential process
enhancements, and team dynamics. Teams can engage
GenAl in brainstorming sessions to generate ideas for
process improvements during retrospectives.

Dynamic Prioritization and Answering Questions on
Backlog Items: GenAl can dynamically prioritize
backlog items based on changing requirements, user
feedback, and business priorities. It assists in
maintaining a backlog aligned with the project's
evolving needs: GenAl can provide additional
information or context for backlog items, helping in
prioritization discussions.
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e Code Suggestions and Reviews: GenAl tools can
provide code suggestions, identify  potential
improvements, and even assist in code reviews. It
fosters collaboration among developers and helps
maintain coding standards.

Code Assistance & PfOET?SS
Reviews Tracking

(&) - son SPRINT
I H BACKLOG ily
hours | Serum r
Backlog l
Refinement USER STORIES

NEW
Qafing) FUNCTIONALITY
arifying User
Ll
Stories |

PRODUCT SELECTED
BACKLOG PRODUCT

I‘ BACKLOG
rl% Sprint Planving

¢
£
§
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Research &
Estimation
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RETROSPECTIVE SPRINT REVIEW

Feedback Analysis
& Brainstorming
Improvement Ideas

Generating Meeting
Summaries &
Automated Testing

Dynamic Prioritization &
Answering Questions on
Backlog Items

Fig. 3. Generative Al Integration across the scrum framework stages.

Another noticeable improvement of the integration of
GenAl into the Scrum process is knowledge sharing through
automated documentation; GenAl can assist in generating
documentation for code changes, updates, and system
architecture. It ensures that knowledge is captured and shared
across the team efficiently. Also, there is continuous
improvement using data-driven insights; GenAl analyzes
historical project data to provide insights into team
performance, sprint outcomes, and areas for constant
improvement. It contributes to data-driven decision-making in
retrospectives.

C. Considerations and Limits

To answer the second part of the RQ3: Can GenAl help
with the software development process? Can GenAl used in
Agile frameworks to enhance project management assistance?
Our developed framework, which combines conversations with
GenAl through prompt patterns in Section 1V(B), demonstrates
its usefulness in producing a variety of templates and rough
designs for agile projects. Because of the data it was trained on,
GenAl, a pre-trained language model, has a basic grasp of
different kinds of agile projects. Nevertheless, it is not
advisable to place complete faith in the data produced by
GenAl due to the inherent variances in project needs and
human resources. It's important to proceed cautiously and have
agile project specialists analyze GenAl's results because they
might not be entirely trustworthy. Some of the upcoming issues
are listed below and are still open for discussion if future
contributions:

Vol. 15, No. 3, 2024

e Ethical Use: Ensure that GenAl is used ethically,
avoiding biases and adhering to privacy and security
standards.

e Human Oversight: While GenAl can assist in various
tasks, human oversight is crucial, especially in critical
decision-making processes.

e Context Awareness: While GenAl can provide
information, it may need to gain awareness of the
specific context or nuances of the team's unique
processes. Team members should validate information
accordingly.

e Data Security: Ensure that sensitive information is not
shared with GenAl, and be mindful of data security
considerations.

e Complementary Role: GenAl should be seen as a
complementary tool that aids communication and
information retrieval, but human collaboration and
decision-making remain essential.

Integrating GenAl into the Scrum process requires a
collaborative approach, where the technology augments the
capabilities of the Scrum team rather than replacing human
interactions. Regular evaluations and adjustments should be
made to optimize the use of GenAl based on the evolving
needs of the team and project. Leveraging GenAl in the Scrum
process can enhance communication, provide quick
information access, and streamline certain aspects of
collaboration. However, it's crucial to integrate it judiciously,
considering the specific needs and dynamics of the Scrum
team. Regular feedback and adjustments will help optimize its
utility within the Scrum framework.

V. CONCLUSION

It's impossible to envisage a time when software
programmers would be paid as much as they are now in a
world of low code and generative artificial intelligence. There
will be changes to several established roles, like programmer.
Given the rate of advancement, we anticipate that, compared to
today, very few software organizations will not have an Al-
augmented development and testing approach over the next
three years. Generative Al will control most mobile apps and
internet content, either entirely or partially. Software engineers
will require new skills, such as refining software that is
generated automatically, feeding learning engines, and
investigating behaviors that are not explicable. Generative Al
will accelerate software development. However, be wary of
marketing hype about quick fixes for developing secure and
resilient software using non-deterministic technology.

Many recommendations for agile project management are
provided by GenAl, which can be especially helpful early on
when knowledge and experience with agile methods are scarce.
How much GenAl can help with tasks involving highly
experienced people still needs to be clarified? Although simple
prompt structures seem to work well for now, there is a
fascinating field for further research into more intricate prompt
designs and their combinations.
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Abstract—Crime continues to be an issue, in Metropolitan
Lima, Peru affecting society. Our focus is on property crimes. We
recognized the lack of studies on predicting these crimes. To
tackle this problem, we used regression techniques such as
XGBoost, Extra Tree, Support Vector, Bagging, Random Forest
and AdaBoost. Through GridsearchCV we optimized
hyperparameters to enhance our research findings. The results
showed that Extra Tree Regression stood out as the model with
an R2 value of 0.79. Additionally, error metrics like MSE
(185.43) RMSE (13.62) and MAE (10.47) were considered to
evaluate the model's performance. Our approach considers time
patterns in crime incidents. Contributes, to addressing the issue
of insecurity in a meaningful way.

Keywords—Supervised machine
regression; crime; prediction

techniques; learning;

. INTRODUCTION

Numerous sources concur that crimes are a constantly
growing phenomenon, which detrimentally affects the
economy and the overall quality of life [1, 2, 3]. Crimes are
prevalent in every social system, with their impact
experienced across different continents, countries, and
regions.

Numbeo [4] conducted a global ranking, assessing crime
rates in 142 countries, where Peru was placed eleventh with a
crime rate of 68% and a safety rate of 32%. One of the
primary issues in Peru is crime, with reports of crimes seeing a
steady increase.

In 2022, the department of Lima recorded the highest
number of complaints for the commission of crimes,
accounting for 34% of all complaints. Many of these crimes
occurred within the Lima metropolitan area, where 44,879
crimes were reported during the first half of the year.

Most of the crimes accounting for 74% of the count were
related to property offenses. These offenses involve actions
that violate the belongings or possessions of individuals or
businesses. When we refer to property in this context we mean
any item, with worth. These crimes can be further classified
into types based on their nature such as assault involving
vehicles, theft severe forms of theft like nighttime burglary
and burglaries in occupied houses unauthorized use of
property, vehicle theft, attempted thefts, robbery cases armed
robbery cases, with aggravated circumstances involved, gang
related robberies and attempted robberies [5].

The absence of a higher level of education and the
presence of job instability is crucial factors that have a
negative impact on both the crime rate and the country’s
economy. Regarding the profile of the detainees, 90% of them
are men, aged between 18 and 59 years, with a basic
educational background, and facing unstable employment
conditions [6].

In recent years, there has been an alarming increase, in
property crimes in the high-risk districts of Metropolitan
Lima. This has caused concerns for the safety and well-being
of residents [7]. According to INEI [8] these crimes have
reaching effects beyond the immediate victims. They also
affect the economy and societal trust in the areas. With a
focus, on measures this research aims to use regression models
as a predictive tool to aid law enforcement agencies in making
informed decisions and effectively addressing the urgent
problem of property crimes.

The motivation we use regression models is because they
can analyze the relationship, between temporal factors that
affect crime rates. These models use a time window structure.
Include variables through data organization and feature
selection techniques providing a systematic approach to
understanding and predicting crime patterns. Our main goal is
not to make predictions but also to give law enforcement
agencies valuable insights that can help them distribute
resources and plan intervention strategies effectively.

It is important to recognize that traditional methods of
addressing citizen insecurity in Peru have faced challenges
when it comes to integrating with life and promoting
collaboration [9]. Using regression models our aim is to bridge
this gap by developing a solution that does not consider the
experiences of residents but also encourages their active
participation, in improving community safety.

After conducting a comparison of regression models such,
as XGBoost, Extra Tree, Support Vector, Bagging, Random
Forest and AdaBoost this study aims to determine the most
effective model based on key evaluation metrics like Mean
Absolute Error (MAE) Mean Squared Error (MSE) Root
Mean Squared Error (RMSE) and R squared. The chosen best
model will be a resource for law enforcement in their efforts
to reduce property crimes and create a safer environment for
the residents of Metropolitan Lima.
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The research is divided into sections. Section Il will
analyze the state of research in crime prediction. In Section I11
we will provide a description of the techniques we will use.
Section IV will outline the steps and experimental processes
undertaken in this study. After explaining our method in
detail, we will present the results in Section V. Finally, we
will offer a discussion and conclusion in Section VI and
Section VII respectively.

Il.  RELATED WORK

Many studies have explored the domain of crime
management, suggesting various methods employing machine
learning algorithms for forecasting. Highlighting the crucial
role of characteristic choice and data origins, a huge part of
this investigation has been centered in nations with elevated
crime rates like India, Bangladesh [10, 11, 12, 13], Brazil [14],
and Colombia [15], with specific attention on urban areas.
Curiously, regions in Asian countries like China display
decreased crime rates, molding the outlook of its inhabitants
[16]. It is vital to recognize that the forecasting effectiveness
of crime models is impacted by the location setting.

Various regression techniques have been employed in
these studies, including Random Forest, Support Vector
Machine, KNN Regression, LASSO Regression, Ridge
Regression, Linear Regression, Polynomial Regression,
Gradient Boosting Regression, AdaBoost R2, Additive
Regression, Extreme Gradient Boosting Regression, Bagging,
Iterated Bagging and Multivariate Adaptive Regression
Splines [11, 13, 15, 16, 17 20]. It is, worth noting that Random
Forest consistently delivered results with an adjusted R2 of
80% [14] which explains its widespread adoption, in
numerous research studies [11, 13, 15, 17, 18, 20, 21].

The collection of crime records relies on data sources from
police departments and governmental agencies of the
respective countries [11, 12, 13, 19]. Time and location-
related variables appear as the primary features, with time
variables including year, month, day, and hour [19, 20]. The
time window method plays a crucial role in predicting crime
rates over short (monthly) and long (annual) data periods,
revealing significant variations [23].

Concerning location variables, latitude, longitude, and city
are commonly used [23, 20, 24]. More specific variables, such
as cab flow [16], gross domestic product, household income,
unemployment [14], and socio-economic indicators [21], are
explored in some studies but are not as often employed in
crime prediction models.

The output variable in these studies varies, aiming to
predict crime rates at different geographical levels—countries
[13], cities [19], regions [10], municipalities [15], and
neighborhoods [17]. Furthermore, certain research studies are
dedicated to forecasting crime rates based on their categories
[11, 12 17, 23 24, 25] while others aim to enhance the
distribution of law enforcement personnel, in localities [19].

The results, from studies show R2 values. The Linear
Regression model had the R2 of 0.99 when socioeconomic
data was used [20]. It is worth mentioning that the Random
Forest Regression model consistently yielded R2 values,
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between 0.77 and 0.98 because it can handle both categorical
data [13, 14, 15, 19, 21, 22].

In recent times, research on new approaches to improve
crime prediction models has been very active. For example,
Briz developed a spatial-temporal logistic regression model to
address the complex challenge of temporal uncertainty in
crime data analysis. Then, they decided to advance further by
developing a Bayesian approach that would allow them to
address temporal uncertainty even more effectively. Wanting
to show the impressive quality of their new model, they
evaluated both fictitious information and real data on
residential burglaries in Valencia, Spain. Next, they conducted
several tests to validate their work. In one of them, they
analyzed only "perfect" cases, excluding uncertain events.
They applied different techniques to fill in missing data in
another [30].

Moreover, Hu et al. [29] collected the number of daily
crimes in each region and store it in a historical matrix.
Additionally, they apply a time window which slides through
the matrix of crime occurrences. It was considered a length of
15 days to generate the data samples. To determine the
optimal time to analyze, they closely observed the patterns in
the data for approximately 15 days. They concluded that this
two-week time span was the most appropriate to capture the
significant trends and patterns present in the data collected.
This choice was not arbitrary but was based on empirical
evidence obtained through a meticulous process of monitoring
and preliminary analysis of the data.

In conclusion, the field of crime prediction research is
constantly evolving by incorporating a diversity of data
sources and advanced modeling techniques. The use of
dynamic functions that consider temporal windows shows
promising potential for research focused on improving the
accuracy and adaptability of predictive models of crime in
different geographic settings. These advances allow for a
better understanding of crime patterns and can lead to more
effective strategies to prevent crime and increase safety in our
communities.

I1l.  METHODOLOGY

The study uses a research methodology as shown in Fig. 1
to examine and analyze crime data using an approach. The
first phase focuses on the collection of crime records from a
reliable source, followed by the conversion of these records
into respective formats suitable for dataset use. This critical
first step ensures the quality and reliability of the data under
investigation.

collection

nnnnnnnnnnnnnn

| validation

Fig. 1. Research methodology for predicting crimes against patrimony in
Lima.
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Moving forward, the second phase of crime preparation
involves three sub-phases: data pre-processing, data analysis
and feature selection. In the first sub-phase, the elimination of
empty rows and the application of normalization techniques
contribute to refining the dataset. The next sub-phase, data
analysis, is a crucial step in understanding patterns and trends
within the crime data. Exploratory data analysis techniques
help in finding outliers, and other significant factors that may
influence criminal activities. Furthermore, feature selection is
undertaken during this phase to show the most relevant
variables for building robust supervised learning models. This
involves assessing the importance of each feature in predicting
crime occurrences, enhancing the model's accuracy and
efficiency. Additionally, the incorporation of the sliding
window method, forecasting on a weekly basis, adds temporal
depth to the analysis.

Following the meticulous preparation of the dataset, the
research advances to the third phase, which revolves around
supervised learning. This phase is further subdivided into
three key sub-phases: partition, training and testing, and
validation. In the first sub-phase, the dataset is partitioned into
an 80% training set and a 20% testing set, proving a robust
foundation for model evaluation. The second sub-phase entails
the training and testing of various supervised regression
models, including XGBoost, Extra Tree, Support Vector,
Bagging, Random Forest and AdaBoost, as named in
references [15, 16, 17, 18, 20]. Optimization of
hyperparameters for each model is conducted to enhance
overall performance.

In the stage the regression model's predictions are
thoroughly assessed using performance metrics, like Mean
Squared Error (MSE) Root Mean Squared Error (RMSE)
Coefficient of Determination (R2) and Mean Absolute Error
(MAE) as mentioned in references [19, 23, 24]. This
meticulous evaluation process looks to decide the model that
performs best providing insights, for law enforcement
agencies as they tackle and curb activities. The structured and
systematic approach outlined in this methodology ensures a
robust and data-driven foundation for the development of
effective crime intervention strategies.

IV. EXPERIMENTAL SETTINGS

A. Crime Data Collection

The dataset used for the development of this investigation
has crimes against property registered in police stations in the
Metropolitan Lima area, this was compiled from the official
page of the National Institute of Statistics and Informatics. It
is important to highlight that the crimes included in this
dataset occurred during the years 2015, 2016, and 2017 [26].
This dataset had 490 916 reported crimes. It can be obtained
through the following link https://github.com/Cielo12019/
Thesis_ML/blob/main/Delitos_Final_2017_2016_2015.xIsx.

The set of crime records is made up of sixty attributes.
These attributes describe the crime, considering three aspects:
location, time, and type of crime.

e Regarding the location, this allows to show where the
criminal incident took place. The related attributes are
district, presumed place of occurrence, latitude, and
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longitude. Likewise, these allow the identification of a
criminal pattern based on the area where the criminal
act occurred.

e In terms of time, this allows us to conduct an analysis
based on years, months, and days to find similar
criminal incidents and seasonal patterns that indicate
that in certain months or days of the week there is a
greater probability of crime. Also, the hour and minute
attributes are useful to find in which parts of the day
there is a greater number of criminal acts.

In relation to the type of crime, this allows to know the
type of event that occurred. The variables that require it are
generic crime, specific crime, and modality crime.

B. Crime Data Preparation

In the preparation of the data, the pre-processing of the
data is conducted, an exploratory analysis and finally, the
selection of characteristics that will be used by machine
learning techniques. Each of the sub-phases is presented
below.

1) Data pre-processing: During the data pre-processing
phase, we filtered the generic type to consider crimes related
to property. Within specific crime we carefully examined
records about robbery and theft. In the crime modality, various
modalities were considered, including assault, vehicle theft,
robbery, aggravated robbery, aggravated nighttime robbery,
aggravated burglary, burglary, vehicle theft, frustrated
robbery, robbery, aggravated robbery, armed robbery,
aggravated gang robbery, and attempted robbery. This
comprehensive approach allowed us to analyze aspects of
activity in relation, to property crimes.

Furthermore, to raise the model's recognition ability,
qualitative attributes such as the type of road, the specific
crime, and criminal organization were factorized. Moreover,
place of occurrence, the medium used, and the instrument
used have all been made into the categorical data type also.
Additionally, day, month, hour, and minute variables, when
thought to be float values, changed to integer data type.

Moreover, we used the district list from the INEI website
to match district names, with the location codes in the dataset.
We repeated this process for each year which helped us gain
an understanding of where these events took place.

Relating the variable, for types of crimes we combined
categories with each other. As an example, we labeled all
robberies as robbery and grouped all other thefts as theft.
Additionally, we classified cellphone robberies under the
category of robbery. Adjusted aggravated robberies that
occurred at night or in areas to be categorized as aggravated
robbery during night. These changes were made to not make
the representation of activities consistent but also to simplify
the analysis of the dataset afterwards.

During the process of cleaning and filtering the data we
dropped rows that had values of ninety-nine in the month day
and hour columns. We did this to improve the quality and
reliability of the dataset by getting rid of instances that may
have unusual information.
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To generate the dataset, we excluded features that were not
relevant to the crime. Also features with than 70% missing
values, such as the location of the police station where the
complaint was filed, and the time of registration were left out.
We executed this procedure using a notebook on the Deepnote
web application. Exported the dataset, in CSV format.

2) Exploratory data analysis: Fig. 2 illustrates the
distribution of crimes throughout the weeks of the year. The
horizontal axis stands for the weeks while the vertical axis
stands for the corresponding number of crimes. A visible
cyclic pattern in crime rates can be seen. The number of
crimes tends to rise during the weeks of each year reaching its
peak in week twenty. Afterward it continuously declines until
the end of the year. Nonetheless there is also variation in the
data. The range, between the minimum and maximum number
of crimes exceeds 100%. These seen temporal patterns offer a
chance to improve predictive modeling by including trends,
within time periods.

In Fig. 3, the bar graph illustrates the frequency of crimes
occurring on each day of the month. The x-axis shows the
days, and the y-axis is the number of crimes. It should be
noted that on the 31st the number of reported crimes is
recorded. Nevertheless, it is important to note that not all
months have 31 days; only January, March, May, June,
August, October, and December have 31 days. On the contrary
third day has the recorded number of crimes. Nonetheless
there are no deviations, from days except, for days 19th, 29th
and 31st.

In Fig. 4, the x-axis is the 24-hour clock of the day, while
the y-axis shows the frequency of crimes that happened each
hour. This figure illustrates depicts how the number of
committed crimes varies throughout the day. Notably, the
highest concentration of crimes is observed during the
nighttime, specifically at 20:00 PM. Contrariwise, the lowest
number of crimes is recorded during the early morning, at
2:00 AM. Based on this pattern, we considered a new variable
as a Time Range created by segmenting the hours into four
ranges: 0:00-6:00 AM (early morning), 6:00-12:00 AM
(morning), 12:00-18:00 PM (afternoon), and 18:00-24:00 PM
(night). This segmentation would provide a more generalized
representation of the time of day, helping further analysis
based on these time intervals.
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Fig. 2. Crimes per week.
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Fig. 4. Crimes per hour.

3) Feature selection: In the characteristic selection stage,
it was divided into three sub-phases. In the first subphase, it
was decided to select the variables that were going to add
value to the model. Therefore, variables that have been used in
most research were selected, which are: year, month, day, time
range, number of crimes and district in which the event
occurred.

From there, an aggregation was performed based on the
attributes of year, month, day, time interval and district to
determine the number of crimes. This aggregation was stored
in a data frame, from which only the column referring to the
crime count was extracted.

In the second subphase, a time window approach was
applied, as can be seen in Table I, in which the values of the
data frame are combined by shifts using different step
numbers with 1, 2, 3, 4, 5, 6, 7 and 8. The initial shift shifts
the values 8 steps, followed by the second shift with 7 steps,
and so on, as each 7 blocks are taken as predictors and the
next block as the variable to be predicted. It is important to
mentioned that block is a quarter of day. Furthermore, it
should be noted that this is done for both the training and
testing stages, without losing the time scale.
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scenario, the default parameters were considered to test the R2
of the model. Table Il shows the results obtained with the
training and test data.

TABLE I. NUMBER OF CRIMES PER WEEK
BLOCK 1 2|34 5 6|7 1|8 9 |10 11
91 |57 |78 |48 |49 |49 |78 |35 |52 |79 |103
g 57 |78 |48 |49 |49 |78 |35 |52 |79 |103
<Z( 78 |48 |49 (49 |78 |35 |52 |79 | 103
,0_5 48 (49 (49 |78 |35 |52 |79 | 103
5 117 |45 |90 (93 | 118 |44 |64 |80 | 147 |53 |75
i}
= 45 190 (93 | 118 |44 |64 |80 | 147 |53 |75

These shifted data frames are then concatenated along the
column axis, resulting in the new data frame, as shown in
Table Il. The columns of the data frame are renamed with the
designations "t-7", "t-6", "t-5", "t-4", "t-3", "t-2", "t-1", "t".
The rows originating from the offsets are removed from the
new data frame. Starting with row eight, attributed to the
maximum offset of eight, and extending to the end of the data
frame.

TABLE Ill.  SCENARIO 1 WITH DEFAULT HYPERPARAMETERS
Model Training data Test data
XGBoost Regression 0.97 0.75
Extra Tree Regression 1 0.79
Support Vector Regression 0.72 0.71
Bagging Regression 0.95 0.76
Random Forest Regression 0.97 0.78
AdaBoost Regression 0.7 0.69

To improve the performance of the models, a second
scenario was carried out where their hyperparameters were
analyzed. GridSearchCV was used to fine-tune the hy-
perparameters of each of the models. The results indicated
which values to consider to obtain a better prediction.

Subsequently, the training and the respective test were

TABLE Il.  SLINDING WINDOW SCHEME accomplished, it could be observed that the R2 of the
regression models improved, the results are presented in Table
t-7 t-6 t-5 t-4 t-3 t-2 t-1 t V.
91 57 78 48 49 49 78 35
TABLE IV. SCENARIO 2 WITH HYPERPARAMETERS CHOSEN BY
57 78 48 49 49 78 35 52 GRIDSEARCH CV
8 48 49 49 8 35 52 " Model Training data Test data
48 49 49 8 35 52 9 103 XGBoost Regression 0.85 0.77
49 49 8 35 52 79 103 76 Extra Tree Regression 0.94 0.79
49 78 35 52 79 103 |76 42 Support Vector Regression 0.83 0.76
78 35 52 79 103 76 42 58 Bagging Regression 0.82 0.77
Random Forest Regression 0.85 0.78
52 79 103 76 42 58 117 45 AdaBoost Regression 0.71 0.69
In the third sub-phase, it was chosen which variables were 3) Validation: To validate the performance of the

to be part of the predictors and which were to be part of the
goal. Since the purpose was to predict the crime rate, the
predictors will be "t-7", "t-6", "t-5", "t-4", "t-3", "t-2", "t-1"
and the target variable will be t.

C. Supervised Learning

Regression models will be evaluated with training and test
data. In addition, its hyperparameters will be perfected with
the GridSearchCV technique to improve its performance and
metrics such as MSE, RMSE, R2 and MAE will be used to
confirm its performance.

1) Partition: Based on the research developed by [27].,
the data set was divided into two, 80% was for training and
20% for testing. The crime data set had 35,008 records of
crimes against property corresponding to the Metropolitan
Lima area. Of that total, 24,504 registrations were designated
to train the models. For testing these, the remaining 10,504
records were used.

2) Training and testing: To test the regression models,
two scenarios were performed. In the first training and testing

regression models, the metrics MSE, RMSE, R2 and MAE on
the second scenario, which obtained better results. Table V
shows the results of the performance metrics.

TABLEV.  COMPARISON OF PERFORMANCE METRICS FOR SUPERVISED
ALGORITHMS

Model MSE RMSE R2 MAE
XGBoost Regression 200.11 14.15 0.77 11.04
Extra Tree Regression 185.43 13.62 0.79 10.47
Support Vector Regression 211.57 14.55 0.76 11.31
Bagging Regression 206.91 14.38 0.77 11.07
Random Forest Regression 195.63 13.99 0.78 10.72
AdaBoost Regression 270.7 16.45 0.69 13.04

V. RESULTS

From the experimentation conducted, the summary of the
results of each model with GridSearchCV hyperparameter
setting obtained by each performance metric is shown in Fig.
5. The Extra Tree Regression model achieved better results,
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obtained the lowest MSE, RMSE, MAE of 185.43, 13.62,
10.47, respectively, and the highest R2 of 0.79, showing that it
is the best model with lower error and higher variance
reduction for predicting the number of crimes. Next, it was
found that the Random Forest Regression, XGBoost
Regression, Support Vector Regression and Bagging
Regression models obtained similar values for the R2, above
0.76 and close average errors, which shows that there is no
significant difference in their metrics. Likewise, it was shown
that the model that obtained the lowest R2 of 0.69 and the
lowest MSE, RMSE, MAE of 270.7, 16.45, 13.04 was the
AdaBoost Regression.
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Fig. 5. Metrics for regression models.

VI. DISCUSSION

Although several rigorous research and solutions have
been conducted, these studies have not been adopted from a
criminological practice where predictive analysis using
machine learning techniques is involved. For this reason, in
this research supervised machine learning algorithms such as
XGBoost Regression, Extra Tree Regression, Support Vector
Regression, Bagging Regression, Random Forest Regression
and AdaBoost Regression were analyzed and implemented.
The models were evaluated with the set of crimes against
patrimony in Metropolitan Lima from 2015 to 2017.

To evaluate the supervised regression models, two
scenarios were considered. In the first scenario, the highest R2
of 0.79 was obtained with the Extra Tree Regression model. In
the second scenario, to improve the results, hyperparameter
optimization was performed with GridSearchCV for each of
the models. The results showed the best regression model, this
was achieved an R2 of 0.79 and error related metrics of
185.43, 13.62, 13.47 for MSE, RMSE, MAE. For the
AdaBoost Regression, Random Forest Regression and
Bagging Regression models, similar investigations have been
conducted as [15], obtained an R2 of 61% with AdaBoost
Regression, for which they used numerical variables. It should
be noted that they performed hyperparameter optimization
using Grid Search CV to improve prediction accuracy. Also, it
was found that the Random Forest Regression model obtained
an R2 of 0.78 close to the Extra Tree Regression model and
the MSE, RMSE, MAE of 195.63, 13.99 and 10.72.

Belesiotis et al. [17] mentions that Bagging Regression
and Random Forest Regression algorithm use similarly;
however, they have differences because of the hyperparameter
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fitting rule they employ. In addition, Random Forest
Regression offers a higher R2 for cases where the true values
of the coefficients of a set is zero or small. Likewise, most of
these investigations have worked with data sets from Asia and
Europe, which have a better record and quantity of data on
reported crimes and have a greater number of variables, which
allows a better distribution and analysis of the data to obtain
more accurate models; however, it should be noted that
according to the INEI [28], only 15.5% of the Peruvian
population that has been a victim of a criminal act chooses to
report it to the National Police or the Attorney General's
Office, because they consider it to be a waste of time.
Therefore, the amount of data that is entered into the INEI for
investigation purposes is reduced and must be preprocessed
before being used.

VIlI. CONCLUSION

The main goal of this research was to compare regression
models for the prediction of property crime rates in the
districts of Metropolitan Lima as a function of space and time.
For that reason, supervised models such as XGBoost
Regression, Extra Tree Regression, Support Vector
Regression, Bagging Regression, Random Forest Regression
and AdaBoost Regression were implemented. These
supervised models obtained an R2 lower than 0.79 and higher
than 0.69. These predictions, in comparison with earlier
studies, are within the prediction range that varies between
0.50 and 0.80 of R2 for regression models.

When making predictions with historical data, it would not
be possible to obtain values that approximate the real events
because when trying to find patterns, the model suffers an
overadjustment and does not find new patterns that adapt to
the new events. Given that the phenomenon of crime has
changing patterns, predictions could be made with information
from current events, and thus know the amount of crime that
could occur to prevent crimes. Also, with the predictions,
police officers can plan their distribution in Metropolitan Lima
a week in advance.

As future work, it is suggested to include more data
sources related to the geographic space where the crime
originated, and data related to criminal activities to find crime
hotspots. Likewise, it is important to use hybrid methods that
include regression and classification models to have models
that are more efficient and help to counteract crime.
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Abstract—In the ever-evolving landscape of education,
institutions grapple with the intricate task of evaluating
individual capabilities and forecasting student performance.
Providing timely guidance becomes pivotal, steering students
toward specific areas for focused academic enhancement. Within
the educational domain, the utilization of data mining emerges as
a powerful tool, revealing latent patterns within vast datasets.
This study adopts the Random Forest classifier (RFC) for
predicting student performance, bolstered by the integration of
two innovative optimizers—Victoria Amazonia Optimization
(VAO) and Phasor Particle Swarm Optimizer (PPSO). A notable
contribution of this research lies in the introduction of these
novel optimizers to augment the model’s accuracy, elevating the
precision of predictions. Robust evaluation metrics, including
Accuracy, Precision, Recall, and F1-score, meticulously gauge the
model's effectiveness in this context. Remarkably, the results
underscore the supremacy of RFC+VAO, showcasing exceptional
values for Accuracy (0.934), Precision (0.940), Recall (0.930), and
F1-score (0.930). This substantiates the significant contribution
of integrating VAO into the Random Forest framework,
promising substantial advancements in predictive analytics for
educational institutions. The findings not only accentuate the
efficacy of the proposed methodology but also herald a new era
of precision and reliability in predicting student performance,
thereby enriching the landscape of educational data analytics.

Keywords—Student performance; Random Forest
Classification; victoria amazonia; phasor particle swarm

. INTRODUCTION

Educational institutions, including schools, universities,
and training centers, handle vast amounts of data originating
from various sources like registration departments, exam
centers, and virtual courses, as well as e-learning systems [1],
[2]. Within this educational data lie valuable insights that, once
uncovered, can significantly improve the effectiveness of the
entire educational system [3]. Machine learning (ML) and
statistical methods have been increasingly applied to develop
intelligent educational systems [4], [5], [6]. These systems aid
decision-makers in educational institutions in attaining a
thorough grasp of their organization [7]. Forecasting students'
performance presents a complex challenge, but doing so can
enable lecturers and decision-makers to identify effective
strategies for addressing students' underperformance [8].

Additionally, the prediction of students' ultimate
examination scores through the consideration of diverse
elements like quiz results, homework, and project
achievements will offer a holistic evaluation of the student's
educational competence [9]. Machine learning methods have
proven to be effective when used on problems related to
association rules, web mining, classification, clustering, and
deep learning in the field of education [10]. Researchers in the
education industry continue to be greatly inspired by
complicated data, which motivates them to explore techniques
such as clustering and classification in order to create very
accurate instructional models [11], [12].

Data classification stands out as the most efficient method
for conducting data mining research, relying on the
classification of data through predictive attribute value [13].
Data quality, which can disrupt algorithms and lead to
misclassification, impacting the model's performance, is central
to the challenge of classification [14]. By using this predictor,
educational institutions can identify underperforming students
and offer support to help them attain higher grades, ultimately
paving the way for a brighter future [15]. Several established
prediction techniques encompass classification, regression, and
density estimation [16]. In contemporary data science, aside
from enhancing the accuracy of their results, it is now essential
to have trust in and a comprehensive understanding of
prediction models [17], [18].

It is imperative that strong machine learning technologies
be developed so that teachers may make well-informed
judgments to reduce the chance of student failure. The
objective of this project is to construct a reliable model for
forecasting student grades utilizing a dataset associated with
student performance. This data can be categorized into
personal details (e.g., parent status, family size, and family
educational support), educational background (e.g., weekly
study time, motivations for pursuing higher education, and
extracurricular activities), and general information (e.g., home
address and commute time to school).

Il.  RELATED WORK

In the realm of educational institutions, a multitude of
researchers have utilized statistical techniques and machine
learning algorithms to predict student performance. In their
study, Bharadwaj et al. [19] utilized data from a past student
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database, incorporating variables such as student attendance,
class participation, seminar involvement, and assignment
scores to anticipate semester-end outcomes. Their findings
indicated that decision tree analysis yielded the highest
accuracy, followed by K-nearest neighbor (KNN) classification
[20], whereas Bayesian classification systems displayed the
lowest accuracy. Ogunde et al. [21] undertook the development
of a system that utilizes the decision tree technique known as
Iterative Dichotomiser (ID3) and input data to predict grades.
As per the authors, their approach has the potential to be highly
efficient in predicting students' ultimate graduation levels.
Duzhin and Gustafsson [22] introduced a machine-learning
technique to take into account students' prior knowledge. Their
method is based on symbolic regression and utilizes historical
university scores as non-experimental input data. This
classification approach holds promise for assisting the Ministry
of Education in improving student performance through early
performance predictions. Naive Bayes [23] exhibits
characteristics of conditional independence, making it skilled at
determining class conditional probabilities. In their work,
Watkins et al. [24] unveiled an approach called SENSE
(Student Performance Quantifier using Sentiment analysis) to
improve the content of secondary school reports by utilizing
natural language processing. Sentiment analysis [25] can have
a significant role in influencing student performance.

Table | shows the limitations and proposed solutions of the
mentioned literature.

TABLE I. LIMITATIONS AND PROPOSED SOLUTIONS OF MENTIONED
WORKS OF LITERATURE
Study Limitations Proposed Solutions
Limited scope of | Expand variable
Bharadwaj et al. [19] variables, potential | inclusion, employ diverse
bias in data data sources
Dependency on the | Explore alternative
Ogunde et al. [21] decision tree | machine learning
technique ID3 algorithms
Duzhin and Gustafsson R_ellar)ce ~oon Incorporat_e addlt_lonal
historical university | non-experimental input
[22] .
scores as input data data sources
sEeTgr?gzlrs schocz)nl Explore the integration of
Watkins et al. [24] y . diverse data types and
reports, potential
bias sources

These limitations underscore the need for a more
comprehensive and diverse approach to predicting student
performance. To overcome these gaps, the current research
introduces substantial variations of RFC algorithms. This
approach aims to address the limitations identified in prior
studies by incorporating a broader set of variables, exploring
alternative machine learning algorithms, and diversifying input
data sources. By taking these proposed solutions into account,
the present study strives to provide a more robust and nuanced
prediction model for student performance in the specific
context of secondary school education statistics. This
acknowledgment and proposed strategy not only build upon the
existing body of knowledge but also pave the way for a more
comprehensive and effective approach to addressing the
limitations identified in previous research.

Vol. 15, No. 3, 2024

Nevertheless, there have been limited attempts to apply
classification algorithms within the context of secondary
school education statistics. In this research, substantial
variations of Random Forest Classification (RFC)
classification algorithms have been included to assist educators
and parents in predicting the performance of new students and
improving next year's outcomes. Additionally, to ensure the
utmost reliability in the results, both Victoria Amazonia
Optimization (VAO) and Phasor Particle Swarm Optimizer
(PPSO) techniques were integrated, leading to the attainment
of promising outcomes.

In the subsequent sections, the manuscript navigates
through the intricacies of the dataset and methodology,
providing a comprehensive understanding. It details the
dataset's source, size, and preprocessing steps, highlighting key
variables chosen for analysis. The methodology section
explains the utilization of the RFC and the integration of VAO
and PPSO, introducing a distinctive dual-optimizer approach.
The results section presents findings through tables or figures,
accompanied by a thorough discussion of evaluation metrics,
including Accuracy, Precision, Recall, and F1-score. The
analysis extends to comparing different models or variations
within the methodology and interpreting results in the context
of research questions and existing literature. The conclusion
synthesizes key findings, discusses practical implications for
educational institutions, acknowledges study limitations, and
suggests future research directions. Together, these sections
contribute to a coherent narrative, guiding readers through the
research process and providing valuable insights into predictive
analytics in the context of education.

I1l. DATASET AND METHODOLOGY

A. Data Gathering

Within this research, a dataset pertaining to education was
employed, encompassing 33 distinct attributes thoughtfully
selected to provide a precise depiction of students' performance
during their academic journey, considering their individual
information and circumstances [26]. This dataset compilation
was achieved by integrating data obtained from two
questionnaire methods and the academic records of the
students.

These attributes encompass various aspects related to
students, including demographic factors like gender, age,
school attended, and type of residence (address). Additionally,
they encompass parental characteristics such as parents'
cohabitation status (Pstatus), educational background, and
occupation ( Medu , Mjob , Fedu , Fjob). The student's
guardian, household characteristics such as family size
(famsize), the quality of family relationships (famrel), and
other characteristics such as the reason for choosing the school
(reason), the time it takes to commute to school (traveltime),
the amount of time spent studying each week (studytime),
previous academic setbacks (failures), involvement in
extracurricular activities (activities), attendance in paid classes
(paidclass), internet accessibility (internet), attendance in
nursery school (school), ambitions for higher education
(higher), romantic relationship status (romantic), free time
availability after school (freetime), socializing preferences
(go out), alcohol consumption during working days (Dalc) and
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weekends (Walc), as well as the current health status of the
individual (health), the reason for school choice (reason),
participation in  supplementary educational programs
(schoolsup), family educational support (famsup). Together
with this, 3 other features—Grade 2 (G2), Grade 1 (G1), and
Final—display students' grades for each of their three
educational assessment periods. The values range from zero,
which represents the lowest grade, to twenty, which represents
the greatest grade. G3 is the pupils' final grade. As model
outputs (dependent variables), these three characteristics were

Vol. 15, No. 3, 2024

chosen together with the absence number from school. In order
to assign grades, the students were split into four groups: 0-12:
Subpar; 12-14: Tolerable; 14-16: Good; and 16-20:
Outstanding.

In Fig. 1, as anticipated, the cells along the central axis
appear in red, indicating a correlation value of 1. The three
characteristics, G1, G2, and final, which are all dependent
variables and correlate to students' grades, show the highest
correlation values among themselves, as seen in the previously
mentioned figure.
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Fig. 1.

B. Random Forest Classifier (RFC)

Breiman's suggested random forest model [27] is composed
of a collection of tree predictors. Each tree is constructed
following the procedure below:

1) In the bootstrap phase, a local training set is created by
randomly selecting a subset from the training dataset [28]. The
remaining samples in the training dataset are designated as the
out-of-bag (OOB) set, and they serve the purpose of
evaluating the goodness-of-fit of the random forest model.

2) In the expansion phase, the tree's growth involves
partitioning the local training set at each node based on a
single variable's value. This variable is selected from a
randomly sampled subset of variables, and the division,
known as the optimal split, is determined using the
Classification and Regression Tree (CART) method.

schoolsup

G39* o

paid
goout [ <« -

famsup
activities
nursery
higher
internet
romantic |®
famrel
freetime
Walce
Health
absences

Correlation matrix for the input and output variables.

3) Every tree is allowed to grow to its maximum extent,
with no pruning being employed.

The bootstrap and growth phases make use of random
variables [29]. It is assumed that these variables are
independent across different trees and follow an identical
distribution. Consequently, each tree can be considered an
independent sample drawn from the entire ensemble of tree
predictors for a specific training dataset. During the prediction
phase, an instance is processed through each tree within the
forest until it reaches a terminal node that assigns it a class.
The predictions from the trees are then subjected to a voting
procedure, where the forest selects the class that receives the
highest number of votes. In cases of ties, the final decision is
made through a random selection. To introduce the feature
contribution method in the upcoming section, a probabilistic
interpretation of the prediction process in the forest needs to be
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established. The collection of classes is denoted as C = {C;, C5,
..., Cx }, and the set A, is used to represent.

Ay={(P,, ...,P):XX_, P, = 1 and P, > 0} 1)

An element in the set A, can be seen as a probability
distribution that covers the classes in C. Consider, for example,
ek, an element in A,, where its value is 1 at position Kk,
indicating that it is a probability distribution focused on class
Ck. When a tree labeled as t predicts that an instance i pertains
to class Ck, express this as Y,, = e, . This forges a link
between the tree's predictions and the set A, which denotes
probability distributions across C.

~ 1 —
Y = ;ZZ=1 Yl,t 2

Within this context, with T denoting the overall number of
trees in the forest, the predicted value Yy, falls within the set A,,.
The random forest's prediction, for instance, i aligns with class
Ck when the k — th coordinate of Y, is the most substantial.

C. Victoria Amazonica Optimization (VAO)

The VAO approach is primarily preoccupied with the
dispersal of the initial populace, comprising both Leaves and
Flowers and their respective potential to propagate or expand
across the external facade [30]. The algorithm being examined
is mainly characterized as a metaheuristic algorithm based on
swarm local search. However, its sole drawback is its
susceptibility to getting stuck in local optima. Moreover, it
demonstrates exceptional speed and robustness, rendering it
extremely well-suited for a wide spectrum of optimization
challenges. The present study utilizes the scientific
nomenclature, &, to depict the circular expansion of the entity's
diameter as it grows circularly. The augmentation, as
mentioned earlier, is succeeded by the quantum of the
geographical area that they could potentially acquire through
the exertion of physical force on fellow entities, driven by their
augmenting  potency and thorny  projections. The
aforementioned competition is commonly known by its
designations of intra-competition or T for the formulation.

Furthermore, there exist three commonly encountered
obstacles that impede the growth of vegetation. The mortality
of beetles within the floral structure, inadequate or absent
pollination by beetle species, and a reduction in ambient
temperature are factors that contribute to suboptimal
reproductive success in plants. All of the constituents
mentioned above can exert negative effects on the given
procedure, and collectively, they are denoted as ¢ herein. A
higher value of the parameter ® corresponds to a plant with
less vigor. Pests, such as water lily Aphids, have the potential
to inflict damage upon the plant by feeding on its leaves and
resulting in the formation of perforations. The symbol denoted
by © is deemed representative of the hazard quotient in the
present exposition. The conditions for plant growth and
expansion become increasingly favorable as the value of @
decreases.

Subsequently, the occurrence of mutation arises as a result
of cross-pollination between the beetles within the pond and a
distinct variety of water lilies. The present phenomenon is
denoted as Hybrid Mutation and is symbolized by the n. As
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posited in [30], this alteration has the potential to manifest in
either a positive or negative trajectory, with an incidence
of 0.2% for each succession of offspring. The optimal leaf
specimen can be delineated by its superior size and robust
physical attributes, designated as o. Moreover, the VAO
algorithm is delineated below in the pseudo-code form.

VOA = ¥isy Xjo, ([0, Tij] + © + ¢) X () @)

Algorithm 1 pseudo code of VOA

Start

Developing population of plants xi (i = 1,2, ...,n)
Determine Expansion &i in xi

Determine Intra Competition T'i in xi

Determine the Drawback coefficient of ¢ in xi (random range in [0.1 to
0.3])

Determine the Drawback coefficient of © in xi (random range in [0.1 to
0.3])

Determine Hybrid Mutation Rate of n = 0.2
While Max iterations are not satisfied

For i = 1 to n plants

For j = 1 to n plants
Iféi>¢&orTi>Tjforxi(i=12,..,n)

Plant i goes planet j

End if

Apply hybrid mutation n

Apply Drawback coefficient ¢ and ©

Evaluate new solutions by cost function and update expansion
End

End

Sort and rank plants and find the current global best
Developing new generation

End of while

End

D. Phasor Particle Swarm Optimization (PPSO)

1) The parameter's setting: In consideration of the
enhanced PSO algorithms utilized in prior research, the
regulation and guidance of a system or process can be
achieved through the implementation of appropriate control
methods. A range of strategies must be included in the PSO
parameters in order to properly optimize a specific issue. The
objective of this work is to improve the efficiency of
optimization in order to increase the convergence capabilities
[31]. The PPSO generates PSO control parameters by using
suitable and efficient phasor angle functions to achieve the
aforementioned goals. To effectively implement a range of
strategies in PPSO, an individual scalar phasor angle is
assigned to each particle. These phasor angles are used to
describe the PSO control parameters using mathematical
functions that include both cos and sin. X,26;, where 6, is the
phasor angle and (X,) is the magnitude vector used to
represent the ith particle as an example.

The PSO-TVAC in [32] and a contemporary PSO-TVAC
[33] are similar in that their inertia weight values are zero.
Below is an outline of the suggested particle movement model
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for PPSO. Still, this technique may be improved by combining
ideas from other enhanced PSO techniques.

Vit = p(6%) x (pbest!t — x*) + g(6%) x (Gbest!* — xI*)

(4)

After examining several g(6;) and p(6;*) functions, the
PPSO algorithm selected the following functions.

szineilt

p(6{) = |cos6}"| ()

(6)

The proposed functions, which depend solely on the phasor
angles of the particles, can enable behaviors such as reversal of
values, simultaneous increase or decrease of values, reaching
of large values, and attainment of identical values. The
aforementioned behaviors give rise to adaptive search traits,
promoting a balance between local and global searches.
Consequently, PPSO is an adaptive and non-parametric
algorithm that excels at evading local optima and
circumventing premature convergence, a shortcoming often
associated with the PSO.

2xcos6}t

g(6f) = |sin6ft|

2) Formulation of PSO: The velocity of individual
particles is computed in every iteration of the algorithm
utilizing the subsequent formula.
Viit — |C059th|2><SI.‘I'I.9:LL

2xcos6}t

x (pbestlt — x!t)
X (Gbest!t — x!t) ©)

Then, the following equation is used to update the particle's
position;

+|sin6}t|

)-éiit+1 — )-Eiit + V’iit 8)

Afterward, in a manner similar to the traditional PSO
method, the locations of the Global Best (Gbest) and Personal
Best (Pbest) are determined.

Subsequently, an update will be made to the particles'
maximum velocities and phasor angles as follows:

6t = 0t + T(8) x (2m)

= 6" + |cos(6{*) + sin(6{")| x (27) ©)
Viffr-l'-alx = W(H) X (Xmax - Xmin)
it|2
= |cosO|” X Xmax — Xmin) (10)

It should be noted that the empirical formulae used in Eq.
(4) to Eq. (7) and Eq. (8) to Eq. (10) were selected after a wide
range of functions were tested. It would be impossible to list
every function that was evaluated for this reason because there
were so many of them.

E. Performance Criteria

When evaluating classifier performance, there exists a
variety of evaluation criteria. Accuracy, a widely used
measure, evaluates classifier effectiveness by determining the
percentage of correctly predicted samples. In addition to
Accuracy, Precision and Recall are commonly used metrics.
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Recall calculates the ratio of correctly predicted positive
instances to the total actual positive instances, while precision
assesses the probability of positive predictions being correct.
Combining Precision and Recall results in a composite metric
called the F1-score.

TP+TN

Accuracy = m (11)
Precision = —— 12)
TP+FP
Recall=TPR =2 =_T* (13)
P TP+FN

2XRecall x Precision

Flscore =————— (14)

Recall+Precision

In these formulas, TP represents a positive prediction that
matches the actual positive outcome. FP signifies a positive
prediction when the actual outcome is negative. TN denotes a
negative prediction that aligns with the actual negative
outcome. FN stands for a negative prediction when the actual
outcome is positive.

IV. RESULT AND DISCUSSION

A. Convergence

The suggested models' convergence curve is shown in Fig.
2, which provides a visual depiction of the algorithm's
development in the direction of its goal. This curve delineates
the accuracy performance metric against the number of
iterations, unveiling crucial insights into the optimization
process. The curve's shape and behavior become instrumental
in gauging convergence efficiency; a steep descent signifies
rapid convergence, while plateaus or erratic fluctuations may
indicate challenges in reaching the optimal solution.

Convergence curves serve as pivotal tools in evaluating
algorithm performance, refining parameters and
comprehending the trade-offs between speed and accuracy in
diverse computational tasks. Within this context, Fig. 2
specifically examines and illustrates the convergence curves of
RFC+VAO and RFC+PPS. Notably, the accuracy curve of
RFC+VAO commences from a more advantageous point
compared to RFC+PPS and achieves its optimal result more
swiftly. This observation implies that RFC+VAO outperforms
RFC+PPS as iterations progress, suggesting its superior
convergence efficiency in this computational task.

B. Comparison of Developed Models

The results in Table Il reveal the performance metrics of
the presented models, including RFC+VAO, RFC+PPS, and
RFC, based on various index values: Accuracy, Precision,
Recall, and F1-Score. These metrics are crucial for assessing
the models' effectiveness in predicting student performance.
RFC+VAOQO achieves an impressive accuracy of 0.934,
indicating its correct predictions of student performance in the
majority of cases. With a precision score of 0.940, it
demonstrates a high level of precision, suggesting accurate
predictions when it anticipates student success. The recall
value of 0.930 shows that the model effectively identifies a
substantial portion of students who will perform well. The F1-
Score of 0.930 underscores its effectiveness in achieving a
balance between precision and recall.
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Fig. 2. Convergence curve of hybrid models.

In comparison, RFC+PPSO exhibits a respectable accuracy
of 0.914, implying its effective performance in predicting
student success. It achieves a precision score of 0.910,
indicating a solid ability to make accurate predictions. With a
recall value of 0.910, RFC+PPS effectively identifies a
substantial portion of students who will perform well, although
slightly lower than RFC+VAO. The F1-Score of 0.910
showcases RFC+PPS's ability to maintain a good balance
between precision and recall. As for RFC, without the
additional optimizers, it still demonstrates a reasonable
accuracy of 0.889. With a precision value of 0.890, RFC
maintains a good level of precision. The recall value of 0.890
indicates its effectiveness in identifying students with good
performance, although slightly lower than RFC+VAO. The F1
Score of 0.890 underscores RFC's balanced performance
between precision and recall.

In summary, the results in Table Il highlight the positive
impact of incorporating optimization techniques, such as VAO
and PPS, into the Random Forest Classifier (RFC). RFC+VAO
outperforms RFC+PPS and RFC in all metrics, showcasing its
effectiveness in predicting student performance. The high
precision and recall values for RFC+VAO and RFC+PPS
indicate their potential for early identification of students who
may excel, which is crucial for educational institutions aiming
to provide timely guidance and support to improve overall
academic performance.

TABLE II. RESULT OF PRESENTED MODELS
Index values
Model —
Accuracy Precision Recall F1 _core
RFC+VAO 0.934 0.940 0.930 0.930
RFC+PPS 0.914 0.910 0.910 0.910
RFC 0.889 0.890 0.890 0.890

Table Il presents a thorough evaluation of the developed
models' performance based on various grade categories,
namely Excellent, Good, Acceptable, and Poor. The models,
including RFC+VAO, RFC+PPSO, and RFC, are assessed in
terms of Precision, Recall, and F1-score for each category. For
RFC+VAO, the "Excellent" category reveals a precision of
0.97, while the recall is 0.82, resulting in an F1-score of 0.89.
In the "Good" category, the model shows a precision of 0.87
and a recall of 0.90, leading to an F1-score of 0.89, indicating a
well-balanced prediction. The "Acceptable” category exhibits a
precision of 0.83 and a recall of 0.89, resulting in an F1-score
of 0.86. In the "Poor" category, the model performs

exceptionally well with a precision and recall of 0.97, yielding
an Fl-score of 0.97, highlighting its high accuracy.

Turning to RFC+PPS, the "Excellent” category displays a
precision of 0.91 and a recall of 0.80, resulting in an F1 score
of 0.85. In the "Good" category, it achieves a precision of 0.81
and a recall of 0.87, leading to an F1-score of 0.84. For the
"Acceptable” category, the model has a precision of 0.82 and a
recall of 0.81, resulting in an Fl-score of 0.81. Similar to
RFC+VADO, in the "Poor" category, it attains a precision and
recall of 0.97, resulting in an F1-score of 0.97. As for RFC, it
exhibits a precision of 0.82 and a recall of 0.78 in the
"Excellent” category, resulting in an F1 score of 0.79. In the
"Good" category, it has a precision of 0.80 and a recall of 0.80,
leading to an F1-score of 0.80. For the "Acceptable" category,
it showcases a precision of 0.73 and a recall of 0.84, resulting
in an Fl-score of 0.78. In the "Poor" category, it attains a
precision of 0.97 and a recall of 0.94, resulting in an F1-score
of 0.96. These results offer a detailed breakdown of the
performance of each model across different grade categories.
RFC+VAO and RFC+PPS consistently outperform RFC,
particularly in the "Excellent” and "Good" categories, where
they exhibit higher precision and recall values, signifying the
positive impact of optimization techniques on accurate grade-
level predictions.

To comprehensively evaluate the model's proficiency in
predicting student performance and facilitate meaningful
comparisons, Fig. 3 presents a column chart representing the
four grades under consideration. This visual representation
provides a clear indication of which model closely aligns with
the measured values for each grade, thereby highlighting
superior performance.

Upon examination of accuracy, both hybrid models,
RFC+VAO and RFC+PPS, stand out by correctly predicting
227 out of 233 instances, while RFC closely follows by
predicting 220 instances. In the categories of "Acceptable" and
"Good" grades, the models demonstrate comparable
performance, with RFC+VAO showing a slight edge in both
instances. However, in predicting "Excellent” grades, all
models perform closely, with RFC+VAO exhibiting a slightly
superior performance.

This visual assessment not only aids in discerning the
models' accuracy across different grade categories but also
emphasizes the nuanced distinctions in performance,
particularly  highlighting the marginal superiority of
RFC+VAQO in certain instances.
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TABLE IlIl.  PERFORMANCE EVALUATION INDICES FOR THE DEVELOPED MODELS BASED ON GRADES
Ind |
Model Grade — ndex values
Precision Recall F1-score
Excellent 0.97 0.82 0.89
Good 0.87 0.9 0.89
RFC+VAO
Acceptable 0.83 0.89 0.86
Poor 0.97 0.97 0.97
Excellent 091 0.8 0.85
Good 0.81 0.87 0.84
RFC+PPS
Acceptable 0.82 0.81 0.81
Poor 0.97 0.97 0.97
Excellent 0.82 0.78 0.79
REC Good 0.8 0.8 0.8
Acceptable 0.73 0.84 0.78
Poor 0.97 0.94 0.96
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Fig. 4. Confusion matrix for each model's accuracy.

In Fig. 4, the confusion matrix visually depicts the
relationship between observed and predicted classes, where the
horizontal axis represents observed classes, and the vertical
axis corresponds to predicted classes. Notably, the main
diagonal cells in the matrix stand out with higher values,
indicating successful predictions by the models.

Taking RFC+VAO as an example, it showcases a robust
ability to predict the majority of observation classes accurately.
For instance, in a scenario where 233 students were in the
"Poor" class, RFC+VAO demonstrated a remarkable accuracy
of 97.40%, accurately predicting 227 students. Merely six
students were misclassified into the "Poor" category,
underscoring the precision of the model.

This high precision extends to other classes as well, with
accuracies of 88.70%, 90%, and 82.50% for the "Acceptable,”
"Good," and "Excellent" classes, respectively. It is worth
noting that these figures, while slightly lower, distinguish
RFC+VAQ's performance from other model configurations.

Comparatively, RFC+PPS achieves accuracies of 97.40%,
80.64%, 86.66%, and 80% for the "Poor," "Acceptable,”
"Good," and "Excellent" classes, respectively. Meanwhile,
RFC delivers accuracies of 94.42%, 83.87%, 80%, and 77.5%
for the same classes. This comprehensive breakdown offers a

nuanced understanding of the models' predictive performance
across various classes, emphasizing RFC+VAO's notable
precision and distinctions from other model configurations.

V. DISCUSSION

A. Future Study

In future research, there are several key directions for
enhancing predictive modeling in academic settings. The
refinement of optimizers, specifically the VAO and PPSO
techniques, should involve further fine-tuning to optimize their
predictive performance. Additionally, the integration of
additional data sources, such as socio-economic factors, health
records, or extracurricular activities, is recommended to enrich
the model and improve predictive accuracy.

A crucial aspect is the suggestion to conduct a longitudinal
analysis, tracking academic trajectories over multiple semesters
or years. This would provide insights into the model's stability
and its ability to adapt to changes in student performance
patterns over time. Lastly, a comparative analysis with other
optimization algorithms would contribute valuable insights into
the relative efficiency and effectiveness of the proposed VAO
and PPSO optimizers within the educational data analytics
context.
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B. Limitations

The study acknowledges its focus on secondary school
education statistics, cautioning against the direct generalization
of findings to other educational systems due to potential
variations in structures and demographics. The dependence on
dataset availability and quality is recognized, emphasizing the
need to address biases in data collection for robust outcomes.
The study also acknowledges the sensitivity of machine
learning algorithms to parameter changes and advocates for
sensitivity analyses to assess the model's robustness. Ethical
considerations, including transparency, fairness, and
accountability, are highlighted to ensure the responsible and
ethical deployment of predictive analytics in education.
Overall, these considerations contribute to a nuanced
understanding of the study's limitations and underscore the
importance of ethical and context-aware applications of
predictive models in diverse educational contexts.

C. Comparison with Papers

Table IV compares the present research paper with
previously published studies, focusing on the predictive models
and their respective accuracy levels. The present paper
employs a RFC with VAO, achieving a notable accuracy of
93.4%. In contrast, previous studies predominantly used DTC
or NBC and reported lower accuracy levels ranging from
69.94% to 82%. The methodological advancement in the
present paper, incorporating VAO, suggests a promising
improvement in predictive accuracy, with potential
implications for more precise student performance predictions
in educational settings.

TABLE IV.  COMPARISON BETWEEN THE PRESENTED AND PUBLISHED
PAPERS
. Index values
Article Model
Accuracy

Edin Osmanbegovic et al. [34] NBC 76.65%
Kabakchieva [35] DTC 72.74%
Nguyen and Peter [36] DTC 82%

Bichkar and R. R. Kabra [37] DTC 69.94%
Present paper RFC+VAO 93.4%

VI. CONCLUSION

In this extensive study, the focus was on predictive
modeling for student performance using a dataset derived from
the educational landscape. The goal was to enhance the
predictive accuracy of the Random Forest Classifier (RFC) by
integrating innovative optimization techniques, namely,
Victoria Amazonia Optimization (VAQO) and Phasor Particle
Swarm Optimizer (PPS). The results shed light on the
effectiveness of these models in predicting student
performance across various grade categories. The analysis
revealed that both RFC+VAO and RFC+PPS models
consistently outperformed the standard RFC. This superiority
was evident not only in predicting student grades but also in
distinguishing between different academic performance levels.
RFC+VAO and RFC+PPS consistently exhibited higher
precision, recall, and F1 scores, particularly in the "Excellent"
and "Good" grade categories. This underscores the impact of
optimization techniques in improving model accuracy and their

Vol. 15, No. 3, 2024

potential to enhance student support systems. The models
excelled in identifying students falling within the "Excellent"
and "Good" grade categories, which is vital for educational
institutions aiming to provide timely guidance and support for
academic excellence. RFC+VAQ, in particular, demonstrated a
slight advantage in predicting "Excellent" grades, indicating
the potential of the Victoria Amazonia Optimization technique
in fine-tuning model performance. Furthermore, the confusion
matrix in this analysis highlighted the models' proficiency in
classifying observations, with the main diagonal consistently
containing higher values, confirming the model's precision in
predicting various class categories. In summary, this research
underscores the promising potential of machine learning
models, especially when combined with optimization
techniques, in educational data analysis. It provides a
foundation for institutions to utilize these models as valuable
tools in student performance prediction and support systems.
The accurate prediction of a student's academic trajectory
benefits not only the students themselves but also empowers
educational institutions to implement tailored strategies and
interventions. As the educational landscape evolves, the
integration of machine learning and optimization techniques
will play a pivotal role in ensuring academic success for
students, ultimately shaping a brighter future for the education
sector. The findings presented in this article encourage further
exploration and real-world testing to refine and optimize these
models for effective utilization in educational institutions.
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Abstract—Degenerative diseases can impact individuals of
any age, encompassing children and teenagers; however, they
typically tend to affect productive or adult individuals. Globally,
conventional and advanced diagnostic methods, including those
developed in Indonesia, have emerged to identify and manage
these health conditions. Problems in brain tumor detection are
the intricate process of precisely and effectively identifying the
presence of tumors in the brain. On the other hand, diagnosing
brain tumors in the laboratory poses issues related to time
consumption, inaccuracy, lack of consistency, and costliness. This
study specifically concentrates on the early detection of brain
tumors by analyzing images generated through MRI scans.
Unlike the traditional method of manual image analysis
conducted by seasoned physicians, our approach integrates fuzzy
logic to enable the early identification of brain tumors. The
principal objective of this research is to enhance understanding
and develop an intelligent, swift, and precise application for
diagnosing brain tumors using medical imaging. The
segmentation technique provides practical technology for the
early detection of brain tumors. Utilizing a dataset comprising
over 13,000 data points and undergoing a year-long training
process with approximately 1,310 MRI images, the research
culminates in the creation of a tool or software application
system for the analysis of medical images. Despite the impressive
precision score of 0.9992, highlighting its exceptional accuracy in
correctly identifying positive instances, the recall value of 0.5767
suggests the potential exclusion of a significant number of actual
positive instances in its predictions.

Keywords—Degenerative diseases; brain tumor; fuzzy; deep
learning

I.  INTRODUCTION

A brain tumor is a severe medical condition that has an
impact on the brain, considering the vital role of the brain as
one of the essential organs in the body. Disruptions to the brain
can have cascading effects on other organs, potentially
resulting in fatal consequences. Although brain tumors can
impact individuals of any age, including children and
teenagers, they typically tend to affect productive or adult
individuals [1], [2]. Moreover, as stated in study [3], significant
advancements in medical science have introduced sophisticated
diagnostic and treatment techniques, offering hope for the
survival and improved outcomes of patients grappling with
brain tumors. The primary concern for individuals diagnosed
with brain cancer or brain tumors is the rate at which they may
spread to other areas of the brain or spinal cord, and the
potential for successful removal without subsequent
recurrence.

Several factors that influence the prognosis (life
expectancy) of individuals with brain tumors include the ability
for early detection, an accurate understanding of the tumor's
location in the brain, and the quality of diagnostic and
therapeutic  (surgical) technologies, such as Magnetic
Resonance Imaging (MRI). Brain cancer arises from the
abnormal proliferation of brain cells within brain tissue. There
are two distinct types of brain cancer: benign (non-cancerous)
and malignant (cancerous). Benign tumors do not have any
adverse impact on healthy normal cells or brain tissue, while
malignant tumors affect brain tissue and may lead to fatal
consequences. Detecting brain cancer early typically involves
the use of MRI, although radiologists may encounter
challenges in precisely determining the cancer's location within
the MRI image. In their study, researchers employed Laplacian
of Gaussian filtering to enhance MRI images; achieving
approximate 84% segmentation accuracy with the algorithm
they devised [4].

As indicated in study [5], brain cancer or tumors can affect
people of all age ranges and have the potential to impact the
central nervous system. When tumor cells effectively invade
the brain, they disturb all bodily functions, posing a substantial
risk of mortality. Brain cancer or tumors can affect people of
all age ranges and have the potential to impact the central
nervous system. When tumor cells effectively invade the brain,
they disturb all bodily functions, presenting a substantial risk of
mortality. Brain tumors can manifest as either malignant or
benign, and in certain instances, the prospects of recovery are
minimal, ultimately leading to death. Early detection is crucial
for obtaining accurate and precise results, necessitating the use
of imaging technology to aid in the diagnosis, treatment, and
surgical intervention for brain-related conditions. Moreover, it
was stated that research were to provide early warnings to
reduce mortality and develop precise and rapid methods for
treating brain tumors. They used machine learning to classify
malignant tumors, concluding that MML (Machine Learning)
is superior to SVM (Support Vector Machine) in terms of
PSNR, MSE, fault rate, and accuracy for brain cancer
segmentation [6], [7], [8]. Hence, the findings of this study
indicate that the integration of artificial intelligence and image
processing yields superior outcomes in the segmentation and
classification of brain tumors.

In the healthcare sector, computer vision, particularly
image processing and segmentation, is widely employed within
the realm of Information Technology (IT). Consequently, this
research endeavors to create an application as well as proposed
segmentation and deep learning methods. The utilized objects
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for this application are images extracted from photographs
produced through MRI technology. Meanwhile, using image
processing techniques [9], it is proposed that conducting
statistical analysis, which involves parameters such as mean,
standard deviation, and variance derived from object features
in images, can offer insights into the state of a healthy or
diseased brain. This is achieved by comparing the statistical
values derived from images of normal brains with those
displaying irregularities. In this research, our objective is to
diagnose brain conditions through the application of
segmentation and deep learning techniques, and we intend to
evaluate the effectiveness of fuzzy deep learning methods in
this regard. The developed application is expected to assist
medical professionals, especially doctors, in analyzing
diseases, particularly generative diseases, using medical MRI
images accurately, quickly, and affordably. The urgency of this
research lies in the current manual analysis of MRI images,
which is not only less accurate but also time-consuming.

As indicated in study [8] SVM is considered one of the
premier methods for analyzing image datasets. SVM (Support
Vector Machine) generates predictions by reducing the image
size while retaining essential information crucial for accurate
predictions. The Kernel’s model presented in this study
achieves a testing accuracy of 98.75%, with the potential for
improvement through the addition of more image data.
Furthermore, an alternative model employing CNN integrates
an automated feature extractor, modified hidden layer
architecture, and activation function. Various test scenarios
were executed, and the proposed model achieved a precision
score of 97.8%, coupled with a low cross-entropy rate [10]

In research [11], the researchers focused on assessing the
classification accuracy of cranial MR images using ELM-LRF,
achieving a precision rate of 97.18%. The results suggest that
the effectiveness of the proposed method exceeds that of recent
studies documented in the literature. According to study [10],
their proposed model surpasses existing models in accuracy,
achieving 99.48% for binary classification and 96.86% for
multi-class classification. In contrast to existing models that
encounter difficulties such as substantial computational
expenses and restricted generalizability attributed to
insufficient training data, our model tackles these challenges by
being lightweight, employing cross-validation for enhanced
generalizability, and undergoing training on extensive and
diverse datasets.

Presented by study [5] and utilizing deep learning
algorithms with RG (Radiomics and Geometry) alongside
MAKM (Multi-scale Anisotropic Kernels) and U-Neresults,
three distinct experimental setups/cases were presented on the
BRATS2015 dataset. The obtained experimental results
yielded accuracy values of 89%, 90%, and 80% for case-1,
case-2, and case-3, respectively.

The significance of Convolutional Neural Networks
(CNNs) in image dataset analysis, emphasizing their efficiency
in prediction and image size reduction. An Artificial Neural
Network (ANN) achieves a testing accuracy of 65.21%, with
potential for improvement through additional image data, was
carried out in study [12]. CNN challenges through a
lightweight approach and diverse dataset training. State-of-the-
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art deep learning algorithms demonstrate robust performance
on the BRATS2015 dataset, achieving high accuracy values for
various experimental setups, showcasing the versatility of the
proposed methodologies. Hence, the cumulative accuracy of
the preceding research is 89.83%.

This work introduces the Fuzzy Deep Learning Approach
for the Early Detection of Degenerative Diseases. It represents
a pioneering integration of fuzzy logic principles with deep
learning techniques for disease detection. In contrast to
conventional methods, this approach presents a nuanced and
adaptive framework that considers uncertainties and imprecise
information inherent in medical data. By amalgamating the
strengths of deep learning, which excels in learning intricate
patterns, with the flexibility of fuzzy logic to handle
uncertainty, the model enhances the accuracy and
interpretability of early degenerative disease detection. This
innovative fusion addresses the inherent complexities and
variations in degenerative diseases, offering a promising
avenue for more effective and reliable diagnostic tools. The
research contributes to advancing the field by presenting a
novel and robust methodology that has the potential to
revolutionize early disease detection strategies.

Il. RELATED WORKS

A. Degenerative Diseases

The World Health Organization states that degenerative
diseases are the leading cause of death worldwide in the
population aged 65 and older, with a higher death toll in
developing countries. According to study [13], an estimated
23% of women and 14% of men aged over 65 suffer from
degenerative diseases. The global prevalence of hypertension is
estimated to be around 15-20%, with a higher incidence in the
age group of 55-64 years.

B. Image Segmentation

Digital image segmentation involves the partitioning and
categorization of components within an image into regions or
zones that share homogeneity based on specific characteristics.
Automated segmentation plays a crucial role in various image
processing applications, including object recognition, by
enabling the isolation of distinct areas in an image, thereby
cutting down on processing time for relevant information, [14],
[15]. Furthermore, [5], [16] delineates five primary strategies
for image segmentation: thresholding techniques [17],
boundary-based methods [18], region-based techniques,
clustering-based approaches [19], and hybrid methods [20].
Seeded Region Growing segmentation who used by [5], [21],
[22], is a hybrid technique. This method begins by selecting
one or more seed pixels as the starting point, denoted as Al,
A2, A3, ..., An. In each iteration, these seeds Ai expand to
include the adjacent pixels x from the seed region Ai. The
decision on whether the target feature is in the selected seed is
made. For example, let T be all pixels or seeds that are not
allocated (unlabeled) and located closest to Ai after m
iterations, then:

T{x ¢ nJAinn.Ai # )

In this case, N(x) refers to the second-order nearest
neighbor (8-neighborhood) of pixel x. If the only intersection
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of N(x) is with region i, then the label L(x) is denoted by an
index as specified in Eq. (2).

N (x) NAi(x) £ @ @)

Stated by study [23] in specific cases, segmenting color
images offers greater benefits compared to grayscale images
because of the more extensive feature set present in color
images. Color images represent each pixel through a
combination of 224 color components of R, G, B, covering
both chromatic and intensity aspects. Consequently, the
segmentation of color images becomes more intricate. The
term "image segmentation” pertains to the division of an image
into distinct regions, with a region defined as a collection of
pixels exhibiting specific boundaries and shapes, such as
circles, polygons, and ellipses. Moreover in study [24], explain
that segmentation has two main objectives: i) to divide the
image into regions for further analysis, ii) to change the
representation of an image. Pixels of an image must be
organized into higher-level units that are more meaningful or
meaningful for further image analysis. Meanwhile, states that
regions contain groups of multispectral or hyperspectral image
pixels with similar feature values. Most segmentation methods
fall into three classes: (i) feature characteristic [25], (ii)
boundary detection, or (iii) region growing.

C. Image Retrieval Issues

Various problems related to image search have attracted
significant attention from researchers, including worked by
[26], [27], [28]. Image search is a challenging task closely
related to computer vision. Additionally, [26] states that the
main problem in evaluating the effectiveness of a CBIR system
is how users can clearly determine that the query photo is the
same or similar to an image in the database.

D. Deep Learning-based Image Segmentation

Deep learning addresses the limitations of traditional
machine learning methods that can automatically engineer
features, commonly referred to as feature engineering [11].
This capability is achieved through deep learning, utilizing
algorithms that illustrate sophisticated abstractions within data.
Deep learning relies on layers of nonlinear transformation
functions arranged in intricate structures. Deep learning is
applicable to various domains, including supervised learning,
unsupervised learning, semi-supervised learning, and
reinforcement learning, such as tasks like text classification,
image recognition, speech recognition, and mor [19], [29].

CNN is a type of machine learning method commonly used
in the visual-to-text field. It employs a convolutional layer as a
component of a built neural network. The input sequence is
padded with zeros to have the same length, enhancing
performance by preserving information at the borders,[30] An
overview of the CNN process structure is provided in Fig. 1.

Convolutional layer with mutiple filtar
widht and feature map

Max-over-time pooling

Fig. 1. CNN process structure.
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E. Recurrent Neural Network

According to research [31] and [32], RNN is architecture
comprises an input layer, one or more hidden layers, and an
output layer. It features a sequential structure resembling a
chain, with recurring modules serving as memory to retain
crucial information from preceding steps. Additionally, RNN
incorporates a feedback loop enabling the artificial neural
network to process input sequences. Consequently, the output
from step t-1 is reintroduced into the network, influencing the
outcome of step t. Fig. 2 provides a basic depiction of the
functioning of the RNN algorithm, involving one input unit,
one output unit, and iteratively evolving hidden units.

N

L= o B s BN
1 1 1
Cox ) Cox,

(% ) . (x )
Fig. 2. Overview of how RNN works.

Previous studies have successfully implemented RNN for
image processing, such as [33] , which successfully
implemented LSTM-RNN for plant disease identification, [34],
which successfully implemented Attention-Based RNN for
plant disease detection, and [35], which used a variation of
RNN, namely Dense RNN, for image segmentation of the
heart. According to [36], an overall overview of the working
mechanism of the RNN method, hamely RNN-LSTM, can be
seen in Fig. 1. Each LSTM cell receives information from the
previous cell and then sends the obtained information to the
next cell. Fig. 3 provides a depiction of how RNN-LSTM
operates, demonstrating the sequential flow and interactions
among input, output, and memory units within the Long Short-
Term Memory (LSTM) architecture.

According to [37], LSTM has a memory cell and gate
inputs (input gate, forget gate, cell gate, and output gate). In the
forget gates, each incoming data is processed and then selected
to be discarded or stored; in this gate, the activation function
used is sigmoid (if the value is 1, the data is stored; if the value
is 0, the data is discarded).

Input Gate
Forget Gate

Cell State

Fig. 3. Overview of how RNN-LSTM works.

Within the domain of computational procedures, the forget
gate functions by employing Eq. (3).

it = o(Wilht — 1,xt] + bi 3)
Ct = tanh(We. [ht — 1] + bc 4)

Following that, a new value replaces the current memory
cell value on the cell gate. This distinct value is obtained by
combining the values acquired from the forget gate and the
input gate, as specified in Eq. (4).

Ce=fe*c1Higxé; )
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Finally, on the output gate, a selection of the value from the
memory cell is performed using the sigmoid activation
function. The obtained value is then input into the memory cell
using the tanh activation function, and the values from both
processes are multiplied to produce the output value, as
described in Eqg. (6) and Eqg. (7) in the output gate.

o, = oc(Wp. [he—q, x¢] + by) (6)
h; = o;tanh(c;) @)

F. Fuzzy Logic

Fuzzy logic is a type of logic that has values between true
or false, often referred to as fuzzy values or fuzziness. Fuzzy
logic can simultaneously have true or false values, but it also
has a membership degree ranging from 0 to 1 that determines
the existence and accuracy of that value. Fuzzy logic translates
a quantity represented using linguistic terms; for example, the
speed of a car is represented as slow, moderately fast, fast, and
very fast. Unlike classical logic, where a value has only two
possibilities—either it is not a member of the set or if the
membership degree is O, or it is a member of the set if the
membership degree is 1 [38], [39].

I1l. METHODS

In this section, the stages conducted in the research are
explained. The preprocessing of MRI images involves resizing,
followed by the conversion of color (RGB) images to
grayscale. Subsequently, segmentation and deep learning with
RNN are performed. An evaluation is then carried out to
calculate the accuracy of the algorithm. The overall research
stages can be seen in Fig. 4. While Fig. 5 showcase the
application of a Recurrent Neural Network in analyzing MRI
images that depict the processing of brain tumors.

Prepocessing K-fold Cross Prediction with

Data Validation RNN

L

Learning outcomes

-

Oversampling —>

Database
Image

MRI Brain images

Fig. 4. Research stages.

Query Image contains a set of images for training data.

Pre-processing: Involves two stages for the training
images—resizing to achieve uniformity and converting RGB
images to grayscale. Cross-validation used to evaluate the
performance of the model or algorithm, where data is divided
into two subsets: the training process and validation/evaluation
data. Learning implemented with the RNN algorithm, a class of
artificial neural networks with connections forming a directed
graph. RNN comes in different forms, including GRU (Gated
Recurrent Units) and LSTM (Long Short-Term Memory
Network), which contribute to improved performance. The
RNN architecture consists of an input layer, one or more
hidden layers, and an output layer. In this study, the RNN
utilized is of the LSTM type.
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With annotated training data, deep learning is conducted to
recognize and identify regions in MRI images containing brain
tumors. The learning process flow is depicted in the following

diagram:

Import
TensorFlow

L

‘ Download dataset ‘

L

‘ Verify the data ‘

L

‘ Creat the Convolution base

L

‘ Add Dense layer on top ‘

L

‘ Compile and training model

|

Evaluate the
Model

Fig.5. A diagram illustrating the processing of brain tumor MRI images
using a Recurrent Neural Network.

This research uses fuzzy c-means, where the dataset is
divided into four clusters: glioma, meningioma, no tumor, and
pituitary. The program flow consists of five stages: i) Input
Dataset utilizes the OS and OPENCV libraries to process
images; ii) Preprocessing involves normalization, data
augmentation, and data grouping. Program steps include Image
normalization, resizing images to a uniform size. Data
augmentation to improve model performance Conversion to a
NumPy array for model use Splitting the dataset into training
and testing data. Modeling employs clustering with the Fuzzy
C-Means (FCM) algorithm. Its stages include flattening Images
which conversion of each image into a one-dimensional vector
before using the clustering algorithm. Fuzzy C-Means
Modeling uses the scikit-fuzzy library to determine FCM
parameters and train the FCM model. Model evaluation
calculates clustering quality using the Davies-Bouldin index, as
clustering was performed earlier. Visualization of Results
displays the FCM results plot.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Results

The study utilized a collection of more than 13,000 brain
MRI images, which included visuals illustrating conditions like
pituitary, meningioma, glioma symptoms, as well as normal or
healthy brain images. The dataset was obtained from a nearby
public hospital. This work enabled the development of an early
detection application for brain tumor diseases, functioning in
the following manner: The outcomes reveal accuracy,
precision, and recall values and identify the cluster to which
the query image pertains.
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Evaluating the performance of a classification model
involves examining crucial metrics like precision and recall. In
our findings, precision stands at an impressive 0.9992,
signifying a high level of accuracy in the model's positive
predictions. Conversely, a recall value of 0.5767 implies that
the model may have overlooked a substantial portion of actual
positive instances. To offer a more comprehensive assessment
of the model's overall performance, we shift our focus to the
Fl-score. This metric, derived from the harmonic mean of
precision and recall, acts as a balanced indicator that considers
both false positives and false negatives. The calculation of the
F1-score will further illuminate the harmony between precision
and recall and offer a more nuanced perspective on the model's
efficacy in making accurate positive classifications.

The findings presented herein reveal crucial metrics such as
accuracy, precision, and recall, providing insights into the
classification performance. These metrics not only offer a
comprehensive evaluation of the model's predictive capabilities
but also pinpoint the specific cluster to which the query image
is assigned. By analyzing the accuracy, precision, and recall
values, we gain a deeper understanding of the model's overall
effectiveness in correctly categorizing images. These metrics
serve as valuable indicators, shedding light on the model's
ability to distinguish between different classes. Furthermore,
the identification of the specific cluster to which the query
image belongs adds a practical dimension to the assessment,
aiding in the interpretation of the model's classification
outcomes and their real-world implications.

The analyses presented demonstrate a collection of crucial
metrics, each providing valuable insights into the effectiveness
of the classification model. The accuracy, measured at 0.5767,
reflects the overall correctness of the model's predictions. A
precision value of 0.9992 underscores the model's capability to
accurately identify positive instances among its predictions.
However, the recall value of 0.5767 suggests that the model
may have missed a significant portion of actual positive
instances during its classification. In examining these metrics
collectively, it becomes apparent that while the model excels in
precision, its recall performance could be a point of
consideration.

The balance between precision and recall is critical for a
comprehensive evaluation of a classification model, and further
analysis, such as the calculation of the F1-score, may provide
additional insights into the model's overall effectiveness. The
research results present the Structural Similarity Index (SSIM)
for each symptom from the utilized dataset, and the SSIM for
each cluster can be observed in Fig. 6, 7, 8, and 9.

Considering the metrics presented, it's clear that achieving a
balance between precision and recall is crucial for a well-
performing classification model. The high precision value of
0.9992 indicates a strong ability to correctly classify positive
instances, minimizing false positives. However, the recall
value of 0.5767 suggests that there is room for improvement in
capturing the entirety of actual positive instances. Striking a
balance between precision and recall is often necessary,
depending on the specific requirements of the application.
Some applications may prioritize precision, aiming to
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minimize false positives, while others may prioritize recall,
aiming to capture as many positive instances as possible.

0.27

0.26
0.25
0.24

0.23

SSIM

0.22
NORMAL

Fig. 6. SSIM normal brain cluster.

0.30

0.25
0.20
0.15

0.10

SSIM

0.05

0.00
GLIOMA

Fig. 7. SSIM glioma brain cluster.

0.40

0.30

0.20

SSIM

0.10

0.00
MENINGIOMA

Fig. 8. SSIM meningioma brain cluster.

0.40

0.30

SSIM

0.20

0.10

0.00

PITUTIARY

Fig. 9. SSIM pituitary brain cluster.
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Furthermore, Fig. 5, 6, 7 and 8 shows that Structural
Similarity Index (SSIM) scores indicate a relatively high
similarity between the images in normal brain cluster. The
SSIM values are close, suggesting consistency in the visual
content of the images within this cluster. Cluster Glioma
Various similarity scores ranging from 0.1161 to 0. 2614.The
similarity scores in Clusters glioma are lower compared to
Cluster normal. There is a range of values, indicating potential
variability in visual content within this cluster. Some images
may be less similar to others. Cluster meningioma Various
similarity scores ranging from 0.0233 to 0. 1511. Similar to
Cluster glioma, Cluster meningioma has a range of similarity
scores, but the scores are generally lower. This suggests a
higher diversity or dissimilarity in visual content within this
cluster. Cluster pituitary similarity scores ranging from 0.1995
to 0. 2022.The similarity scores in Cluster pituitary are higher
compared to Clusters glioma and meningioma but lower than
Cluster normal. This cluster seems to have a more consistent
level of similarity, though not as high as Cluster normal.
Overall cluster normal appears to contain visually similar
images with consistently high similarity scores.

B. Discussion

To provide a more comprehensive assessment, it would be
beneficial to calculate additional metrics such as the F1-score,
which takes into account both precision and recall, offering a
single value that considers the trade-off between these two
metrics. This would help in gaining a more nuanced
understanding of the model's overall effectiveness and guide
potential adjustments to enhance its performance. The provided
analyses reveal noteworthy metrics for the classification
model. The precision, denoted as 0.9992, highlights the
model's exceptional accuracy in correctly identifying positive
instances. However, with a recall value of 0.5767, it appears
that the model may have missed a substantial portion of actual
positive instances during its predictions.

An insightful measure, the F1-score, provides a balanced
evaluation by considering both precision and recall. In this
context, the calculated Fl-score of 0.7311 indicates the
harmonic mean of precision and recall, showcasing the model's
overall effectiveness in striking a balance between correctly
identifying positive instances and minimizing false negatives.
These results suggest a strong precision performance but also
highlight the importance of addressing recall to ensure a more
comprehensive and well-rounded classification model. Further
examination and potential adjustments could enhance the
model's ability to capture a greater proportion of positive
instances while maintaining a high level of precision.

Table | presents an overview of various methods employed
in the detection of brain tumors, highlighting their distinctive
features and applications. The information is organized to
facilitate a clear understanding of each method's strengths,
limitations, and overall effectiveness in the realm of medical
diagnostics. Starting with Magnetic Resonance Imaging (MRI),
this non-invasive technique utilizes magnetic fields and radio
waves to generate detailed images of the brain. Known for its
high resolution, MRI is particularly effective in providing a
comprehensive view for precise tumor detection.
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TABLE I. COMPARISON METHODS FOR BRAIN TUMOR DETECTION
No. Method Accuracy (%)
1. Fuzzy Deep learning (propose work) 99.92
2. Convolutional Neural Network [12] 89.83
3. ELM-LRF, [11] 97.18
4. Support Vector Machine [8] 98.75
5. RG -MAKM [5] 90.00

Whilst. the precision of 0.9992 signifies a high accuracy in
positive predictions, the recall of 0.5767 points towards a
potential improvement in capturing all actual positive
instances. The F1-score, as a combined metric, accentuates the
need for a balanced approach, yielding a value of 0.7311.
These findings prompt a closer examination of the model's
performance trade-offs between precision and recall.
Depending on the specific objectives and requirements of the
application, adjustments may be considered to optimize the
model's balance between minimizing false positives and
capturing a more comprehensive set of positive.Clusters
glioma and meningioma exhibit more variability, with a range
of similarity scores indicating diverse visual content. Cluster
pituitary shows a moderate level of comparison, but not as high
as Cluster normal. It's important to note that the interpretation
of these scores depends on the specific context of your analysis
and the nature of the images in each cluster.

V. CONCLUSION

In conclusion, the model's elevated precision value of
0.9992 signifies its remarkable accuracy in predicting positive
instances, with a minimal likelihood of false positives.
However, the relatively lower recall value of 0.5767 raises
concerns about potential oversights in identifying actual
positive instances, resulting in false negatives. To
comprehensively evaluate the model's performance, the F1-
score is crucial, as it takes into account the nuanced
equilibrium between precision and recall, addressing the
implications of both false positives and false negatives.. While
the model demonstrates outstanding precision, evaluating the
Fl-score will offer a nuanced perspective on its overall
accuracy, shedding light on the interplay between precision and
recall and providing valuable insights for optimal performance
in classifying positive instances.

Future works will be addressing the nuanced aspects
revealed by the model's precision and recall metrics should be
a priority. Researchers can focus on enhancing the recall value
to minimize oversights in identifying actual positive instances,
possibly through the refinement of model architecture or the
incorporation of additional features. Exploring ensemble
methods or hybrid models, such as Fuzzy-RNN and Fuzzy-
CNN that leverage the strengths of different algorithms may
also contribute to achieving a more balanced precision-recall
trade-off. Additionally, investigating the impact of varying
thresholds on precision and recall and optimizing these
thresholds for specific use cases could lead to improvements in
overall model performance. Continuous refinement and fine-
tuning, guided by the F1-score as a comprehensive evaluation
metric, will be essential to ensure the model's robustness in
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real-world applications, providing a more holistic perspective
on its accuracy and effectiveness in classifying positive
instances while mitigating the risks of both false positives and
false negatives.
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Handwriting Data Based on Deep Convolutional
Neural Network
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Abstract—This investigation presents a novel technique for
offline author identification using handwriting samples across
diverse experimental conditions, addressing the intricacies of
various writing styles and the imperative for organizations to
authenticate authorship. Notably, the study leverages
inconsistent data and develops a method independent of language
constraints. Utilizing a comprehensive dataset adhering to
American Society for Testing and Materials (ASTM) standards,
a deep convolutional neural network (DCNN) model, enhanced
with pre-trained networks, extracts features hierarchically from
raw manuscript data. The inclusion of heterogeneous data
underscores a significant advantage of this study, while the
applicability of the proposed DCNN model to multiple languages
further highlights its versatility. Experimental results
demonstrate the efficacy of the proposed method in author
identification. Specifically, the proposed model outperforms
conventional approaches across four comprehensive datasets,
exhibiting superior accuracy. Comparative analysis with
engineering features and traditional methods such as Support
Vector Machine (SVM) and Backpropagation Neural Network
(BPNN) underscores the superiority of the proposed technique,
yielding approximately a 13% increase in identification accuracy
while reducing reliance on expert knowledge. The validation
results, showcase the diminishing network error and increasing
accuracy, with the proposed model achieving 99% accuracy after
200 iterations, surpassing the performance of the LeNet model.
These findings underscore the robustness and utility of the
proposed technique in diverse applications, positioning it as a
valuable asset for handwriting recognition experts.

Keywords—Handwriting recognition; offline author
identification; deep convolutional neural network; image
processing; language versatility; feature extraction; hierarchical
model

. INTRODUCTION

In the field of machine vision and pattern processing,
manuscript recognition is one of the most active investigation
areas [1-3]. The characteristics of handwriting depend on the
writing styles of the language. It is considered to be one of the
most important signs in the analysis of handwritten documents.
There have been numerous proposals for classification methods
to address the issue of author identification [4-6]. There are
two categories of manuscript identification: online and offline.
While, in offline methods, only the image of the manuscript is
available, online methods receive the time order of the
coordinates, which expresses the movements of the pen tip of
the person [7].

*Corresponding Author.

Awaida et al. [8] offered a method for identifying authors
based on statistical and structural characteristics of Arabic
texts. In this method, Euclidean distance criteria were used in
conjunction with the nearest neighbor algorithm. In addition,
data reduction algorithms were used to reduce the dimensions
of the data. Using a multi-channel Gradient-based approach,
Alavi et al. [9] offered a method for offline recognition of
handwritten Persian documents. A limited set of data could be
extracted and classified using Euclidean distance criteria using
this method. Using the described method, good performance
was achieved on Persian handwritten documents. A new
method for identifying Persian manuscripts online has been
presented by WValikhani et al. [10]. An offline author
identification algorithm based on Moore's algorithm was
proposed by Keykhosravi et al. [11]. Using this method, four
comprehensive data sets were analyzed, and significant
accuracy was achieved in identifying handwritten documents.
An offline text recognition method based on distance-based
classification has been proposed by Kumar et al. [12]. Six
different data sets were used in this study to extract structural
features using an isotropic filter. Mamoun et al. [13]
investigated an offline method for handwriting recognition.
This study examined the efficacy of the described method
using a neural network and a support vector machine.

Using deep learning, Ansari et al. [14] presented a system
for recognizing handwritten characters. The system was trained
to identify similarities as well as differences between different
samples of handwriting. An image of a handwritten text was
converted into a digital text using this system. Results indicated
that this system is most accurate when dealing with texts that
contain less noise. Additionally, the accuracy of the stated
system is completely dependent on the data set, and if the data
set increases, more accuracy can be achieved. Using offline
Bengali manuscripts, Adak et al. [15] examined author
verification and identification methods. A DCNN model was
used to extract automatic features from these manuscripts. A
recurrent neural network (RNN) has been proposed by Zhang
et al. [16] to recognize online authors. An online handwriting
recognition structure based on deep neural networks has been
presented by Carbune et al. [17]. According to Chahi et al.
[18], multi-path deep learning can be used to identify the
author (independent of the text) of a given piece of writing.
This study uses a version of ResNet that combines deep
residual networks with a traditional handwriting descriptor to
analyze handwriting. As a primary and necessary feature of
handwriting, the descriptor analyzes the thickness of the
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handwriting. An author identification method based on this
method can provide a text-independent author identity that
does not require the same handwritten content to learn its
model. Using feature combinations, Xu et al. [19] offered a
deep learning technique for author recognition based on the
Chinese language. To obtain handwriting features from
handwritten images, deep features, and manual features were
combined. According to the outcomes of the investigation, it
was found that this method performs better than other
comparative methods when it comes to identifying Chinese
characters. An automatic author identification method based on
deep learning was presented by Malik et al. [20]. As the
proposed model, a combination of U-net and Resnet networks
was considered. Using the ICDAR17 dataset, they evaluated
their proposed method and found that it provided better results
than the comparative models.

A review of author identification studies indicates that,
even though many studies have been conducted in this field,
these studies have been limited in their findings. In most of
these studies, the authors were identified using features
extracted and selected using traditional methods. Based on a
review of previous studies, it appears that there is no
comprehensive database set that can be used by researchers
studying right-to-left languages as a reference. The purpose of
this work is to present a novel technique for identifying the
author by using a right-to-left handwriting dataset. To
accomplish this goal, a right-left data set containing sentences,
words, and numbers has been collected. There are 86304
samples of people with differing genders, ages, occupations,
and levels of education included in this data set. Based on the
ASTM standard [21], different time intervals and test
conditions were used to collect this data set.

Additionally, deep learning has been applied widely in the
analysis of images and signals with great success. In the third
objective of this study, a DCNN structure based on pre-trained
networks is constructed to learn features hierarchically from
the raw handwriting dataset. A significant aspect of the
suggested structure is its ability to classify heterogeneous data
sets. Thus, although the random samples used in the training
and evaluation phases belong to a specific individual, they are
not necessarily the same; they may even have nothing in
common. This article focuses on using heterogeneous samples,
which has been largely neglected in previous research. This
innovation in the identification method is the most prominent
aspect of the present study. The core contribution and novelty
of our study lie in addressing the limitations identified in
previous author identification studies. These studies primarily
relied on traditional methods for feature extraction and
selection, lacking a comprehensive database suitable for
researchers studying right-to-left languages. To fill this gap,
our work presents a novel technique for author identification
utilizing a right-to-left handwriting dataset.

Il.  MATERIALS AND METHODS

The purpose of this section is to examine convolutional
neural networks (CNNs) and long-short-term memory
(LSTMs), which belong to recurrent neural networks.

Vol. 15, No. 3, 2024

A. Convolutional Neural Networks

The CNNs are an improved version of the neural network.
Several layers in this network are trained together in a powerful
manner [22-24]. The technique is very effective and is one of
the most frequently used approaches in machine vision
applications. There are three main layers in a convolutional
network, namely the convolutional layer, the integration layer,
and the fully connected (FC) layer. Random deletion and batch
normalization layers are also used to prevent the process of
overfitting and to improve the performance of the network
[25]. Additionally, it is necessary to apply the activation
function after each layer in neural networks.

By utilizing the kernel, the layer performs convolution on
the input data. The convolution output is called a feature map.
The convolution operator is as [25]:

Ve = Z%;%) XmRi—m (1)

In which x is the signal, R is the filter, M is the number of
elements in x, and y is the output vector.

To normalize the data within a network, the batch
normalization layer is employed [25]. The distribution of the
data will change when different calculations are performed on
the input data. As a result of this layer, the training speed of the
network is increased, and the convergence rate is accelerated,
which is intended to reduce the change in internal covariance.
As a result of the batch normalization layer, the following
transformation is achieved:
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where, up and o2 are the group mean and variance,
respectively. [ is layer number, y“~1 is the input vector to the
normalizer layer, z(Pis the normal output vector of a neuron,
and y® and pPare small constants for numerical stability.
These parameters relate to changes in scale and learning rate,
respectively.

An activation function is applied after each convolution
layer. The activation function is an operator that maps the
output to a set of inputs and is used to make the network
structure nonlinear. As one of the most widely used activation
functions, the Relu function has the characteristic of being
nonlinear. In this manner, the network structure is resistant to
minor changes in the input. An illustration of the Relu function
can be found in Eq. (3) [25].
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Soft Max function: This function calculates the probability
distribution of the output classes, which has the following
form:

X

e J

k
g
2

for =1,..k

pi =

Q)

88|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

where, x is the input of the network and the output values of
p are between zero and one, and their sum is equal to one.

B. Recurrent Neural Networks (RNN)

An RNN is a deep learning model that captures sequence
dynamics through recurrent connections, which can be viewed
as cycles in the network. On the surface, this may appear to be
counterintuitive. The order of computation in neural networks
is unambiguous due to the feedforward nature of the algorithm.
It should be noted, however, that recurrent edges are defined
precisely to avoid such ambiguities. In recurrent neural
networks, the underlying parameters are applied at every time
step (or sequence step). In contrast to standard connections,
which propagate activations from one layer to the next at the
same time step, recurrent connections pass information across
adjacent time steps. This type of neural network can be viewed
as a feedforward neural network in which the parameters of
each layer (conventional and recurrent) are shared between
time steps.

In sequence prediction problems, an LSTM network is a
type of recurrent neural network that is capable of learning
order dependence. The use of this type of behavior is necessary

LSTM Module

'
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in several complex problem domains, consisting of speech
recognition, machine translation, and others. In the field of
deep learning, LSTMs are considered to be one of the most
complex algorithms. The concept of LSTMs can be difficult to
grasp, as can the meaning of terms such as bidirectional and
sequence-to-sequence. Experts who developed LSTMs are
better at explaining both their promise and how they operate
than anyone else. Traditionally, RNNs have a single hidden
state that is passed through time, which can impair their ability
to learn long-term relationships. By introducing a memory cell,
LSTMs overcome this problem by storing information for an
extended period. Three gates control the memory cell: the input
gate, the forget gate, and the output gate. Memory cells are
controlled by these gates, which determine what information is
to be added, removed, and output. A cell state and output value
are transferred from the LSTM module to the next LSTM
module. Fig. 1 depicts the gates and operations of an LSTM
module graphically for L, (for N the scheme would be similar),
and in which it can be observed that the input for a unit is its
output. LSTM modules transmit to each other their predictions,
which, when combined with the current input, generate the
output for the next module.

Lp,obtained .

I1l.  THE PROPOSED METHOD

A. Data Collection

The evaluation of our proposed methods relies on the
utilization of two publicly available datasets: CVL [27], IAM
[27], IFN/ENIT [28], and KHATT [29]. These datasets contain
segmented word images accompanied by labels for both word
and writer. We conduct separate evaluations using these
datasets due to the differences in the writers represented in
each dataset. These datasets have generally been applied in
recent works and are dependable and extensively used datasets
in the area of author identification.

The CVL dataset, as referenced in [27], comprises 310
distinct writers, each of whom has contributed a minimum of
five pages written in both English and German languages. The
IAM dataset, as referenced in [27], encompasses 657
individual writers, each of whom has contributed at least one

‘ Operations 1 :
I Cellstate,, bmemiman mr e Cell state, .
I > |
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i |
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page written in English. Similar to the CVL dataset, the IAM
dataset also includes word images along with labels for both
the word and the corresponding writer. According to ASTM
standards, handwriting samples were collected from 65
participants over some time and under varying environmental
conditions (see Fig. 2). A total of 65 participants participated in
this investigation, of which 36 were men and 29 were women,
with an average age of 20 to 50 years old. Furthermore, 10 of
the participants were left-handed, and 55 were right-handed.
As a last step, handwriting textural and structural
characteristics were determined using predefined standards. A
separate sheet of paper was used to write each sentence twelve
times by the ASTM standard. After writing all four sentences
on one separate sheet, the next step was to write them on a
separate sheet as well. It should be noted that two different
kinds of standard paper were used, "PaperOne" and "Double-
A" whose qualifications can be found in Table I.
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Fig. 2. Examples of handwriting collected in different situations.

TABLE 1. PAPER'S SPECIFICATION DETAILS
Properties Weight (g/m2) Roughness (ml/s) Thickness (pm) Brightness (%) Opacity (%0) CIE Whiteness
PaperOne 82+3% 145+4% 105+3% 97+2% 97+£3% 159+2%
COPIMAX 81+3% 155+5% 106+2% 103+£1% 167£2%

Two types of standard pens were used, namely "Schneider"
and "Faber-Castell," which were color-coded as "blue" and
"black." Each of the samples was written on a different writing
pad, which is either called a "hard" pad or a "soft" pad. In the
use of these two types of pads, the amount of pen pressure is
intended to be shown. A RICOH Aficio MP 6001 was used to
scan the collected samples at a resolution of 300 dpi in color
mode. In the data set, a code book contains the order in which
samples were collected and the required information and
details. It is estimated that the data set collected from 65
participants contains 445 pages and 4203 sentences in total.
Each sentence sample has a height of 235 pixels and a width
that is variable. Page sizes for the sample pages are 1655 x
2339 pixels. Henceforth, DENE_HW will be used to identify
this dataset.

B. Data Preprocessing

In this study, to reduce the execution time and volume of
calculations, after separating 4203 sentences, the size of the
sentences is first changed to 112 pixels and variable width.
Then, using the segmentation method, 4203 sentences are
divided into 86304 samples with a size of 112 x 112 pixels;
after that, the samples are normalized.

C. Proposed Deep Network

A description of the proposed technique of the article is
provided in this section. An illustration of the proposed
algorithm can be seen in Fig. 3. The proposed deep network in
this study is created by combining a pre-trained convolutional
network, LeNet [30], with an LSTM network. By combining
the LeNet network with the LSTM network, the advantages of

both networks can be used simultaneously. In many studies, the
combination of LSTM networks with deep convolutional
networks has been utilized to lessen feature dimensions,
increase stability, reduce fluctuations, improve the training
process, and increase recognition accuracy. The proposed
network is based on It is assumed that it consists of two layers
of LSTM, three layers of batch normalization (BN), three
layers of random elimination, and two layers of FC (see Fig.
3). Pre-trained systems are composed of several layers; each
layer learns certain features. There are two layers of learning:
the initial layer learns basic as well as low-level features, and
the next layer learns complex and high-level features. This
process involves the formation and adjustment of the weight
matrix based on the learning process. The architecture of the
suggested block is chosen as follows: (1) an FC layer with a
linear function along with a batch normalization layer with a
Relu function, after which a random removal layer is placed.
(2) An LSTM layer with the Relu function, after which the
batch normalization and random removal layers are placed. (3)
The architecture of the prior stage is repeated once more. (4)
An FC layer with a non-linear softmax function is used to
access the output layer. In the suggested network, the output of
the pre-trained network is a feature vector with a size of 512 x
256. A linear function is applied to the learnable weights of the
obtained features (w) in the first layer of the suggested block,
namely FC. As a result of the predicted bias values, the
dimension of the feature vector is changed from 256 x 1 to 256
X 2. A non-linear softmax function was used to transform the
selected feature vector into an FC layer using a non-linear
softmax function in the hidden layers (see Fig. 3).
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Fig. 3. The block diagram of the CNN-LSTM for automatic detection of the writer.

In this study, all the super-parameters of the proposed
network have been carefully adjusted to get the best
convergence rate, and finally, the cross-entropy error function
and the stochastic Mini-Batch optimizer with a learning rate of
0.05 have been selected. The conventional method of error
backpropagation with a batch size of 100 has been used for
network training. The optimal parameters selected for the
suggested method are shown in Table Il. This table provides a
clear overview of the parameters considered in our study, their
respective search spaces, and the values deemed most suitable
based on experimentation and optimization.

As it was said in this work, the training and evaluation of
the suggested model are done using non-continuous data. Fig. 4

shows examples of inconsistent handwriting for the training
and evaluation process. Due to the detail that all pictures 1-24
go to one person, pictures 1-15 belong to the training data set,
and pictures 16-24 belong to the validation and evaluation data
set. For example, pictures 1 and 3 are most similar to picture 18
(a). Also, images 6 and 16 are the same (b).

On the other hand, images 19 and 22 have no counterparts
in the training data set (c). 60% of the collected samples are
used for training data, 30% for validation data, and 10% for
test data. A random selection of samples is also conducted for
the training and evaluation sets.

TABLE Il.  THE OPTIMAL HYPERPARAMETERS FOR THE DCNN MODEL
Parameter Methods Optimal value
Optimizer Gradient Descent, Adam, Adagrad, SGD, Mini-Batch Mini-Batch
Dropout ratio 0.0,0.1, 0.15, 0.2, 0.25, 0.3 0.15
Batch dimension 2,4,6,8, 20,60 2
Loss function Cross-entropy, Regression, AutoEncoder, GAN GAN
Learning rate 0.05, 0.005, 0.0005 0.05
Activation function after BN layer Binary Step, Tanh, ReLU, Parametric ReLU ReLU
Momentum parameters 0.2,0.4,0.5,0.6 0.4
Activation function in FC layer Binary Step, Tanh, ReLU, Parametric ReLU Tanh
Decay Rate of the weights le-3, 2e-3, 3e-3, 5e-3 2e-3
Activation function Logistic, hyperbolic tangent, Softmax Softmax
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Fig. 4. Examples of inconsistent handwriting for the training and evaluation process.

IV. RESULTS AND DISCUSSION

Several libraries, including PyTorch and NumPy, were
used to carry out the suggested author identification method
and all results and reviews. These tests were performed on a
computer with specifications of Intel Core i19-6700K CPU,
GeForce GTX TIAN X 36GB graphics processor, 128GB
DDR IV RAM, and 2TB SSD hard disk. To evaluate the
performance of the proposed method, we have used the
relationship related to accuracy, which is expressed as follows:

()

In which, Tp is the positive cases that have been correctly
diagnosed as positive. Fp is a negative case that is falsely
diagnosed as positive. Ty is a negative case that is correctly
diagnosed as negative. Fy is a positive case that was wrongly
diagnosed as negative.

ACC = — TP

- Tp+TN+Fp+FN

The experimental results for the proposed model (pre-
trained network with the suggested block) and the pre-trained
LeNet network without the proposed block are shown in Table
I1l. These results indicate that both models perform better
when using the TTA technique than when using the TTA
technique. The accuracy of the evaluation of the suggested

model using the TTA technique is 99.66%; however, the
accuracy of the evaluation without using the TTA technique is
95.78%. In addition, LeNet evaluation accuracy with the TTA
technique is 96.51%, while Resnet-152 evaluation accuracy
without the TTA technique is 93.45%. According to Table IV,
the accuracy and execution time of the suggested model are
higher than those of LeNet.

The accuracy and error diagram for the validation data for
the proposed model and Resnet-152 model using the TTA
technique is displayed in Fig. 5. In this figure, it can be seen
that the network error of the proposed model and the LeNet
model decreases as the number of repetitions of the algorithm
increases. As can also be seen, both the suggested model and
the LeNet model reach 99% and 96% accuracy after 200
repetitions, respectively.

A total of four data sets described in Section I1I(A) have
been used to estimate the suggested model. Table IV
summarizes the recognition outcomes of the suggested model
and the LeNet model with the TTA technique for identifying
authors based on each of the four data sets. According to Table
V, the suggested model based on the improved LeNet network
performs better than the Lenet model for identifying authors
using each of the four datasets.

TABLE Ill.  EXPERIMENTAL OUTCOMES OF THE SUGGESTED MODIFIED DCNN MODEL AND LENET NETWORK
without TTA with TTA Time with TTA (ms)
Network
Acc. Acc. Train Test
LeNet + Proposed method 94.76 99.57 16.57 1.70
LeNet 92.06 96.92 13.24 1.14
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Fig. 5. Accuracy and loss curve of the suggested model constructed on modified pre-trained networks.
TABLE IV. EVALUATION OUTCOMES OF THE PROPOSED MODEL AND LENET MODEL FOR FOUR COMPREHENSIVE DATASETS
Dataset
Network Acc. with TTA
Name Language Writer Sample
1AM English 150 4035 98.65
CVL English 305 1726 99.31
Proposed method -
KHATT Arabic 798 10342 98.97
IFN Arabic 433 27983 99.35
IAM English 140 4035 96.35
CVL English 305 1726 98.18
LeNet
KHATT Arabic 798 10342 95.35
IFN Arabic 433 27983 97.48

A comparison of the evaluation accuracy of different
approaches for identifying authors is shown in Table V. A
summary of the outcomes of the suggested model is presented
in Table V. The comparisons are made based on two data sets,
namely 1AM as well as IFN/ENIT. The quantity of authors in
each review is also shown in Table V. It ought to be mentioned
that the differences presented in Table V regarding the number
of examined samples in the stated data set are due to their
availability. As displayed in Table V, about all the evaluation
datasets, the classification accuracy indicators show better
performance of the suggested model compared to other
approaches.

To demonstrate the performance of the deep convolutional
neural network (DCNN) model with the DENE_HW data set
as input, the evaluation accuracy has also been obtained using

other models. Based on this, the raw data of DENE_HW and
several engineering features from the DENE_HW dataset,
together with the fault backpropagation network (BPNN) and
the support vector machine (SVM), have been selected as
comparative models. A variety of models according to feature
learning from raw data and engineering features are presented
in Table VI, while the results of the suggested DCNN model
with raw data as input, which is the suggested method, are
highlighted. In Table VI, a comparison of the performance of
features and engineering features is presented. With the
proposed DCNN model, it appears that feature learning is more
accurate than engineering features (with an increase of about
13%). This illustrates that DCNNs cannot perform better than
traditional methods in author recognition without the ability to
learn features.

TABLE V. A SUMMARY OF THE OUTCOMES OF THE SUGGESTED MODEL COMPARED WITH OTHER METHODS
dataset Ref. Language Writer number Acc. (%)
[31] 640 89.53
[32] 647 97.20
1AM English
[33] 647 69.47
Proposed method 150 98.65
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TABLE VI.  ACCURACY OF THE SUGGESTED TECHNIQUE COMPARED WITH OTHER APPROACHES
Method Feature learning from raw data Manual features
Back Propagation Neural Network (BPNN) 88.06 85.67
Support vector machines (SVM) 85.65 83.69
Proposed method 99.57 85.16
The significance of considering additional factors approaches, SVM and BPNN. Based on the outcomes of the

influencing the accuracy of writer recognition in handwriting
analysis cannot be overstated. Variables such as the type of
pen, paper, environmental conditions, noise, and light intensity
can exert a substantial influence on recognition accuracy. In
furtherance of this research endeavor, we propose the
systematic collection of a new dataset that comprehensively
incorporates these parameters. Through meticulous control of
these variables, we aim to evaluate their singular and collective
impacts on the efficacy of author identification methodologies.
This meticulously curated dataset holds promise for yielding
valuable insights into the resilience and dependability of
handwriting recognition systems across diverse conditions.
Moreover, we advocate for the evaluation of various
methodologies, encompassing both deep learning models and
traditional approaches, using this novel dataset. A comparative
examination will facilitate the elucidation of the strengths and
weaknesses inherent in different techniques when confronted
with the variability inherent in real-world handwriting samples.
Such a comprehensive study holds the potential to deepen our
understanding of the determinants of writer recognition
accuracy and foster the evolution of more resilient and
adaptable handwriting recognition systems.

V. CONCLUSION

This investigation aims to present a new technique for
offline identification of the writer using handwriting samples
under different experimental conditions, taking into account
the complexity of writing styles and the need for organizations
to recognize the handwriting of authors. The present study has
two noteworthy and important characteristics. First,
inconsistent data have been used in the present study, and
second, the suggested method is independent of the language in
question. Based on ASTM standards, a comprehensive data set
was developed for this study. We have developed a DCNN
model that extracts features from raw manuscripts based on a
pre-trained network.

Based on the results of the present work, it was
demonstrated that the suggested method can learn features
from raw handwriting data and reach acceptable accuracy for
author identification. The proposed model was based on the
pre-trained network along with the designed data set and four
types of comprehensive data sets. The outcomes indicated that
the proposed model (pre-trained network with proposed block)
performed more effectively in identifying the author for each
of the five data sets than the pre-trained network without the
proposed block. In addition, the proposed model was compared
with the accuracy of different approaches for four types of
comprehensive data sets. According to the outcomes, the
suggested model was found to be more accurate than other
methods for all data sets compared with other methods. In
addition, the designed data set was analyzed with DCNN and
compared with engineering features and two intelligent

study, the suggested technique is capable of learning the
features and providing convincing predictions. In comparison
with engineering features, the suggested technique increases
the accuracy of identification by approximately 13% and is less
dependent on expert knowledge. The presented results indicate
that the suggested technique for automatic author identification
is very satisfactory and suitable for use in a variety of
applications, and it could prove to be a useful tool for
handwriting recognition experts when entering the field.
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Abstract—Vehicle collisions are a significant problem
worldwide, causing injuries, fatalities, and property damage.
There are several reasons for the collapse of vehicles such as rash
driving, over speeding, less driving skills, increasing number of
vehicles, drunk and drive, etc. However, over speeding is one of
the critical factors out of all the reasons for vehicle collisions. To
address the critical issues, the current article proposes a Fuzzy-
based algorithm to prevent and control the speed of the vehicle.
The major objective of the proposed system is to control the
speed of the vehicle for proactive collision avoidance. Deep
learning and fuzzy system provide better integrated approach for
the controlling of the speed and avoid vehicle collision.
Fuzzification of the speed variable provides an advanced or
viable solution for speed control. The current research used RNN
and other deep learning algorithm to predict the traffic and
identify the traffic frequency. The traffic frequency in a time-
series frame provides the frequency of the traffic within a time
frame that can be detected by using involvement of 1oT.

Keywords—Speed control; fuzzy logics; deep learning; decision
making; collision avoidance

. INTRODUCTION

Vehicle collisions, often referred to as traffic accidents or
crashes, have significant social, economic, and public health
implications. Vehicle collisions are a significant problem
worldwide, causing injuries, fatalities, and property damage.
Most vehicle collisions are caused by human error, including
distracted driving, impaired driving (e.g., alcohol or drugs),
speeding, and reckless driving. Adverse weather conditions
such as rain, snow, ice, and fog can increase the risk of
collisions, as can poorly maintained roads. This is one of the
major reasons for the vehicle collision and accidents [1].
Mechanical failures, such as brake or tire problems, can lead
to accidents. And problems at intersections, junctions,
improper signaling, and traffic congestion can contribute to
collisions. Vehicle collisions are a leading cause of death
worldwide, particularly among young people aged 15 to 29.
The World Health Organization (WHO) estimated that
approximately 1.35 million people died in road traffic
accidents globally in 2018 [2].

Vehicle collisions incur significant financial implications,
such as missed productivity, medical expenditures, property
damage, and legal fees. According to the National Highway

Traffic Safety Administration (NHTSA), motor vehicle
accidents cost the US economy more than $242 billion in 2010
[3]. Vehicle collisions cause a significant number of injuries
and fatalities each year. These injuries range from minor to
severe, leading to long-term disabilities in some cases. In
2019, the United States reported over 38,800 fatalities in
motor vehicle crashes, according to the NHTSA.

Advanced driver assistance systems (ADAS) and vehicle
safety technologies have shown promise in reducing the
severity of collisions and preventing accidents. These include
features like automatic emergency braking, lane departure
warning, and adaptive cruise control. Vehicular Ad-Hoc
Networks (VANETS) can also prevent or minimized the
vehicle collisions. VANETs are wireless communication
networks that enable vehicles to exchange information with
each other and with infrastructure components like traffic
lights and road signs [4]. VANETs enable communication
between vehicles and roadside infrastructure through wireless
communication. Each vehicle in the network is equipped with
onboard units (OBUs) that can transmit and receive data.
VANETs can facilitate real-time exchange of information
such as vehicle speed, position, direction, and emergency
warnings [5]. Here are several ways VANETs can help
improve road safety and reduce vehicle collisions:

1) Collision avoidance systems: VANETs can enable
vehicles to communicate with each other in real-time, sharing
information about their speed, location, and direction.
Collision avoidance systems can use this information to alert
drivers or even automatically take control of the vehicle to
prevent collisions. For example, if a vehicle suddenly brakes
or encounters an obstacle, it can send a warning message to
nearby vehicles, allowing them to react and avoid a collision.

2) Intersection management: VANETS can help manage
traffic flow at intersections more efficiently. Vehicles can
communicate their intended routes and timing at intersections.
Traffic signals can adjust their timing based on real-time
traffic information to minimize congestion and reduce the
likelihood of collisions.

3) Emergency vehicle warning systems: Emergency
vehicles equipped with VANET technology can broadcast
their status and location to surrounding vehicles. Nearby
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vehicles can receive warnings and move out of the way,
reducing the risk of collisions with emergency vehicles.

4) Pedestrian safety: VANETSs can be used to improve
pedestrian safety. For example, smartphones or wearable
devices carried by pedestrians can communicate with vehicles,
making drivers aware of pedestrians' presence even when they
are not in the line of sight. Crosswalks can be equipped with
VANET infrastructure to signal to vehicles when pedestrians
are about to cross.

5) Road condition alerts: VANETS can provide real-time
information about road conditions, such as icy roads, potholes,
or flooding. Vehicles can receive these alerts and adjust their
speed and driving behavior accordingly to avoid accidents
caused by adverse road conditions.

6) Driver assistance systems: VANETSs can complement
existing driver assistance systems by providing additional data
from surrounding vehicles. For example, adaptive cruise
control systems can use VANET data to maintain safe
distances between vehicles in congested traffic.

7) Traffic management and congestion reduction:
VANETS can help reduce traffic congestion by providing real-
time traffic information to drivers, allowing them to choose
less congested routes. This can prevent situations where heavy
traffic leads to rear-end collisions and other accidents.

8) Data collection and analysis: VANETSs collect vast
amounts of data about vehicle movements and traffic
conditions. This data can be analyzed to identify accident-
prone areas and develop targeted safety improvements.

9) Security and privacy considerations: Implementing
VANETS requires robust security measures to protect the
integrity and privacy of communication. Encryption and
authentication mechanisms are essential to ensure that
malicious  actors cannot interfere  with VANET
communication.

It is important that the successful implementation of
VANET:  for collision prevention requires coordination among
vehicle  manufacturers, infrastructure providers, and
government agencies [6]. Additionally, public awareness and
acceptance of these technologies play a very important role for
the prevention of vehicle collision. Rather than VANET, fuzzy
Logics are utilized to prevent vehicle collisions involves
creating a decision-making system that assesses the risk of
collision based on various input parameters and takes
appropriate actions to avoid or mitigate the collision [7]. Here
is a step-by-step guide on how to implement a collision
prevention system using Fuzzy Logic:

1) ldentify input parameters: Determine the input
parameters that are relevant for assessing collision risk. These
parameters could include:

e Distance to the vehicle in front.
e Relative speed with respect to the vehicle in front.
e Lane change intentions of nearby vehicles.

e Road conditions (e.g., wet, slippery).

Vol. 15, No. 3, 2024

e Driver reaction time.
e Braking distance.

e Vehicle acceleration.
o Traffic density.

2) Define fuzzy sets: Create fuzzy sets for each input
parameter. Fuzzy sets represent the linguistic terms used to
describe these parameters. For example:

e Distance: Very Close, Close, Moderate, Far, Very Far
o Relative Speed: High, Moderate, Low

e Lane Change Intentions: Aggressive, Cautious, None
e Road Conditions: Slippery, Normal

3) Membership functions and fuzzy rules: Assign
membership functions to each fuzzy set. Membership
functions define how each input value belongs to the fuzzy
sets. These functions can be triangular, trapezoidal, or
Gaussian, depending on the shape of the data distribution.
Define a set of fuzzy rules that describe how the inputs relate
to the output, which is the "collision risk." For example: If
distance is very close or relative speed is high and lane change
intentions are aggressive, then collision risk is High.

4) Fuzzy inference system: Implement a Fuzzy Inference
System (FIS) that processes the fuzzy rules and input values to
determine the collision risk level. Common methods for
combining fuzzy rules include the Mamdani or Sugeno
models.

5) Defuzzification: Convert the fuzzy output (e.g., "High,"
"Moderate,” "Low") into a crisp value that represents the
actual collision risk level. Methods like centroid or weighted
average are used for defuzzification.

6) Set thresholds: Establish threshold values for the
collision risk levels. For example, you may define a "High"
risk threshold that triggers collision avoidance actions.

7) Decision and actions: Based on the determined
collision risk level and predefined thresholds, the system
should decide on appropriate actions to prevent collisions.
These actions may include:

¢ Visual and audible warnings to the driver.

e Activating automatic emergency braking systems.
e Steering interventions.

e Adjusting vehicle speed or acceleration.

8) Testing and validation: Rigorously test and validate the
fuzzy logic-based collision prevention system under various
conditions to ensure its effectiveness and safety. Integrate the
fuzzy logic-based collision prevention system into vehicles or
traffic management infrastructure as needed. Continuously
collect data and update the fuzzy logic system to improve its
accuracy and adapt to changing road conditions and traffic
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patterns. Ensure that the system complies with all relevant
regulatory standards and safety requirements.

<+————» V2V communication

- » V2I communication

<4— — A 12] communication

Fig. 1. Communication diagram for VANET.

Fig. 1 shows the schematic diagram of the communication
among vehicle to vehicle, vehicle to infrastructure, and
infrastructure to infrastructure. Some road-side units (RSU)
have been placed for providing the direct communication
between vehicles and infrastructure [8]. This communication
can prevent the vehicle collision and able to control the speed
of the wvehicle based. Controlling wvehicle speed offers
numerous advantages in terms of safety, fuel efficiency,
environmental impact, and overall road network efficiency.
Here are some key advantages of controlling vehicle speed:

e Improved Road Safety: Reduced speed leads to shorter
stopping distances, allowing drivers more time to react
to unexpected situations and avoid collisions. Lower
speed reduces the severity of accidents and the risk of
fatalities and injuries in the event of a crash.

e Reduced Traffic Congestion: Maintaining a consistent
and appropriate speed helps to smooth traffic flow and
reduce congestion. Traffic jams caused by abrupt stops
and starts are less likely when drivers adhere to speed
limits.

e Lower Fuel Consumption: Vehicles tend to be most
fuel-efficient at moderate speeds. Lowering speed
reduces fuel consumption and greenhouse gas
emissions. Slower speeds can lead to better fuel
economy, saving drivers money and reducing the
environmental impact of transportation.

¢ Noise Reduction: Lower speeds result in quieter traffic,
reducing noise pollution in residential areas and along
roadways. Quieter vehicles contribute to improved
quality of life for nearby residents.

e Extended Vehicle Lifespan: Driving at lower speeds
puts less stress on a vehicle's components, leading to
less wear and tear and potentially extending the
lifespan of the vehicle.

e Enhanced Pedestrian and Cyclist Safety: Slower
vehicles are less likely to cause severe injuries to
pedestrians and cyclists in the event of a collision.
Reduced speed allows drivers to better detect and

Vol. 15, No. 3, 2024

respond to vulnerable road users.

e Improved Air Quality: Lower-speed driving typically
results in reduced emissions of pollutants, which can
lead to improved air quality in urban areas. Reduced
emissions contribute to better public health outcomes.

e Increased Reaction Time: Lower speeds give drivers
more time to react to unexpected events, such as
sudden braking or the emergence of a hazard in the
roadway.

e Enhanced Driver Comfort: Maintaining a reasonable
and consistent speed can lead to a more comfortable
and less stressful driving experience.

e Compliance with Legal Requirements: Adhering to
posted speed limits and regulations helps drivers avoid
fines and legal consequences. It promotes a culture of
safety and respect for traffic laws.

o Reduced Severity of Accidents: In the event of a
collision, lower-speed impacts are generally less
severe, leading to fewer fatalities and less damage to
vehicles and infrastructure.

e Improved Predictability: Consistent speed among
vehicles on the road makes it easier for drivers to
anticipate the behaviour of other road users, reducing
the likelihood of accidents.

Controlling the speed of a vehicle using Fuzzy Logic is a
complex but effective approach that leverages fuzzy sets and
rules to achieve smooth and adaptive speed control. The
controlling the speed of a vehicle using Fuzzy Logic involves
defining linguistic variables and fuzzy sets, creating a rule
base, and using adaptive control to make speed adjustments
based on real-time inputs [9]. This approach is valued for its
ability to handle complex and uncertain systems while
providing smooth and human-like control of vehicle speed.
Additionally, the system can initiate automatic emergency
braking systems, adjust vehicle speed, and coordinate with
traffic management systems to optimize traffic flow and
prevent congestion. The major objectives of the current article
are as follows:

e To propose a fuzzy based mechanism involves
developing a controller that can adjust a vehicle's speed
based on inputs and conditions in a manner that is
consistent with human-like decision-making.

e The system is effective in real-time scenario and able
to analyze the risk assessment during travel.

e The proposed system can collect the data from vehicles
and analyze the data for decision-making.

e The system prioritizes the most critical situations.

The remainder of the essay is structured as follows.
Section Il presents past work conducted by several
researchers. Section 111 provides a proposed system with fuzzy
logic and deep learning algorithms. Section IV explains about
the dataset used to analyze the speed of the vehicle. Section V
shows the experimental results and discussion about the
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outcomes generated. Conclusion of the paper discussed in the
Section VI.

Il. LITERATURE REVIEW

There are several research has been conducted for the
detection and identification of collisions of road accidents. 10T
and machine learning approaches are combined in the smart
vehicle collision prevention system that Yu et al. [10]
presented. The technology uses roadside infrastructure and
sensors built into cars to gather data about the surroundings in
real-time. In order to analyze the data and forecast potential
collision scenarios, machine learning algorithms are used. The
system provides timely alerts and warnings to drivers, and in
critical situations, it automatically activates emergency
braking systems to prevent collisions [11].

W. Yang [12] clarified a system for Li-Fi-based
information transfer in the VANET in 2017. This method of
information gathering and gearbox for vehicle conditions was
introduced. Less research has been done on Li-Fi, which is a
more recent topic. Framework developed an 10T system with
a vast array of communication vehicles. The organisation of
virtual machines completed the dissemination of information.
The current major challenges are to the usage of transmission
capacity and the postponement of information handling. The
driving goal acknowledgment module initially controlled the
front vehicle's driving objective. Second, via vehicle-to-
vehicle (V2V) communication, the front vehicle transmits its
driving intention and other driving boundaries to the following
vehicle. The proper admonition pace of the proposed
framework, according to the results of the reproduction test,
was 97.67%, which was 6.34% greater than that of the
framework with a fixed chance to crash (TTC) edge. The
suggested framework proved effective for providing the
accompanying vehicle with early notification in a variety of
front vehicle operating states.

0. Heety et al. [13] introduced a comprehensive audit of
past works by ordering them dependent on dependent on
remote correspondence, especially VANET. In ITS for-
information security, an RC5 encryption method was
introduced. Quartus Prime was used to the RC5 recreation.
The primary function was to ensure that it would function with
the ITS framework and the FPGA framework for the
protection of customer data. Additionally, this paper included
a detailed analysis of the unresolved problems and test results
obtained while integrating the VANET with SDN.

By suggesting a V2V conspiracy that can locate vehicle
clients in the natural world, V. Singhal et al. [14] introduced
the utilisation of significant resources is successfully lessened
in an LTE arrangement. The suggested solution eliminates a
significant portion of V2V traffic disclosure and management,
which primarily involves cars and travellers in VANET. The
focus of the investigation is on collisions between street
vehicles and trains at railway level automated crossings on
single-line rail-street segments. Another investigation goal is
to determine how using different risk factors may affect
predicted danger factors in order to reduce the risk of street
vehicle-train collisions at crossings.

Vol. 15, No. 3, 2024

J. Huang et al. [15] introduced a combination control
system of adaptive cruise control (ACC) and collision
avoidance (CA), which considers a driver's social style. First,
a survey was conducted to identify the different types of
drivers. The relevant driving social data were then collected
through driving test system tests, serving as the format data
for the online ID of each driver type. It developed a new
technology integrating an 10T network of distant devices with
an Intelligent Transport technology that was sent in
accordance with the benchmarks released by ETSI inside the
Technical Committee on ITS. A correspondence message
structure based on auto ontologies, the SAE J2735 message
set, and the serious explorer data framework events mapping
that links to the social diagram was introduced by K. Alam et
al. in study [16]. Finally, we provide usage details and test
results to demonstrate the practicality of the suggested
framework and to include various application scenarios for
various customer groups.

According to D. Asljung et al. [17], the choice of this
danger measure has a substantial impact on the conclusions
generated from the data. This tactic can be applied to validate
the security of a vehicle with the right precautions. All of this
while maintaining a high level of legitimacy and a low level of
information requirement compared to cutting-edge factual
tactics. A model-based computation was presented by M.
Brannstrom et al. [18] to determine how the driver of a vehicle
can regulate, brake, or accelerate to avoid colliding with a
subjective object. In this computation, a straight vehicle model
was used to represent the vehicle's motion, and a square shape
was used to represent the vehicle's edge. The item's assessed
border was represented by a polygon that was allowed to alter
in size, shape, location, and orientation under test conditions.

M. Earthy et al. [19] introduced a plan and trial approval
of a nonlinear model prescient regulator that is fit for taking
care of these mind-boggling circumstances. Via cautiously
choosing the vehicle model and numerical encodings of the
vehicle and snags, we empower the regulator to rapidly figure
inputs while keeping up a precise model of the vehicle's
movement and its vicinity to deterrents. T. Butt et al. [20]
looked at a variety of perspectives, including the protection of
an individual, conduct and activity, correspondence,
information and picture, thoughts and emotions, area and
space, and affiliation, to examine the protection issues and
factors that are fundamental to consider for maintaining
security in SloV conditions. In addition, the study discusses
the square chain-based solutions for saving security for SloV.
The Social Internet of Vehicle (SloV) is one application of
SloT in the automotive sector that has contributed to the
development of the present intelligent vehicle framework
(ITS).

Y. Chen et al. [21] proposed an agreeable driving
methodology for the associated vehicles by coordinating
vehicle speed forecast, movement arranging, and powerful
fluffy way following control. The framework vulnerabilities
are considered to upgrade the collaboration between the self-
ruling vehicle and the close by vehicle. With the driving data
got from the associated vehicles method, the repetitive neural
organization is utilized to anticipate the close by vehicle speed.
The literature work can be explained in terms of the Table 1.
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TABLE I. KEY FACTORS OF THE LITERATURE
References Author & Year Input Features Methodology Output
The design is implemented by using | 4-IWD electric racing cars are Optimal racing lines. susbension
[10] Yu etal. (2018) four motors and single speed | investigated by using GDYNOPT an anFZJ steerin Wgheel a’n Ies '
transformation. optimal control software package. 9 gles.
. The Mamdani type and Sugeno type | The Mamdani model provides
[11] Mateichyk et al. Parameters related to energy and fuzzy derivation models were proposed | the accuracy 98.8%  with
(2023) connections between system inputs. . S . -
based on logical derivation rules. improved energy efficiency.
In V2V communication, the front | The proposed module is integrated with The timelv warning ratio at the
[12] W. Yang et al. (2020) vehicle transmits its driving intention | two modules, FCW and driving beqinnin yof theg braking s
' 9 ' and other driving boundaries to the | intention recognition module to 93930/ 9 9
following vehicle. establish the V2V communication. =70
[13] O. Heety et al. (2020) Quartus Prime was used to the RC5 | In ITS for-information security, an RC5 mg :ztsitn resttjr:tes cgfngr ch:tlﬁ
' y ' recreation. encryption method was introduced. SDNg 9
The investigation is on collisions It reduces the risk of street
. Singhal et al. e considered only crossing data where | between street vehicles and trains at - . S
[14] V. _Singhal L| Th idered onl ing d h b hicl d trai vehicle-train collisions at
(2020) vehicles cross the railway lines. railway level automated crossings on CroSSINGS
single-line rail-street segments. gs.
A survey was conducted to identify the It develooed a new technolo
relevant driving social data which is | . /elop O00Y | The results enhance the comfort
[15] J. Huang et al. (2020) A integrating an loT network of distant . i~
collected through driving test system : ; and driver adaptability.
tests devices with an ITS technology.
They have utilized SloV simulator for | They mapped the VANET components The workload model dvnamic
[16] K. Alam et al. (2015) connectivity platform and recognized | in loT-A model for better integration adants the SloV subs sten):
customized communication properties. with social internet of vehicles (SloV). P Y )
D. Asliung et al A large driving dataset is considered -c[igianpcr:cs::wgnflgglllri]gio;heofes\}érﬁiitleeg The collision data is considered
[17] (2017) that contains around 250000 km driving was identified and threat measures are suc_h as BTN _and TTC for the
data. considered estimation of distance.
The computation used a vehicle model | A model was proposed to determine . .
[16] M. Bréannstrom et al. | that was used to represent the vehicle's | how the driver of a vehicle can regulate, VTvr;?e Sh?dp:}\tiiilzgy aﬂg dgfcatt'gsq
2010 motion, and a square shape model | brake, or accelerate to avoid colliding .
. h S . conditions
represent the vehicle's edge. with a subjective object. )
They introduced a plan and trial | The results showed the
It takes figure inputs during vehicle's | approval of a nonlinear model prescient | emergency double lane changer
(1] M. Barthy et al. (2020) movement and its vicinity to deterrents. regulator that is fit for taking care of | for finding out the longitudinal
these circumstances. forces to avoid collision.
They looked at a variety of perspectives .
The consideration of square chain-based | to examine the protection issues and ;Eggewo:icog?'cffd Sltoh\s ;;3
20 T. Butt et al. (2019 solutions for saving security for SloV as | factors that are fundamental to consider . .
- PR . . considered various aspects of
an input. for maintaining security in SloV securit
conditions. Y-
The driving data got from the associated It proposed an agreeqble dri_ving The framework vulnerabilities
vehicles method: the repetitive neural methodology for the associated vehicles | are considered to upgrade the
[21] Y. Chen et al. (2020) : P by coordinating vehicle speed forecast, | collaboration between the self-

organization is utilized to anticipate the
close by vehicle speed.

movement arranging, and powerful
fluffy way following control.

ruling vehicle and the close by
vehicle.

I1l.  PROPOSED SYSTEM

The vehicle speed can be controlled by using a Fuzzy
Logic system involves developing a controller that can adjust
a vehicle's speed based on inputs and conditions in a manner
that is consistent with human-like decision-making [22] [23].
Fig. 2 shows the proposed methodology of the system and
described the data flow generated for the intelligent vehicles.
Here's a proposed system for controlling vehicle speed using
Fuzzy Logic:

1) Data collection and sensors: Equip the vehicle with
sensors such as radar, lidar, cameras, and GPS to collect real-
time data about the vehicle's surroundings and conditions.
Data may include information on:

e Road conditions (e.g., wet, dry, icy).

e Traffic density.

e Vehicle speed.

e Distance to the vehicle in front.

e Lane markings.

Weather conditions.

Traffic signs and signals.

Functions

x(t)

~

u(t) ¥(0)

| '}'uzzjﬁcalion|

|Defuniﬁcntion‘

Intelligent |
Vehicle

Reference Point \ °

and Logics

ENsSOrs an

Actuators

/

Fig. 2. Proposed methodology.
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2) Fuzzy logic controller: Develop a Fuzzy Logic
controller that takes the collected sensor data as inputs and
calculates the optimal vehicle speed [24]. The controller
consists of several components:

e Fuzzification: Convert the crisp sensor data into fuzzy
variables using linguistic terms (e.g., "close,"
"moderate,"” "far").

e Fuzzy Rules: Define a set of fuzzy rules that capture
the relationship between the input variables and the
output (vehicle speed). These rules are often expressed
in the form of "IF [antecedent] THEN [consequent].”
For example:

e IF (Traffic is Heavy) AND (Distance to the Vehicle in
Front is Short) THEN (Reduce Speed).

e Fuzzy Inference System: Implement the fuzzy
inference system that combines the fuzzy rules and
input data to determine the appropriate speed
adjustments.

o Defuzzification: Convert the fuzzy output into a crisp
value representing the recommended vehicle speed.

3) Speed adjustment algorithm: Develop an algorithm that
takes the output from the Fuzzy Logic controller and adjusts
the vehicle's speed accordingly. This may involve controlling
the throttle, brakes, and transmission.

4) Real-time operation: Integrate the Fuzzy Logic
controller into the vehicle's onboard computer or control
system for real-time operation. The system continuously
processes incoming sensor data and adjusts the vehicle's speed
accordingly.

5) User interface: Create a user interface for drivers to
interact with the system. Drivers may have the option to set
speed preferences, override the system, or receive alerts and
notifications.

6) Safety mechanisms: Implement safety mechanisms to
ensure that the vehicle operates safely even in the presence of
fuzzy logic errors or sensor failures. These mechanisms may
include emergency braking systems and fail-safe procedures.

7) Testing and validation: Rigorously test and validate the
system in controlled environments and under various real-
world conditions to ensure safety and effectiveness.

8) Compliance with regulations: Ensure that the system
complies with all relevant regulations and safety standards for
autonomous and semi-autonomous vehicles.

9) Continuous improvement: Continuously collect data
and monitor the system's performance. Use this data to fine-
tune the Fuzzy Logic controller and improve speed adjustment
decisions.

Vol. 15, No. 3, 2024

Node centrality, node
<mobility and bandwidth>

efficiency

v
’ Fuzzification ‘

Usmg membership function and
fuzzy criterion

‘ Defuzzi'ﬁcation ‘

v
’ Evaluate the fitness of cluster head ‘

< Select cluster head node >

Fig. 3. Fuzzy-based data flow diagram.

Fig. 3 the fuzzy-based dataflow diagram with the set of
steps used to find the cluster head node. There are several
nodes available in the cluster of the vehicles and if it is
stronger in terms of centrality C, then it performs more
activity and can connects within a network [25]. The centrality
of the cluster can be evaluated by using Eq. (1):

Ci() = Xk=1%ix () @)

where, C;(j) represents the centrality of the node i at any
instance j, n is total number of nodes in a cluster and x; ;(j) is
providing the mean value of the cluster nodes. To increase the
precision of the centrality of the node can be identified with
the given using Eq. (2):

GG =wG() + (1 -w)G( —1t) )

where, w varies with the node speed and represents the
weight of the node, t represents the time factor. The fuzzy
value for the input can be represented in terms of using Eqg.
@):
Gi

Cfuzzy—i(j) =1-= (3)

n

Node mobility refers to the ability of nodes (devices or
entities) in a network, typically a wireless network, to change
their physical positions or locations over time. Node mobility
is a crucial aspect in various network types, including wireless
ad hoc networks, mobile sensor networks, and vehicular
networks. The node mobility can be found with the formula:

x| = minye,|yl
Cn = senlvl/ 4
m maxysnlyl “)
where, x and y represent the mobility factors in x and y

direction respectively and C,, indicates the mobility factor
through which final velocity of the node can be identified.
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IV. DATASET DESCRIPTION

In cities all throughout the world, traffic congestion is
getting worse. Urban population growth, ageing infrastructure,
improper and disorganised traffic signal timing, and a dearth
of real-time data are all contributing issues [26]. The effects
are substantial. According to INRIX, a provider of traffic data
and analytics, commuters in the United States were forced to
pay $305 billion in lost productivity, wasted fuel, and
increased transportation costs because of traffic congestion in
2017 [27]. Cities must adopt innovative tactics and
technologies to ease traffic because it is physically and
financially impractical to build more highways. We choose the
input data from a vehicle traffic dataset [28] with 48120
instances and four attributes (datetime, junction, vehicle, and
ID).

The datetime attributes is utilized to observe the frequency
of the vehicle in per minutes that pass through a road or the
traffic volume. The dataset contains another attribute, hamed
junction that contain the values of 4 distinct junctions. The
vehicle attribute is providing the number of vehicles passes
within an hour on a junction. Each vehicle is having unique ID
that assigned by the unique number of entries. The traffic
prediction dataset typically contains historical and real-time
data related to traffic conditions, and it is used for developing
models and algorithms to predict future traffic patterns [29]
[30]. These datasets are valuable for various applications,
including traffic management, route planning, prevention of
vehicle collision, and urban development. There are several
contributing factors play a role in this issue:

1) Expanding urban populations: Many cities are
experiencing rapid population growth, leading to an increased
number of vehicles on the road. This exacerbates congestion
problems, especially during peak hours.

2) Aging infrastructure: In many cases, cities have
infrastructure that was designed to accommodate much
smaller populations. Aging roads, bridges, and public transit
systems may struggle to handle the demands of modern urban
life.

3) Inefficient traffic signal timing: Poorly synchronized
traffic signals can cause unnecessary delays and exacerbate
congestion. Timely and coordinated signal timing is crucial
for optimizing traffic flow.

4) Lack of real-time data: Having access to real-time
traffic data is vital for managing and mitigating congestion
effectively. Without this data, city officials and commuters are
left in the dark about current traffic conditions.

To address these challenges, cities are indeed exploring
new strategies and technologies:

1) Public transportation: Investing in efficient public
transportation systems can reduce the number of vehicles on
the road and provide viable alternatives for commuters.

2) Smart traffic management: Implementing intelligent
traffic management systems that use real-time data to optimize
signal timing, reroute traffic, and provide information to
commuters can help alleviate congestion.

Vol. 15, No. 3, 2024

3) Ridesharing and carpooling: Promoting ridesharing
and carpooling can reduce the number of single-occupancy
vehicles on the road.

4) Congestion pricing: Some cities have implemented
congestion pricing, where vehicles are charged to enter certain
congested areas during peak hours. This can incentivize
commuters to use alternative transportation methods or travel
during non-peak times [31].

5) Urban planning: Thoughtful urban planning that
focuses on mixed land use, pedestrian-friendly designs, and
bike infrastructure can reduce the need for car travel.

6) Emerging Technologies: Autonomous vehicles and
connected vehicle systems hold the potential to reduce
congestion by improving traffic flow and safety.

7) Data analytics: Utilizing data analytics and predictive
modelling can help city planners and transportation agencies
make informed decisions about traffic management.

In the next few diagrams, the dataset is explored in terms
of distinct junction and the time series. Fig. 4 shows the
training data at junction 1 for approximate one and half year.
The training data indicates the increasing pattern in the
frequency of traffic at junctionl. Fig. 5 indicates the hourly
traffic for 42 days in a time series.

Fig. 6, 7, 8, and 9 shows the vehicle frequency at junction
1, 2, 3, and 4 respectively. Figures shows a pattern that
junction 1 and 2 is having higher vehicle frequency in
compare to other junctions. Junction 4 is having very less
frequency of the vehicles.

Vehicles

’ Date o
Fig. 4. Training data at junction 1.

Vehicles Time Series - 42 days

Recorded hour

Fig. 5. Vehicle frequency time series for 42 days.
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Fig. 6. Vehicle frequency time series at junction 1.
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Fig. 9. Vehicle frequency time series at junction 4.
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Fig. 11. Traffic count over years.
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Fig. 10 shows the traffic positions and patterns for all
junctions. Fig. 11 shows the traffic count for three years where
2016 shows the highest traffic in a year. Fig. 12 shows the co-
relation among all attributes of the dataset.

-100
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Junction

-050

Vehicles

Year

--0.25

= 49.00 .0 0 0.00 - -0.50
o
=1

-0.75

Month

Hour

y g g ' --1.00
Junction Vehicles Year Month Day Hour

Fig. 12. Heatmap for the dataset attributes.

V. RESULTS AND DISCUSSION

The experimental results show the distinct parameters for
predicted the traffic frequency and the speed control models.
Fig. 13 and Fig. 14 show the results with recurrent neural
network (RNN) before and after RNN predictions. The
predicted series before RNN is very low and not able to make
a pattern for the traffic data. While after applying RNN
algorithm, the predicted data make a pattern out of it and
establish a relation between initial series, target series, and
predictions.

Traffic time series: Test Data and Simple RNN Predictions

— Initial Series
Target Series
=== Predictions

80

60 1

40

20 A

0 T e T T

4] 5 10 15 20

Fig. 13. Traffic data before RNN prediction.

Fig. 15 indicates the tag data at distinct junctions and its
distributions in hour, day, and month.

Fig. 16, 17, 18, 19 shows the root mean square error
(RMSE) values comparison of custom or proposed model with
distinct models such as Gated Recurrent Unit (GRU), Long
Short-Term Memory (LSTM), Convolution Neural Network
(CNN), and Multilayer Perceptron (MLP) at junction 1, 2, 3,
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and 4 respectively. The RMSE evaluate the average difference BNSE Value for ffarent Hodela 13
between predicted and actual values as shown in the Eq. (5).

RMSE = /z_iilolcvi—mz

Traffic Prediction: Test Data and LSTM Predictions
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Fig. 14. Traffic data after RNN prediction.
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Fig. 15. Vehicle frequency time series.
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Fig. 19. RMSE comparison for distinct model at junction 4.

where, x; represents the actual values, X; indicates the
predicted values for N number of rows. Table Il indicates the
RMSE values at different junctions that show the lowest
values for the proposed model in compare to existing

algorithms.
TABLE Il COMPARISON OF RMSE VALUES AT JUNCTIONS
Model RMSE J1 RMSE J2 RMSE J3 RMSE J4
Proposed Model 0.2395 0.4719 0.5727 0.9939
LSTM 0.2739 0.5760 0.6201 1.0962
MLP 0.2441 0.5303 0.6310 1.1148
CNN 0.2458 0.5428 0.5793 1.0124
GRU 0.2498 0.5509 0.6103 0.9930

VI. CONCLUSION

The development of an algorithm for controlling the speed
of a vehicle using Fuzzy Logic offers a promising approach to
enhance road safety and driving efficiency. Fuzzy Logic, with
its ability to model complex and imprecise relationships,
provides an effective means to mimic human-like decision-
making processes in speed control. A Fuzzy Logic-based
algorithm for controlling vehicle speed has the potential to
significantly enhance road safety, reduce accidents, and
improve overall driving efficiency. Its ability to process
complex and uncertain data in real-time makes it a valuable

tool in modern vehicle control systems. However, successful
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implementation requires a holistic approach, including
thorough testing, user acceptance, and compliance with safety
regulations, to realize its full potential in improving the
driving experience and road safety. In future, the system can
be implemented by collecting real-time data with physical
setup.

ACKNOWLEDGMENT
This work does not have any conflict with any author.

REFERENCES

[1] K. Mahmud and Lei Tao, “Vehicle speed control through fuzzy logic,”
2013 IEEE Global High Tech Congress on Electronics. IEEE, Nov.
2013. doi: 10.1109/ghtce.2013.6767235.

[2] S. Jatsun, O. Emelyanova, A. S. Martinez Leon, and S. Stykanyova,
“Control fligth of a UAV type tricopter with fuzzy logic controller,”
2017 Dynamics of Systems, Mechanisms and Machines (Dynamics).
IEEE, Nov. 2017. doi: 10.1109/dynamics.2017.8239459.

[3] A. A. Umnitsyn and S. V. Bakhmutov, “Intelligent anti-lock braking
system of electric vehicle with the possibility of mixed braking using
fuzzy logic,” Journal of Physics: Conference Series, vol. 2061, no. 1.
IOP Publishing, p. 012101, Oct. 01, 2021. doi: 10.1088/1742-
6596/2061/1/012101.

[4] N. Awad, A. Lasheen, M. Elnaggar, and A. Kamel, “Model predictive
control with fuzzy logic switching for path tracking of autonomous
vehicles,” ISA Transactions, vol. 129. Elsevier BV, pp. 193-205, Oct.
2022. doi: 10.1016/j.isatra.2021.12.022.

[5] A. M. V, “Obstacle Avoidance and Navigation of Bio-inspired
Autonomous Underwater Vehicle using Fuzzy Logic Controller and
Neuro-Fuzzy controller.” Research Square Platform LLC, Sep. 15, 2022.
doi: 10.21203/rs.3.rs-2060103/v1.

[6] K. Poornesh, R. Mahalakshmi, J. S. R. V, and G. R. N, “Speed Control
of BLDC motor using Fuzzy Logic Algorithm for Low Cost Electric
Vehicle,” 2022 International Conference on Innovations in Science and
Technology for Sustainable Development (ICISTSD). IEEE, Aug. 25,
2022. doi: 10.1109/icistsd55159.2022.10010397.

[7] S.-H. Bach and S.-Y. Yi, “An Efficient Approach for Line-Following
Automated Guided Vehicles Based on Fuzzy Inference Mechanism,”
Journal of Robotics and Control (JRC), vol. 3, no. 4. Universitas
Muhammadiyah Yogyakarta, pp. 395-401, Jul. 01, 2022. doi:
10.18196/jrc.v3i4.14787.

[8] S. Srivastava and R. Kumar, “Design and application of a novel higher-
order type-n fuzzy-logic-based system for controlling the steering angle
of a vehicle: a soft computing approach,” Soft Computing. Springer
Science and Business Media LLC, Sep. 04, 2023. doi: 10.1007/s00500-
023-09128-2.

[9] T. KOCAKULAK, H. SOLMAZ, and F. SAHIN, “Control and
Optimization of Pre-Transmission Parallel Hybrid Vehicle with Fuzzy
Logic Method and Comparison with Conventional Rule Based Control
Strategy,” Journal of Polytechnic. Politeknik Dergisi, Feb. 04, 2022. doi:
10.2339/politeknik.932448.

[10] H. Yu, F. Cheli, and F. Castelli-Dezza, “Optimal Design and Control of
4-IWD Electric Vehicles Based on a 14-DOF Vehicle Model,” IEEE
Transactions on Vehicular Technology, vol. 67, no. 11. Institute of
Electrical and Electronics Engineers (IEEE), pp. 10457-10469, Nov.
2018. doi: 10.1109/tvt.2018.2870673.

[11] V. Mateichyk, N. Kostian, M. Smieszek, J. Mosciszewski, and L.
Tarandushka, “Evaluating Vehicle Energy Efficiency in Urban
Transport Systems Based on Fuzzy Logic Models,” Energies, vol. 16,
no. 2. MDPI AG, p. 734, Jan. 08, 2023. doi: 10.3390/en16020734.

[12] W. Yang, B. Wan, and X. Qu, “A Forward Collision Warning System
Using Driving Intention Recognition of the Front Vehicle and V2V
Communication,” TEEE Access, vol. 8. Institute of Electrical and
Electronics Engineers (IEEE), pp. 11268-11278, 2020. doi:
10.1109/access.2020.2963854.

(13]

(14]

[15]

[16]

(17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

Vol. 15, No. 3, 2024

0. S. Al-Heety, Z. Zakaria, M. Ismail, M. M. Shakir, S. Alani, and H.
Alsariera, “A Comprehensive Survey: Benefits, Services, Recent Works,
Challenges, Security, and Use Cases for SDN-VANET,” IEEE Access,
vol. 8. Institute of Electrical and Electronics Engineers (IEEE), pp.
91028-91047, 2020. doi: 10.1109/access.2020.2992580.

V. Singhal et al., “Artificial Intelligence Enabled Road Vehicle-Train
Collision Risk Assessment Framework for Unmanned Railway Level
Crossings,” IEEE Access, vol. 8. Institute of Electrical and Electronics
Engineers (IEEE), pp. 113790-113806, 2020. doi:
10.1109/access.2020.3002416.

J. Huang, Y. Chen, X. Peng, L. Hu, and D. Cao, “Study on the driving
style adaptive vehicle longitudinal control strategy,” IEEE/CAA Journal
of Automatica Sinica, vol. 7, no. 4. Institute of Electrical and Electronics
Engineers (IEEE), pp. 1107-1115, Jul. 2020. doi:
10.1109/jas.2020.1003261.

K. M. Alam, M. Saini, and A. El Saddik, “Toward Social Internet of
Vehicles: Concept, Architecture, and Applications,” IEEE Access, vol.
3. Institute of Electrical and Electronics Engineers (IEEE), pp. 343-357,
2015. doi: 10.1109/access.2015.2416657.

D. Asljung, J. Nilsson, and J. Fredriksson, “Using Extreme Value
Theory for Vehicle Level Safety Validation and Implications for
Autonomous Vehicles,” IEEE Transactions on Intelligent Vehicles, vol.
2, no. 4. Institute of Electrical and Electronics Engineers (IEEE), pp.
288-297, Dec. 2017. doi: 10.1109/tiv.2017.2768219.

M. Brannstrom, E. Coelingh, and J. Sjoberg, “Model-Based Threat
Assessment for Avoiding Arbitrary Vehicle Collisions,” IEEE
Transactions on Intelligent Transportation Systems, vol. 11, no. 3.
Institute of Electrical and Electronics Engineers (IEEE), pp. 658-669,
Sep. 2010. doi: 10.1109/tits.2010.2048314.

M. Brown and J. C. Gerdes, “Coordinating Tire Forces to Avoid
Obstacles Using Nonlinear Model Predictive Control,” IEEE
Transactions on Intelligent Vehicles, vol. 5, no. 1. Institute of Electrical
and Electronics Engineers (IEEE), pp. 21-31, Mar. 2020. doi:
10.1109/tiv.2019.2955362.

T. A. Butt, R. Igbal, K. Salah, M. Aloqaily, and Y. Jararweh, “Privacy
Management in Social Internet of Vehicles: Review, Challenges and
Blockchain Based Solutions,” IEEE Access, vol. 7. Institute of Electrical
and Electronics Engineers (IEEE), pp. 79694-79713, 2019. doi:
10.1109/access.2019.2922236.

Y. Chen, C. Lu, and W. Chu, “A Cooperative Driving Strategy Based on
Velocity Prediction for Connected Vehicles with Robust Path-Following
Control,” TEEE Internet of Things Journal, vol. 7, no. 5. Institute of
Electrical and Electronics Engineers (IEEE), pp. 3822-3832, May 2020.
doi: 10.1109/ji0t.2020.2969209.

Z. Xu, “Research on braking energy feedback of intelligent electric
vehicle based on fuzzy algorithm,” Seventh International Conference on
Mechatronics and Intelligent Robotics (ICMIR 2023). SPIE, Sep. 11,
2023. doi: 10.1117/12.2689387.

K. Kakouche, A. Oubelaid, S. Mezani, D. Rekioua, and T. Rekioua,
“Different Control Techniques of Permanent Magnet Synchronous
Motor with Fuzzy Logic for Electric Vehicles: Analysis, Modelling, and
Comparison,” Energies, vol. 16, no. 7. MDPI AG, p. 3116, Mar. 29,
2023. doi: 10.3390/en16073116.

M. Sellali, A. Betka, S. Drid, A. Djerdir, L. Allaoui, and M. Tiar, “Novel
control implementation for electric vehicles based on fuzzy -back
stepping approach,” Energy, vol. 178. Elsevier BV, pp. 644-655, Jul.
2019. doi: 10.1016/j.energy.2019.04.146.

T. Rajesh, B. Gunapriya, M. Sabarimuthu, S. Karthikkumar, R. Raja,
and M. Karthik, “Frequency control of PV-connected micro grid system
using fuzzy logic controller,” Materials Today: Proceedings, vol. 45.
Elsevier BV, pp. 22602264, 2021. doi: 10.1016/j.matpr.2020.10.255.

F. Tao, L. Zhu, Z. Fu, P. Si, and L. Sun, “Frequency Decoupling-Based
Energy Management Strategy for Fuel Cell/Battery/Ultracapacitor
Hybrid Vehicle Using Fuzzy Control Method,” IEEE Access, vol. 8.
Institute of Electrical and Electronics Engineers (IEEE), pp. 166491—
166502, 2020. doi: 10.1109/access.2020.3023470.

105|Page

www.ijacsa.thesai.org



[27]

[28]

[29]

[30]

[31]

(IJACSA) International Journal of Advanced Computer Science and Applications,

S. Hussain, M. A. Ahmed, and Y.-C. Kim, “Efficient Power
Management Algorithm Based on Fuzzy Logic Inference for Electric
Vehicles Parking Lot,” IEEE Access, vol. 7. Institute of Electrical and
Electronics Engineers (IEEE), pp. 65467-65485, 2019. doi:
10.1109/access.2019.2917297.

Dataset https://github.com/ayushabrol13/Traffic-Congestion-Estimation,
Auvailable online [Accessed on 24/05/2023].

P. Ochoa, O. Castillo, and J. Soria, “Optimization of fuzzy controller
design using a Differential Evolution algorithm with dynamic parameter
adaptation based on Type-1 and Interval Type-2 fuzzy systems,” Soft
Computing, vol. 24, no. 1. Springer Science and Business Media LLC,
pp. 193-214, Jun. 24, 2019. doi: 10.1007/s00500-019-04156-3.

A. S. Tomar, M. Singh, G. Sharma, and K. V. Arya, “Traffic
Management using Logistic Regression with Fuzzy Logic,” Procedia
Computer Science, vol. 132. Elsevier BV, pp. 451460, 2018. doi:
10.1016/j.procs.2018.05.159.

C. Chen, M. Li, J. Sui, K. Wei, and Q. Pei, “A genetic algorithm-
optimized fuzzy logic controller to avoid rear-end collisions,” Journal of
Advanced Transportation, vol. 50, no. 8. Wiley, pp. 1735-1753, Nov.
21, 2016. doi: 10.1002/atr.1426.

Vol. 15, No. 3, 2024

AUTHORS’ PROFILE

Anup Lal Yadav is Pursuing his Ph. D from MM
(Deemed to be University) Mullana, Ambala, India. He has
14 years of teaching experience. Currently, he is working
as an Assistant Professor at Chandigarh University,
Gharuan, Mohali, Punjab, India. He has published more
than 55 research papers in reputed journals. Membership in
Professional Organizations: IEEE, CSTA, and AIENG. He
specializes in the research areas of Internet of Things (loT), Artificial
Intelligence (Al), Cloud Computing, and Machine Learning.

Dr. Sandip Kumar Goyal is having more than 20
Years of teaching experience at the level of Lecturer,
Assistant Professor, Associate Professor, Professor at M.
M. Engineering College, M. M. (Deemed To Be
University), Mullana (Ambala) and currently working as
Professor & Head in CSE Department, MMEC,
MM(DU), Mullana. He did Ph.D., M. Tech. & B. Tech.
in the field of Computer Science & Engineering. His area of specialization
includes Load Balancing in Distributed Systems, Internet of Things, Wireless
Sensor Networks, Database Security, Software Engineering and Security in
Cloud Computing. He has published more than 50 research papers in
International Journal / Conference. More than 6 PhDs have been awarded
under his supervision.

106 |Page

www.ijacsa.thesai.org


https://github.com/ayushabrol13/Traffic-Congestion-Estimation

(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 3, 2024

A Single Stage Detector for Breast Cancer Detection
on Digital Mammogram

Li Xu?, Nan Jia?, Mingmin Zhang®*
Department of Computer Science and Technology, Baotou Medical College,
Inner Mongolia University of Science and Technology, Baotou 014040, Chinal 2
Radiology Department, Baotou Cancer Hospital, Baotou 014040, China®

Abstract—Medical image processing plays a pivotal role in
modern healthcare, and the early detection of breast cancer in
digital mammograms. Several methods have been explored in the
literature to improve breast cancer detection, with deep-learning
approaches emerging as particularly promising due to their
ability to provide accurate results. However, a persistent
research challenge in deep learning-based breast cancer
detection lies in addressing the historically low accuracy rates
observed in previous studies. This paper presents a novel deep-
learning model utilizing a single-stage detector based on the
YOLOV5 algorithm, designed specifically to tackle the issue of
low accuracy in breast cancer detection. The proposed method
involves the generation of a custom dataset and subsequent
training, validation, and testing phases to evaluate the model's
performance rigorously. Experimental results and
comprehensive performance evaluations demonstrate that the
proposed method achieves remarkable accuracy, marking a
significant advancement in breast cancer detection through
extensive experiments and rigorous performance analysis.

Keywords—Breast cancer detection; digital mammogram; deep
learning; YOLOVS5 algorithm; medical image processing

. INTRODUCTION

Computer vision and medical image processing have
emerged as transformative technologies in the field of
healthcare, revolutionizing disease diagnosis and treatment
planning [1], [2]. These technologies play a pivotal role in the
analysis and interpretation of medical images, aiding clinicians
in making more accurate and timely decisions [3]. Among the
myriad applications of computer vision and medical image
processing, one of the most crucial is the detection of breast
cancer on digital mammograms.

Digital mammography has become the primary screening
tool for breast cancer [4], offering superior image quality and
ease of storage and transmission compared to conventional
film-based mammaography [5], [6]. In recent years, researchers
have increasingly turned to computer vision-based methods to
enhance accuracy and develop various modern applications [7]
[9]1. The continuous advancements in computer vision
techniques have paved the way for more precise and timely
breast cancer diagnoses.

Nowadays, deep learning (DL) has garnered significant
attention in the realm of tumor segmentation and cancer
detections [10]- [12]. In DL domain, CNN based methods
have been investigated extensively ion health monitoring and
medial image [13], [14], owing to their capacity to

automatically learn relevant features from mammographic
images, reducing the reliance on handcrafted features and
achieving impressive results [15], [16]. However, despite the
progress made, there remain critical limitations and research
gaps that demand further exploration and innovation to meet
the high accuracy demands of breast cancer detection.

This study tackles the pressing issue of limitations and
research gaps in deep learning-based breast cancer detection
methods, recognizing the critical need for improved accuracy
in diagnosing breast cancer from digital mammograms. Guided
by research questions that delve into the effectiveness of deep
learning techniques, the study aims to explore the potential of
leveraging the YOLO algorithm for enhanced detection
accuracy. By developing a novel method grounded in deep
learning principles, the research endeavors to address existing
shortcomings and advance the state-of-the-art in breast cancer
detection. Through rigorous experimentation and performance
evaluation, the study seeks to not only contribute to the
scientific understanding of deep learning applications in
medical imaging but also to pave the way for more precise and
timely diagnoses, ultimately impacting patient care and
outcomes.

This study proposes a novel DL based method using an
adopted YOLO algorithm for breast cancer detection on digital
mammograms. By adopting the YOLO-based approach, we
aim to address the existing research gap and improve the
accuracy of breast cancer detection. This research effort
encompasses the generation of a comprehensive dataset, the
training of a deep learning model, and the rigorous validation
and testing processes to assess the proposed method's
effectiveness.

Our contributions to this study are threefold. First, we
present a novel method for breast cancer detection on digital
mammograms using a single-stage detector based on the
YOLO algorithm. Second, we thoroughly explore existing
studies and address the current research gap in deep learning-
based breast cancer detection. Finally, we conduct extensive
experiments and perform rigorous performance evaluations for
contributing to the advancement of breast cancer detection
techniques.

Il.  RELATED WORK

Ekici and Jawzal [15] explored the use of thermography
based on CNN for breast cancer diagnosis. The method
involves preprocessing thermographic images and utilizing a
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CNN for feature extraction and classification. While the study
shows promise in non-invasive breast cancer detection, it faces
limitations related to the availability of large thermography
datasets, which hampers the network's ability to generalize
across diverse patient populations. Additionally, thermography
may not replace conventional mammography entirely, as it is
less effective in identifying microcalcifications, a key indicator
of breast cancer.

Abdelrahman et al. [17] provided a comprehensive survey
of the application of Convolutional Neural Networks (CNNSs)
in breast cancer detection using mammography images. It
discusses various CNN architectures and their performance in
breast cancer classification. However, as a survey paper, it does
not propose a new method or conduct experiments. A
limitation lies in the rapidly evolving nature of deep learning
techniques; the paper may not encompass the latest
advancements in CNNs for breast cancer detection.

Altameem et al. [18] focused on breast cancer detection
using deep CNNs in conjunction with fuzzy ensemble
modeling techniques. The method entails preprocessing
mammography images, training deep CNNs, and then
assembling their predictions using fuzzy logic. A limitation of
this approach is the computational complexity involved in
training deep CNNs and creating the ensemble, which may
hinder real-time or resource-constrained applications.
Moreover, the paper does not provide an extensive analysis of
the method's sensitivity to different breast cancer subtypes.

Oyelade and Ezugwu [19] introduced an approach for
breast cancer detection using a combination of wavelet
decomposition, transformation, CNNs, and data augmentation
on digital mammogram images. The method attempts to
capture multi-scale features and improve classification
accuracy. However, it may suffer from increased complexity
due to the combination of wavelet techniques and CNNSs,
making it computationally intensive. Furthermore, the
effectiveness of data augmentation strategies may vary
depending on the dataset used, and this paper does not
thoroughly investigate these variations.

Abunasser et al. [20] developed a CNN based method for
breast cancer detection. The approach involves preprocessing
mammogram images and training a CNN for feature extraction
and classification. While the proposed CNN have shown
promise in this context, this paper lacks extensive
experimentation and performance evaluation. Additionally, it
does not address potential challenges related to class imbalance
in the dataset, which can affect model generalization.

I1l.  PROPOSED METHOD

This section presents the details of the used dataset and
model generation process as following sections,

A. Dataset

1) Data preparation: In this study, we harnessed the
power of internet resources and Roboflow to compile a
comprehensive dataset of digital mammogram breast images.
The dataset acquisition process involved meticulously curating
a diverse set of images from publicly available internet
resources dedicated to medical imaging, ensuring a broad
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representation of breast cancer cases. Additionally,
Roboflow's repository of annotated medical images proved
invaluable in enriching our dataset with meticulously labeled
examples. However, to enhance the dataset's diversity and to
facilitate the training of a robust model, we employed data
augmentation techniques.

Data augmentation is a pivotal step in the preprocessing of
medical image datasets, especially for breast cancer detection.
To generate a more extensive and varied dataset, we applied
several common data augmentation techniques, including
image rotation, flipping, and zooming. These techniques serve
to introduce variations in the orientation, position, and scale of
the mammaographic images. Furthermore, we applied Gaussian
noise and contrast adjustments to simulate variations in image
quality, mirroring real-world scenarios where the quality of
mammograms can differ significantly. Additionally, we
employed techniques like random cropping and scaling to
introduce variations in the region of interest, ensuring that the
model learns to detect breast abnormalities in various breast
sizes and shapes.

By implementing these data augmentation strategies, a
dataset of 1899 images is created that encapsulates a wider
spectrum of potential variations, making our model more
robust and capable of handling the inherent complexities of
mammogram analysis. Fig. 1 shows sample images of the
dataset.

2) Instances distribution: The instance distribution in our
dataset represents the relative frequency of different categories
or classes of instances. In the context of our digital
mammogram breast image dataset, these classes pertain to
various breast conditions, such as benign tumors, malignant
tumors, calcifications, and normal breast tissue. A balanced
instance distribution ensures that each class is adequately
represented, preventing the model from becoming biased
toward the majority class. This balanced representation is
crucial for training a robust machine-learning model capable
of accurately detecting and classifying various breast
abnormalities.

Every instance in our dataset is carefully annotated by
expert radiologists or medical professionals. These annotations
serve as ground truth labels, delineating the regions of interest
(ROIs) within the mammographic images. These labels provide
essential  information about the size, location, and
characteristics of the identified abnormalities. They play a
pivotal role in training our machine learning model, enabling it
to learn and recognize specific patterns associated with breast
abnormalities accurately. Fig. 2 demonstrates the instance
labels of the dataset.

In addition, we conducted a correlogram analysis to gain
insights into the relationships between instance labels within
the dataset. The correlogram visually represents potential co-
occurrences and dependencies among different types of breast
abnormalities. By examining the correlogram, we can identify
patterns and associations among various breast conditions. For
instance, it might reveal that certain benign tumors are often
found alongside specific types of calcifications or that certain
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malignant tumors tend to occur more frequently in particular
age groups. These findings are invaluable for informing the
model's decision-making process when identifying and
classifying abnormalities in mammographic images, enhancing
its ability to make clinically relevant predictions. Fig. 3
illustrates instances of labels correlogram of the dataset.

Vol. 15, No. 3, 2024

B. Model Generation

Using the dataset, a YOLOv5n model is generated for
breast cancer diagnosis in this study. First, we divided our
dataset into three subsets: 10% was put aside for testing, 20%
was set aside for validation, and 70% was used for training.
This section is essential for precisely evaluating the model's
performance and confirming its capacity for generalization.

Fig. 1. Sample images of the dataset.
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Fig. 2. Instances labels of the dataset.
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Fig. 3. Instances labels correlogram of the dataset.

1) Training module: During the training phase, we
utilized the 70% portion of our dataset to train the YOLOV5n
model. Several key configurations were considered to
optimize the efficieny of training process. Firstly, for the
learning rate, it's advisable to start with a moderate value and
implement a learning rate scheduler to adjust the learning rate
during training dynamically. This helps prevent the model
from converging too quickly or getting stuck in local minima.
A batch size that aligns with available computational
resources should be chosen; however, larger batch sizes often
lead to more stable convergence. For model training, we
adjust hyperparameters as shown in Table I.

TABLE I. HYPERPARAMETER SETTING FOR THE MODEL
Hyperparameter Value
Learning Rate (LR) 0.001
Batch Size 16.00
Optimizer Adam
Loss Function Combination of losses
Early Stopping Based on validation loss
Model Architecture YOLOV5 variants
Regularization (Dropout) 0.3
Number of Epochs 20

2) Validation module: The 20% validation set was utilized
to monitor the model's performance during training. Regular
validation checks were performed, assessing metrics such as
precision, recall, F1-score, and accuracy. The validation set
helps prevent overfitting, as it provides a means to evaluate
the model's generalization performance on data it hasn't seen
during training. Adjustments to model hyperparameters were
made based on the validation results, fine-tuning parameters
like learning rate, and early stopping criteria to enhance model
convergence and accuracy.

C. Testing Module

Finally, the 10% testing set was reserved to evaluate the
YOLOv5n model's performance objectively. This independent
dataset is used to test the effectiveness of the generated model
for detecting breast abnormalities accurately and reliably in
real-world scenarios. Common evaluation metrics for breast
cancer detection, such as sensitivity, specificity, and ROC
curves, were computed to quantify the model's accuracy and its
capacity to minimize false positives and false negatives.

IV.  RESULTS AND DISCUSSION

This section presents the details of experimental results and
discuss about the performance of evaluation.

110|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

A. Results

This section provides an in-depth analysis of the
experimental results and the outputs generated by our custom
YOLOvV5n model for breast cancer detection. As depicted in
Fig. 4, our model exhibits its proficiency in accurately
classifying mammographic images into three distinct
categories: benign, malignant, and background. These
categories are fundamental for differentiating between normal
breast tissue and potentially cancerous abnormalities. The
figures showcase a representative selection of model outputs,
offering a visual representation of its performance in
identifying and localizing breast lesions within the digital
mammograms.

B. Performance Evaluation

In this section, we delve into the comprehensive
performance evaluation of our YOLOv5n model for breast
cancer detection. Inspiring from [21]-[23], we employ key
performance metrics such as precision, recall, mAP, and F1-

score to assess the model's accuracy. Precision estimates the

P

.benign~
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percentage of accurately predicted positive instances among all
anticipated positives, whereas recall evaluates the model's
capacity to accurately identify every positive case. A
comprehensive assessment of the model's performance is
provided by mAP, which offers an aggregate measure of
precision-recall across several thresholds. In order to provide a
single-value overview of the overall accuracy of the model, the
F1 score balances precision and recall. The figures thoughtfully
illustrate the outcomes of these performance indicators, which
were obtained after considerable experimentation and give a
clear and instructive portrayal of our model's capabilities for
breast cancer detection and classification.

1) Confusion matrix: The confusion matrix, in the context
of our breast cancer detection study, serves as a crucial tool
for assessing the performance of our model in classifying
mammographic images into the relevant categories: benign,
malignant, and background. The confusion matrix thus allows
us to calculate key the performance metrics. Fig. 5

demonstrates the confusion matrix of our generated model.

DeNigNe L arcif4 74

Fig. 4. Experimental results.
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Fig. 5. Confusion matrix of our generated model.

Performance metrics: The performance metrics collectively
provide a comprehensive assessment of the effectiveness of our
breast cancer detection model. The precision curve,
representing precision values at varying classification
thresholds, showcases the ability of the model to identify true
positive cases while minimizing false positives correctly. The
recall curve, on the other hand, illustrates how well the model
captures true positive instances while controlling false
negatives at different decision thresholds. Lastly, the precision-
recall curve graphically portrays the interplay between
precision and recall across different thresholds, providing
insights into the model's overall performance and its ability to
maintain high precision while achieving robust recall rates.
Together, these metrics and curves offer a comprehensive view
of our model's capability to achieve accurate and clinically
relevant breast cancer detection, guiding us in optimizing its
performance to serve the healthcare domain better. Fig. 6
demonstrates these performance metrics curves.

As shown in Fig. 6, the achieved precision of 90.3% and
recall of 93.0% in our YOLOvV5 model for breast cancer
detection represent highly promising results that indicate the
accuracy and effectiveness of our model in identifying breast
abnormalities. A precision score of 90.3% means that a
substantial majority of the positive predictions made by our
model are indeed correct, minimizing false positives, which is
crucial in a medical context where incorrect diagnoses could

have significant implications. Simultaneously, a recall score of
93.0% indicates that our model adeptly captures a substantial
proportion of the actual breast abnormalities present in the
dataset, demonstrating its ability to minimize false negatives.
The balance between precision and recall is exemplified by the
F1-score, which harmonizes these two metrics. These results
underscore the accuracy of our model and its clinical relevance,
suggesting that it can effectively assist medical professionals in
early breast cancer detection, thereby contributing to improved
patient care and outcomes in the healthcare domain.

C. Comparison

In our pursuit of enhancing breast cancer detection
accuracy, we conducted a comprehensive evaluation by
experimenting with various versions of the YOLOvV5 model
architecture. Specifically, we compared the performance of
three different variants: YOLOv5n, YOLOv5m, and
YOLOvV5x. These variants vary in terms of complexity and
capacity, with YOLOv5n representing a lighter and faster
model, YOLOv5m offering a balanced compromise between
speed and accuracy, and YOLOv5x being the most complex
and computationally intensive of the trio. By systematically
comparing the results obtained from these different model
versions, we gained invaluable insights into their respective
strengths and trade-offs, enabling us to make informed
decisions about the optimal model architecture for breast
cancer detection.
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Fig. 6. The curves of metrics.

As experimental results indicated, the striking similarity in
results between YOLOvom and YOLOv5X, despite their
substantial ~ architectural differences and computational
requirements, can be attributed to their shared underlying
YOLOV5 framework. YOLOvV5m represents a well-balanced
model in terms of complexity and performance, striking a
harmonious equilibrium between accuracy and computational
efficiency. On the other hand, YOLOV5X, being more complex
and computationally intensive, refines the model's ability to
detect fine-grained details but incurs higher computational
overhead. The similarity in results suggests that for the specific
task of breast cancer detection on digital mammograms,
YOLOv5m's capacity is sufficient to achieve accuracy levels
on par with the more resource-intensive YOLOvV5xX. This
finding emphasizes the importance of selecting a model

architecture that aligns with the available computational
resources while still delivering high-precision results.

In contrast, YOLOv5n's accurate performance, despite its
reduced parameter count compared to YOLOv5m and
YOLOvV5X, underscores the efficiency of this lightweight
model. YOLOv5N's ability to maintain high precision and
recall rates with fewer parameters not only minimizes
computational demands but also streamlines model deployment
in resource-constrained environments. This makes YOLOv5n
an appealing choice for scenarios where computational
resources are limited, demonstrating that accurate results can
be achieved without an extravagant model size. The choice
between YOLOvV5n, YOLOv5m, or YOLOV5x thus hinges on
the specific requirements of the breast cancer detection task
and the available computational infrastructure.
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Fig. 7. The Yolov5m based model results.

In comparison to similar previous works, our study offers
valuable insights into the performance and suitability of
different YOLOvV5 model variants for breast cancer detection
on digital mammograms. Fig. 7 shows the Yolovbm based
model results. While prior research has explored the
application of deep learning models for this task, our study
uniquely investigates the comparative efficacy of YOLOv5m,
YOLOvV5x, and YOLOV5N architectures, considering both their
computational requirements and detection accuracy. We found
that YOLOv5m strikes a well-balanced equilibrium between
complexity and performance, achieving accuracy levels

comparable to the more computationally intensive YOLOV5X,
highlighting the importance of model selection aligned with
available resources. Moreover, our study sheds light on the
efficiency of YOLOV5n, demonstrating its ability to maintain
high precision and recall rates with reduced parameters,
making it a practical choice for resource-constrained
environments. By providing a comprehensive analysis of
model performance across different variants, our work
contributes to the understanding of optimal model selection in
the context of breast cancer detection, offering valuable
guidance for future research and clinical applications.
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Fig. 8. Performance results of the Yolov5x model.

D. Discussion

The proposed method leveraging YOLOv5 for breast
cancer detection offers a significant advancement over
previous approaches for several key reasons. Firstly, YOLOv5
is renowned for its superior object detection capabilities,
enabling precise localization and classification of abnormalities
within medical images with unprecedented speed and accuracy.
Fig. 8 shows the performance results of the Yolov5x model.
This means that our model can swiftly identify potential
malignancies with a high level of confidence, facilitating
timely diagnosis and treatment. Moreover, by harnessing the
power of deep learning, our approach inherently learns intricate
patterns and features representative of breast cancer, allowing
for robust performance across diverse datasets and variations in
image quality. Additionally, the efficiency of YOLOV5 enables
real-time processing, expediting the diagnostic workflow and
enhancing the accessibility of screening services. By
addressing these crucial aspects, our method not only surpasses
the limitations of previous approaches in terms of accuracy and
efficiency but also holds immense promise for improving
patient outcomes through early detection and intervention.

The study involved a comprehensive experimental phase
where we meticulously collected data and conducted extensive
analyses to generate results. These results, while not explicitly
referenced in our current findings, were integral to informing
the development and validation of our custom YOLOv5n
model for breast cancer detection. Through rigorous
experimentation, we gathered a wealth of insights into the
performance and capabilities of our model, refining its
architecture and fine-tuning parameters to optimize its
accuracy and efficiency. Although not directly cited in our
present work, the data and results obtained from these
experiments provided invaluable foundational knowledge and
validation for the effectiveness of our proposed approach.

The practical significance of the theoretical results obtained
from our custom YOLOv5n model for breast cancer detection
lies in its ability to accurately classify mammographic images
into three crucial categories: benign, malignant, and
background. These distinctions are pivotal for clinicians in
distinguishing between normal breast tissue and potentially
cancerous abnormalities, enabling timely diagnosis and
intervention.
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V. CONCLUSION

In this study, we introduce a novel deep-learning approach
based on the YOLO algorithm to enhance breast cancer
detection on digital mammograms significantly. Our
methodology not only bridges existing research gaps but also
pushes the boundaries of accuracy in this critical domain. The
comprehensive dataset we meticulously curated, combined
with the extensive training, validation, and testing processes,
showcases the robustness of our proposed method. Our
contributions are manifold: firstly, we introduce a pioneering
approach for breast cancer detection, employing a YOLO-
based single-stage detector. Secondly, we comprehensively
address research gaps within the realm of deep learning-based
breast cancer detection by synthesizing and advancing existing
studies. Lastly, our rigorous experiments and performance
evaluations validate the exceptional effectiveness of our
method, promising a brighter future for breast cancer
diagnosis. For future research directions, one avenue could
involve the integration of multi-modal data, such as combining
mammograms with other imaging modalities like ultrasound or
MRI, to further improve accuracy and early detection.
Additionally, investigating the interpretability of deep learning
models in the context of breast cancer detection could provide
valuable insights into model decision-making, enhancing trust
and clinical acceptance. Moreover, exploring the potential for
deploying such models in real-time or resource-constrained
settings, like remote clinics or mobile health units, could
democratize breast cancer screening and diagnosis, making it
more accessible to underserved populations.
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Abstract—When the value of an investor's stock portfolio
rises during a period of great market performance, investors
often experience a gain in wealth. Spending may increase when
people feel more at ease and confident about their financial
circumstances. On the other hand, during a market crisis, a fall
in wealth could lead to lower consumer spending, which could
impede economic growth. Stock market trend prediction is
thought to be a more important and fruitful endeavor. Stock
prices will, therefore, provide significant returns from prudent
investing decisions. Because of the outdated and erratic data,
stock market forecasts pose a serious challenge to investors. As a
result, stock market forecasting is among the main challenges
faced by investors trying to optimize their return on investment.
The goal of this research is to provide an accurate hybrid stock
price forecasting model using Nikkei 225 index data from 2013 to
2022. The construction of the support vector regression involves
the integration of multiple optimization approaches, including
moth flame optimization, artificial bee colony, and genetic
algorithms. Moth flame optimization is proven to produce the
best results out of all of these optimization techniques. The
evaluation criteria used in this research are MAE, MAPE, MSE,
and RMSE. The results obtained for MFO-SVR, which is 0.70 for
criterion MAPE, show the high accuracy of this model for
estimating the price of Nikkei 225.

Keywords—NIKKEI 225 index; artificial bee colony; stock
price; financial markets; support vector regression

. INTRODUCTION

A. Background Knowledge

The global stock market is a burgeoning industry in every
nation. This industry directly affects a large number of
individuals. Therefore, those individuals must learn about the
current market trend. With the growth of the stock market,
people's interest in stock price forecasting has increased. Trend
forecasting has become a crucial subject for investors,
shareholders, and other authorities involved in the stock market
industry. Stock price prediction is thought to be an arduous
endeavor [1]. Due to the fact that stock markets are
fundamentally a noisy, non-parametric, non-linear, and in
deterministically chaotic system [2][3]. Market trends are
affected by a multitude of variables, including equities, liquid
funds, consumer behavior, and stock market news.
Collectively, these factors govern how stock market trends
behave. Tools for technology and parametric pricing
approaches, or a mix of these, can be used to study trend
behavior [4][5]. To lessen any possible risks, it is crucial to
develop a strong and convincing prediction model. There are

several hypotheses explaining why stock markets are
unpredictable. Conventional approaches to trend prediction are
based on patterns that do not change over time. This method
ignores the stock market's volatility, which makes predicting
stock prices difficult given the myriad factors at play.
However, the development of machine learning (ML) [6][7]
has offered a solid remedy that uses a variety of algorithms to
improve performance in certain situations. It's an exciting
breakthrough that might completely change the way we make
stock market forecasts. Many people believe that ML is
capable of identifying trustworthy data and identifying patterns
within the dataset [8]. The majority of traditional time series
prediction techniques rely on static patterns, which makes
predicting stock prices difficult by nature. Furthermore,
forecasting the price of stocks is a challenging endeavor in and
of itself due to the sheer number of influencing factors.
Longer-term market behavior is more like a weighing machine
than a voting machine, making it possible to predict changes in
the market over extended periods [9].

Artificial neural networks (ANNs) are a frequently used
and beneficial model for many different sectors, with
applications ranging from classification and grouping to pattern
recognition and prediction. The overall usefulness of an ANN
may be evaluated by utilizing metrics related to data analysis,
including volume, scalability, convergence, fault tolerance,
accuracy, processing speed, latency, and performance.
[10][11]. One of the artificial neural networks' main potentials
is its ability to process data rapidly in a massively parallel
implementation; this has generated interest and raised demand
for study in the subject [12]. Natural language processing,
picture recognition, and other uses can be facilitated by the
development and deployment of ANNs. This method was used
to investigate breast cancer detection by Mahan et al. [13].
Qihao Weng et al. [14] compute impervious surfaces using a
medium-sized geographic dataset by applying this technique.
Ecological modeling is another area in which this technique is
utilized. Lek, Sovan, and others, 2012 [15]. Support vector
regression (SVR) is a well-known method in the machine
learning field and has been regarded as a reliable substitute for
outlier detection and a means of reducing overfitting in the
setting of linear regression. The approach employed in this
work is called SVR; it is a potent supervised learning strategy
that lowers the confidence range of training samples while
simultaneously minimizing structural and empirical risk.
Solving complicated nonlinear issues, especially with limited
sample sizes, is made much easier with this method. SVR
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contributes to the ability to anticipate and evaluate future
samples with accuracy, increasing decision-making processes
and offering significant insights by optimizing generalization
performance while lowering risk [16]. For success and best
outcomes, it is vital to comprehend the concepts and
advantages of SVR, regardless of your field of expertise—data
science, machine learning, or another similar one [17]. The
procedure is called optimization determining which potential
solution, if any, is optimum for a given issue.

The need for novel optimization procedures has become
more evident over the past several decades as issues have
grown more complex. Prior to the advent of heuristic
optimization methods, the sole tools for problem optimization
were mathematical optimization methods. The main problem
with most mathematical optimization methods that are
deterministic is the trapping of regional optimum. A few of
them also need the derivation of the search space, such as
gradient-based algorithms. As such, they are utterly useless for
fixing real problems. Recent work has introduced Moth Flame
Optimization (MFO) [18] to resolve worldwide optimization
issues and practical applications. How well MFO works in
terms of convergence rate and population variety has
previously been shown while dealing with difficult challenges.
Based on the MFO, this study suggests a novel method for data
clustering. The MFO has several competitive advantages,
which are utilized in this work. These benefits include its
ability to avoid local optima and its rapid convergence to the
global optimal solution. Our main objective is to employ MFO
to identify the data items into clusters more precisely and to
cover the search space more thoroughly than the existing
methods can.

B. Research Gaps, Contributions, and Novelties

Research gaps include a lack of comprehension of the
dataset characteristics that contribute to the outperformance of
the algorithms, an examination of the generalizability of sector-
specific methodologies, an investigation into the most effective
methods for integrating external variables, an assessment of
algorithm performance across different market conditions, and
broader geographic comparisons to determine the efficacy of
the algorithms. By integrating multiple optimization
approaches—including moth flame optimization, artificial bee
colony, and genetic algorithms—the MFO-SVR model
investigated the efficacy of hybrid methodologies for
improving prediction accuracy, thereby filling a number of
gaps in the literature on stock market prediction. By employing
Nikkei 225 index data spanning from 2013 to 2022, the issue
of dealing with obsolete and inconsistent data is effectively
resolved, thereby guaranteeing the prediction model's
pertinence and precision. Moreover, the implementation of
comprehensive evaluation metrics offers a uniform evaluation
of model performance, thereby augmenting the body of
literature's demand for standardized assessment techniques.
The efficacy of the MFO-SVR model in forecasting Nikkei
225 prices is evidenced by its reported high accuracy. This
provides investors with valuable insights that can assist them in
maximizing their investment returns and bridging the gap in
accurate stock market prediction. The study presents an
innovative hybrid model for predicting stock prices that
combines SVR optimized by MFO with additional
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optimization techniques, including GA and ABC. By utilizing
this hybrid methodology, the Nikkei 225 index stock price
forecasts are rendered more precise, thereby mitigating the
issue of obsolete and inconsistent data that is commonly
encountered in stock market prediction. This research makes a
valuable  contribution to the extensive  empirical
implementation of SVR networks in the prediction of financial
time series. Through an examination and comparison of several
optimization methodologies (GA, ABC, and MFO), the study
establishes the efficacy of SVR in forecasting financial markets
spanning a substantial duration from 2013 to 2022. This
empirical analysis contributes significantly to the body of
knowledge regarding financial forecasting. The study employs
stock price data from the Nikkei 225 index, which covers the
time period from January 1, 2013 to January 1, 2023. This
extensive dataset is utilized to train and test the forecasting
models. Implementing standardized evaluation criteria
guarantees a rigorous evaluation of the performance of the
model. Section Il of the study represents the literature review.
Methodology is given in Section I11. Result and discussion are
demonstrated in the Section IV. The conclusion is given in
Section V.

Il.  LITERATURE REVIEW

There has been an increasing inclination in recent times to
utilize machine learning algorithms for the purpose of
forecasting stock market trends, with the objective of
leveraging forthcoming price fluctuations and augmenting
investor profitability. Agrawal proposed of a stock market
prediction system that employs non-linear regression
techniques based on deep learning [19]. By conducting
experiments on a variety of datasets, such as ten years' worth of
Tesla stock price and New York Stock Exchange data,
Agrawal establishes that the proposed method outperforms
conventional machine learning techniques [19]. Petchiappan et
al. [20] made a substantial contribution to this discussion
through their novel methodology for forecasting the stock
prices of media and entertainment companies. By utilizing
machine-learning methodologies, particularly logistic and
linear regression, they construct a resilient prediction system
that is customized to the needs of this industry. Through the
examination of media stock price data, their model provides
investors with valuable insights on how to optimize profits and
mitigate losses. By means of meticulous experimentation,
Petchiappan et al. [20] establish the effectiveness of their
methodology, emphasizing its superiority in comparison to
conventional approaches. Predicting stock market movements
remains an enduring and complex task within the field of
finance, owing to the ever-changing and multifaceted
characteristics of stock prices. Sathyabama et al. [21] tackle
this obstacle by employing machine learning algorithms for the
purpose of forecasting stock market transactions. The research
conducted by the authors highlights the importance of external
variables, including news, in shaping stock market trends.
Additionally, it emphasizes the criticality of precise prediction
models in order to successfully navigate market volatility. In
their contribution to this discussion, Sathyabama et al. [21]
present an improved learning-based approach that makes use of
a Naive Bayes classifier. Menaka et al. [22] made a scholarly
contribution to this domain through the provision of an
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exhaustive examination of machine learning algorithms that are
employed to forecast stock prices on a variety of stock
exchanges. Menaka et al. [22] emphasized the adaptability of
various machine learning methodologies—such as ensemble
methaods, support vector machines, random forests, and boosted
decision trees—when constructing accurate prediction models.
Demirel et al. [23] tackled the distinct obstacles presented by
abrupt and uncertain market conditions by concentrating on
companies that are included in the Istanbul Stock Exchange
National 100 Index. Utilizing nine years of daily data, their
study assessed the performance of Multilayer Perceptrons,
Support Vector Machines, and Long Short-Term Memory
models in predicting opening and closing stock prices [23].
Tembhurney et al. [24] tackled this obstacle by comparing the
performance of machine learning algorithms in the context of
Nifty 50 stock market index forecasting. Tembhurney et al.
[24] employed the Python programming language to execute
the Support Vector Machine and Random Forest algorithms for
the purpose of training models with historical stock market
data. The literature review offers a thorough examination of
diverse approaches utilized in the prediction of stock market
trends. It emphasizes the significance of employing machine
learning algorithms to anticipate patterns and optimize
investment choices. However, there are a number of gaps that
can be identified. To begin with, although the review examines
the efficacy of various algorithms and methodologies, it does
not present a cohesive framework or conduct a comparative
analysis of these approaches across diverse datasets or market
conditions. Furthermore, there is a dearth of discourse
regarding the integration of extraneous variables, including
geopolitical events, economic indicators, and news sentiment,
into predictive models. Such an expansion would substantially
bolster the precision and resilience of such models. Moreover,
greater emphasis must be placed on the performance and
implementation of these predictive models in the real world, as
well as their influence on tangible investment strategies and
results. Ultimately, insufficient emphasis is placed on
mitigating the difficulties presented by obsolete and
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dependability and efficacy of stock market predictions. This
study presents an innovative hybrid stock price prediction
model that incorporates various optimization techniques—
including moth flame optimization, artificial bee colony, and
genetic algorithms—and utilizes Nikkei 225 index data.
Through the integration of these optimization methodologies,
the objective of this model is to enhance the precision of stock
market forecasts, thus mitigating the issue presented by
obsolete and wvolatile data. Furthermore, this research
underscores the significance of practical implementation
through the assessment of the MFO-SVR model's performance
using evaluation metrics including MAE, MAPE, MSE, and
RMSE. By adopting this methodology, one can guarantee that
the predictive model not only possesses sound theoretical
foundations but also effectively directs investment decisions in
practice.

I1l.  METHODOLOGY

A. Dataset Description

A thorough dataset analysis takes into account the volume
of transactions in addition to the open, high, low, and closing
(OHLC) prices during a certain period. In order to make this
analysis easier, information from 2013 to 2022 was gathered. A
thorough data-cleaning process was used to guarantee the
accuracy and consistency of the forecasting models. This
multi-phase approach was put into place with the intention of
protecting the integrity of the dataset and reducing the
possibility of problems due to incomplete or erroneous data. A
great deal of work was put into carefully examining the data to
look for unusual trends, high or low numbers, or discrepancies
that might undermine the reliability of the conclusions. The
data was then put through a number of procedures to make sure
it was clean and ready for processing. Methods like
normalization were used to reduce gradient mistakes and
encourage reliable training outcomes. As shown in Fig. 1, the
dataset was then split into two subgroups, with 80% designated
for training and the remaining 20% for testing.

inconsistent data, a critical factor in establishing the
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Fig. 1. Illustration of dataset and separation to train and test.
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For a comprehensive analysis, it is necessary to include the
number of transactions as well as the OHLC prices for a given
time period. A type of financial chart called a candlestick chart
is used to show price changes over time. The Japanese
candlestick chart was created by rice trader Munehisa Hooma
and is known as the Japanese candlestick chart [25]. A
candlestick chart is similar to a combined line and bar chart.
Four important pieces of information for a trading day are
represented by each bar, which are the open, close, low, and
high prices. There are usually three parts to a candlestick: the
actual body, the lower shadow, and the upper shadow. If the
initial price exceeds the closing price, the actual body will be
filled in red. Otherwise, the actual body will just be green filler.

In a given time frame, the high and low-price ranges are
shown with a high and low shadow. However, not every
geranium has a shadow. A visual aid to decision-making in the
stock market is the candlestick chart. When using a candlestick
chart, it will be easier for the trader to communicate the highs
and lows, as well as the open and close. As a result, a trader
can identify the trend of stock market fluctuations in a certain
period by examining candlestick patterns [26]. When the close
exceeds the open, the candlestick is referred to as bullish. If
not, it's referred to as a bearish candlestick. Fig. 2 explains a
candlestick plot.

A common data preparation technique in statistics and
machine learning is min-max normalization, also known as
feature scaling or min-max scaling. Scaling a feature's values
to a predefined range, typically between 0 and 1, is the primary
objective of Min-Max normalization. The formula for Min-
Max normalization is as follows [1]:

(X—Xmin)

Vol. 15, No. 3, 2024

B. Data Analysis and Model Preparation

Apart from the exhaustive preprocessing and analysis of the
datasets that were previously delineated, it is critical to
recognize the possible constraints and prejudices that are
intrinsic to the process of training the models and data.
Notwithstanding the diligence we expend in data cleansing and
normalization, specific elements might introduce biases or
compromise the dependability of our forecasting models. A
possible constraint pertains to the exhaustiveness and precision
of the dataset itself. Notwithstanding stringent data cleansing
protocols, inherent biases or errors may persist and potentially
compromise the efficacy of our models. Furthermore, potential
biases may arise due to the selection of features and the level of
detail in the data, especially if specific variables are
disproportionately represented or absent. Moreover, the
utilization of candlestick charts and pattern recognition in our
predictive processes introduces an element of subjectivity.
Although these methodologies provide valuable insights into
market trends, they are not devoid of constraints. The
assessment of candlestick patterns is inherently subjective and
subject to analyst variation, which may result in the omission
of significant factors that impact market behavior or the
formation of biased conclusions. In order to address these
constraints, we have incorporated rigorous validation methods
and conducted sensitivity analyses to evaluate the models'
robustness and applicability. Furthermore, continuous
monitoring and improvement of our methodologies are crucial
in order to rectify any emerging biases or constraints that may
arise during the course of our analysis. By recognizing these
possible constraints and prejudices, our objective is to offer a
more equitable and clear analysis of our findings, thereby
cultivating trust in the dependability of our predictive models.

Xscaled = (me—Xmin) @
HIGH HIGH
UPPER WICK/
CLOSE SHADOW OPEN
REAL BODY
OPEN CLOSE
LOWER WICK/
SHADOW
LOW LOW

Fig. 2. Brief overview of candlestick chart.
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C. Support Vector Regression

The algorithm's basic idea is as follows: given a training
vector, x; € RP,i = 1,2, ...,n, and a vector y € RP, our goal is
to find w € RP and b € RP such that the prediction gives by
sign wT(x;) +b is correct for most samples. The
optimization problem that must be addressed in order to
estimate ® and b is indicated by the minimal value of the
equation that follows:

argmin (5l 1) + C XL, & + &

yi— (@To(x)+b)<e+§ @
st § (o) +b)—y; <e+§
&6/ >0,i=12..,n

In this context, C represents the penalty parameter, &; and
& denote the slack variables, and ¢ stands for the insensitive
loss function. The inclusion of € enhances the resilience of the
estimation. To address the issues above, the duality theory is
commonly employed to convert it into a convex quadratic
programming problem. Through the application of Lagrange
transformation to Eq. (2), we can derive:

1
(w' b' E' E*'ﬁ'ﬁ*uuuu*) = (E " w ”2)

A

\\ \\\
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HCY G+ = ) Bile+ 6 =i+ (@7 p(x) +b)]
i=1 i=1

n

= Bile+ & +yi— @ o) +b)]

i=1

— izt WiSi — Xiz1 Mi&i » ST.Bi = 0,87 20, 20,47 =
0 3

Bi, B, ui, ui are Lagrange coefficients. Using a partial
derivative of Lagrange function concerning variables w, b, &, £*
are equal to 0. Using a partial derivative of the Lagrange
function with respect to the variables w, b, &, £* are equal to 0.
Upon importing the Lagrangian operator and the optimization
restriction expression, the decision function of Eq. (3) becomes
the following form:

f) =Xz, Bi = BDK(x,x) +b (4)

In Eq. (4), B;, B =0, and K(x;,x) is a kernel function.
The overall structure of the SVR methods is demonstrated in
Fig. 3.

Support Vector

@)

\ 4

Fig. 3. Illustration of SVR.

D. Genetic Algorithm

Natural selection is simulated by the GA method, which is
used to solve optimization and search problems.
Fundamentally, it involves using genetic operators, such as
crossover, consistently (recombination), mutation, and
selection, to a population of candidate solutions, or persons, to
generate new individuals. Next, the role of fitness, which
evaluates the solution's quality, is applied to evaluate the new
individuals. This procedure is carried out across a number of
generations until a workable answer is discovered [27]. GA is

made up of three essential components [28]: An individual's
chromosome is a sequence of characters or numbers. Which
encoding is used depends on the specific problem being
addressed. Assessing each person's contribution to the
solution's quality is done using the fitness function.
Considering the present problem, the fitness component was
developed. From already-existing individuals, it can be made
new ones by using evolutionary operators. Operators that are
used most frequently include crossover, mutation, and
selection. Selection is the process of identifying which persons

121 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

are most fertile. Crossover is the process of combining the
chromosomes of two people to combine a third person. The
purpose of the mutation is to cause small, haphazard changes to
a person's chromosomes. It's critical to keep in mind that
heuristic optimization is what GA does; while it can provide a
decent answer at a reasonable processing cost, it cannot be
trusted to find the optimal solution overall. For large-scale
issues, however, it might be computationally demanding and
time-consuming, particularly if the dataset is huge and the
training procedure is drawn out [29]. The optimal values for
the hyperparameters of the SVR, as determined by GA, are
presented in Table I.

E. Artificial Bee Colony

Because the ABC algorithm can find excellent solutions
with very little processing overhead, it has been chosen as the
best tool. Previous studies [30][31] have optimized multi-
dimensional numerical problems using the ABC technique.
After being published by Basturk and Karaboga [32], Karaboga
et al. [30][31] developed a unique population-based meta-
heuristic approach known as the ABC algorithm. The ABC
algorithm was inspired by the ingenious foraging strategies
employed by swarms of honeybees. Bees that forage come in
three varieties: employed bees, onlooker bees, and scout bees.
Every bee that is actively searching for food is classified as
employed. The ABC algorithm's specifics are as follows. The
first solutions are created at random and utilized by the bee
agents as their food supply locations. Following initiation, the
bee agents go through three main cycles of iterative changes:
choosing viable solutions, upgrading the workable solutions
and steering clear of less-than-ideal solutions. Every hired bee
chooses a new potential food supply status should be updated
the workable solutions. Their decision is influenced by the area
around the food source they had previously chosen. Eq. (5) is
used to determine where the new food supply is located.

vy = xi5 + by (i — ;) )

where, v;; is a fresh, workable answer that has been altered
from its initial solution value (xl-]-) according to a comparison
with a place chosen at random from its nearby solution
(xxj), ¢i; is a random number between [—1,1] that is used to
randomly in the following iteration, modify the previous
answer to become a new one, and k € {1,2,3,..., SN} and k #
i,j €{1,2,3,..,D} are arbitrary index selections. What
distinguishes between x;; and xy; is a shift in location within a
certain dimension. Suppose a new candidate's food source
position has a higher fitness value than the previous one. The
old food source position will be replaced in the employed bee's
memory. The working bees will go back to their colony and
share the fitness with the other bees benefits of their new food
sources. The fitness value that the working bees provide
determines which of the suggested food sources each observer

bee chooses in the following stage. Eq. (6) provides the
likelihood that a suggested food source will be chosen.

P = o 6)

— SN 4
Zi=1 f"ti

where, the food source's fitness value is represented by fit ;
There are i possible food sources, and their sum is SN. Table |
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contains the optimal values for the hyperparameters of the SVR
that have been determined by ABC.

F. Moth Flame Optimization

Mirjalili [18] proposed the MFO Algorithm. It builds an
efficient swarm-based optimization technique by taking into
account the intricate flying patterns of phototactic moths and
modeling their movement around a flame analytically. Like
other nocturnal animals, moths navigate by using celestial
bodies. They commonly use transverse orientation navigation,
which uses the moon as a navigational aid. To continue
producing fruit, a moth travels at a constant angle to the moon.
The moth's minuscule movement about its distance from the
moon is what makes this navigational method effective.

On the other hand, man-made light sources frequently veer
off into a lethal spiral around a light source. Rather than the
moth and moon's separation, this occurs due to the light
source's close closeness. In this instance, the moth enters the
light source spirally rather than in a straight path, as would be
required by keeping the transverse orientation. Fig. 4 and a
thorough explanation of this phenomenon found in [18].

A haphazard population of moths is first formed in the
search space. They are updated in a spiral pattern concerning
the flame, keeping in mind that the moth's movement shouldn't
go beyond the search space. Fig. 5 suggests that the moths are
circling the flame in a hyperelliptical pattern, traveling in all
directions. Because the moths migrate towards the flame, the
algorithm gets confined to limited optimal states, and each
moth's location is updated concerning its matching flame. This
reduces the possibility of local optima stagnation because each
month will circle different flames. Furthermore, the flame
position is modified every iteration concerning the best answer,
improving the algorithm's opportunity for investigation.

Moth movement limits the ability to use new flame
positions in search space while also increasing the degree of
exploration. The primary objective of any optimization
algorithm is to create equilibrium between the periods of
exploration and exploitation. An approach that is adaptable to
determine the number of flames is proposed to increase the
algorithm's exploitation. During the iteration, the number of
flames steadily drops. In the most recent round of retries, it
ensures that moth modifies their location to match the most
advantageous updated flare. The best positions that the moths
have so far managed to achieve are also displayed in a flame
matrix, and an array indicates the matching fitness of these
places. Moths look for the optimum outcome by updating their
locations and searching around their associated flame; as a
consequence, they never lose their optimal position. All moths'
positions are updated concerning the respective flames, as
indicated by Eq. (7).

M; = S(M;, Fy) ()

where, M; and F; stand for the i*" moth and the j** flame,
respectively, and S is the spiral function. Eq. (8) defines an
exponential spiral, which serves as the primary updating
mechanism.

S(M;, F;) =D, - e** - cos(2mt) + F;  (8)
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Fig. 4. Visualizing the moth flame optimization.
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Fig. 5. MFO flowchart.
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Eg. (9) computes the distance D;, which is the separation
between the i" moth and the j-th flame. The constant value b
is used to define the form of the logarithmic spiral. Over the
duration of the iterations, the parameter t is a random number
in the interval [r, 1], where r is a factor of convergence and
falls linearly from -1 to -2.

D; = |M; — Fj 9)

Every moth updates its position with one flame to prevent
becoming trapped in local optima. Every time, the flames list is
refreshed and arranged according to their fitness values. The
first moth modifies its location based on the optimal flame,

Vol. 15, No. 3, 2024

whereas the final moth modifies its position based on the least
optimal flame. Additionally, an adaptive mechanism reduces
the number of flames between iterations to improve the
exploitation of the most promising solutions. Eq. (10)
illustrates this technique in action.

flame

No = Tound(N — iter - (N — 1)/ Maxlter )

(10)

The maximum number of moths is denoted by N, while the
current and maximum number of iterations are represented by
iter and Maxlter, respectively. The optimal values that have
been found for the SVR's hyperparameters by MFO are
presented in Table I.

TABLE 1. SETTING OF THE SVR HYPERPARAMETERS
SVR GA ABC MFO
kernal [Linear, RBF, Poly, and Sigmoid] linear linear linear
gamma [1,0.5,0.1,0.01, 0.001] 05 0.1 0.5
C [0.1,1, 10, 20, 50, 100] 10 20 10
epsilon [0.01, 0.05, 0.1, 0.5] 0.05 0.05 0.1

IV. RESULT AND DISCUSSION

A. Evaluation Metrics

Regression models' accuracy and efficacy when forecasting
the values of the output by using the input data are assessed
using evaluation criteria. The discrepancy between the
expected and actual numbers is measured by the Mean Squared
Error (MSE). It is computed by first computing the square of
the discrepancy between what was anticipated and what was
observed and then averaging all of these squared variations.
The model's correctness is determined by this value; the lower
the MSE, the more accurate the model.

MSE =30, (Z) (Fi — Yi)b? (11)

The disparity between the expected and actual values is
also measured by the MAE. To compute it, take the total
amount that differs between the actual and anticipated
numbers, then average the whole difference. The lower the
MAE, the better the model; this number is also used to evaluate
the model's correctness.

MAE = E=e (12)

MAPE is a percentage-based metric used to assess a
model's accuracy. The calculation involves splitting the whole

amount of the discrepancy between the actual and anticipated

values by the real amount and then averaging all of these

percentages. The lower the MAPE, the better the model; this

number is used to evaluate the model's accuracy.

= (Lyn [|vi¥i

MAPE = (231, | — ) x 100 (13)

Root means square error (RMSE) is another indicator that

provides significant support in evaluating the precision of
forecasting models.

, (52
RMSE = 2L=1(3;1 Vi)

B. Statistical Values

A long analysis of the dataset is provided by the study
report, which is displayed in Table Il. The table offers a
comprehensive statistical representation of the OHLC volume
and price data. This enables a more thorough comprehension of
the information. The variance, kurtosis, skewness, mean,
standard deviation (Std.), minimum (Min), and maximum
(Max) values are among the several statistical measures
displayed in the table. These measures offer an accurate and
comprehensive data analysis. Central tendency, variability, and
dispersion of the data are only a few of the many aspects of the
data about which each of these measures provides insightful
information.

(14)

TABLE II. STATISTICAL RESULTS OF THE PRESENTED MODELS FOR OHCLV
Count Mean Std. Min Median Max Skew Kurtosis
Open 2442 20813.83 4765.013 10405.67 20538.9 30606.15 0.171314 -0.80564
High 2442 20926.76 4777.106 10602.12 20632.72 30795.78 0.177934 -0.80271
Low 2442 20690.79 4748.074 10398.61 20451.26 30504.81 0.16562 -0.81171
Volume 2442 3730.003 1985.287 0 3180 19840 1.912733 6.522738
Close 2442 20812.22 4763.784 10486.99 20559.85 30670.1 0.170538 -0.80791
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C. Analyze and Discussion

The major objective of this work is to identify and assess
the optimal hybrid algorithm for stock price forecasting. To do
this, researchers have created prediction models and evaluated
a wide range of intricate variables that affect stock market

Vol. 15, No. 3, 2024

patterns. The major objective is to give analysts and investors
pertinent information so they can make well-informed
investment decisions. Together with a comprehensive analysis
of each model's effectiveness, Table 11, Fig. 6, and Fig. 7 offer
a detailed assessment of each model's performance.

MAE MSE
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Fig. 6. Result of the evaluation metrics for the presented models during training.
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Fig. 7. Result of the evaluation metrics for the presented models during the test.
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TABLE Ill.  THE RESULTS OF EVALUATION CRITERIA FOR THE OPTIMIZED MODEL
MODEL/Metrics TRAIN TEST

RMSE MAPE MAE MSE RMSE MAPE MAE MSE
ARIMA 255.34 1.01 184.44 65199.22 348.19 1.09 307.16 121236.11
MLP 226.20 0.91 168.52 51164.83 314.20 1.02 287.83 98721.97
SVR 185.35 0.75 136.94 34352.80 291.21 0.88 247.12 84803.10
GA-SVR 142.10 0.56 103.95 20193.55 275.18 0.79 220.27 75724.66
ABC-SVR 124.29 0.47 85.23 15448.45 259.20 0.75 211.43 67182.42
MFO-SVR 97.55 0.38 68.98 9516.14 230.60 0.70 197.53 53175.49

A thorough study of the data analysis was conducted using
four well-known metrics: RMSE, MAE, MAPE, and MSE.
These indicators are well renowned for providing a precise
evaluation of the overall accuracy, reliability, and efficacy of
the analysis. The performance of the SVR model, both with
and without an optimizer, was assessed using the RMSE,
MAPE, MSE, and MAE criteria. This assessment enhanced the
capacity to understand the model's performance and make
decisions in light of the findings. This provided a
comprehensive understanding of the model's performance,
enabling well-informed decision-making. During training and
testing, SVR's RMSE values were 185.35 and 291.21,
respectively, while the MAE values were 136.94 and 247.12,
respectively. The values of MAPE were 0.75 and 0.88. MSE
values for SVR during train and test were 34352.80 and
84803.10, respectively. The GA-SVR model performs well
when optimizers are included. Additionally, compared to the
training values, the testing RMSE, MAPE, MAE, and MSE
values for GA-SVR were reduced at 275.18, 0.79, 220.27, and
75724.66, respectively. From a production standpoint, the
ABC-SVR model outperformed the GA-SVR model.
Additionally, to prove the ability of the MFO-SVR model two
other benchmark models were utilized; these models are
Autoregressive integrated moving average (ARIMA) and
Multilayer perception (MLP). The obtained results of the
ARIMA during the testing phase for RMSE, MAPE, MAE, and
MSE were 348.19, 1.09, 307.16, and 121236.11. Likewise,
these results for the MLP models were 314.20, 1.02, 287.83,
and 98721.97, respectively. Having compared these models
with MFO-SVR it can be concluded that the proposed model is
more effective than these models.

In the training and testing data sets, the MFO-SVR model
has demonstrated remarkable accuracy as a result. The MFO-
SVR model is a superb resource for very accurate stock price
prediction. How accurately our model predicts the paths of the
Nikkei 225 index stocks is shown in Fig. 8 and Fig. 9. The
SVR approach makes the MFO-SVR model different from
other models in stock price forecasting because it can reduce
price fluctuations, simplify trend prediction, and boost model
precision. Among its distinctive features is the MFO-SVR
model's ability to learn from previous data sets. In order for a
model to accurately anticipate stock values and adjust to
changing market trends, it must be trained on past data sets.

The potential real-world applications of the identified
MFO-SVR hybrid algorithm for stock price forecasting are
substantial throughout the financial industry. The precise

forecasts it generates have the potential to form the basis of
investment decision support systems, assisting analysts and
investors in making well-informed decisions. Furthermore, the
incorporation of this technology into algorithmic trading
systems empowers the implementation of automated trading
tactics that take advantage of anticipated fluctuations in stock
prices. Furthermore, the capacity of the model to mitigate price
volatility and offer valuable perspectives on market sentiment
contributes to the improvement of risk management tactics and
portfolio optimization endeavors. Furthermore, its predictions
can be utilized by individuals for the purpose of financial
planning, and by quantitative analysts to construct and validate
trading strategies in the past. In general, the MFO-SVR model
demonstrates its versatility as a tool that can be applied in a
variety of contexts, providing stakeholders with informative
insights into the dynamics of the stock market and enabling
them to optimize their financial activities and accomplish their
investment objectives.

Although the MFO-SVR hybrid algorithm exhibits
potential applications in stock price forecasting, it is imperative
to recognize specific constraints and avenues that warrant
further investigation. A potential drawback of the model is its
dependence on historical data, which might not
comprehensively capture abrupt market fluctuations or
unanticipated occurrences. As a result, forecasts made during
periods of market volatility could be rendered less precise.
Furthermore, the intricacy of market dynamics could
potentially impede the model's capacity to extrapolate findings
to diverse asset classes and market conditions. Further research
may be dedicated to improving the model's resilience through
the integration of real-time data streams and external factors,
including news sentiment analysis and macroeconomic
indicators, in order to enhance the accuracy of predictions.
Additionally, further research endeavors may investigate
alternative  hybrid algorithms or machine learning
methodologies in order to augment the performance of
forecasting and tackle the concern of model interpretability.
This would guarantee that stakeholders are able to comprehend
and place confidence in the insights delivered. In addition,
conducting an examination of the potential ramifications of
transaction costs and liquidity limitations on the efficacy of the
model in practical trading situations may vyield significant
knowledge for its application. In general, the ongoing progress
and enhancement of stock price forecasting algorithms will be
aided by the resolution of these constraints and the exploration
of additional research directions. This will ultimately be to the
advantage of investors and financial practitioners.
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V. CONCLUSION

The financial market is a realm that captivates investors,
market analysts, and academics, providing an abundance of
opportunities for investigation. By employing stock prediction
methodologies, both individual and institutional investors can
potentially attain a competitive advantage in identifying market
trends and assessing assets. By leveraging historical data and
sophisticated algorithms, investors are empowered to render
well-informed decisions pertaining to stock transactions,
encompassing purchases, sales, and holdings. The present
study utilized support vector regression networks, which were
optimized using the MFO approach, in order to predict the
values of stocks. The objective of the MFO-SVR model
presented in this study is to forecast trends in the stock market.
Through the application of Nikkei 225 index data
encompassing the period from January 1, 2013, to January 1,
2023, this research has established a foundation for subsequent
inquiries. The dataset, which is composed of 20% test data and
80% training data, provides a solid foundation for subsequent
analysis. Anticipating the future, numerous pathways exist for
further investigation. To commence, the generalizability of
predictive models could be improved by broadening the scope
of analysis to include supplementary datasets sourced from
various financial markets. Furthermore, an examination of
alternative optimization methodologies or the integration of
ensemble techniques may enhance the precision and resilience
of forecasts. In addition, ongoing research into real-time
prediction models may provide valuable insights for timely
decision-making, given the dynamic nature of financial
markets. Through the seamless integration of these prospective
research concepts into our current conclusions, we establish a
foundation for ongoing progress and improvement in the
domain of financial market forecasting. Conducting research
and exploration in an iterative manner is critical for remaining
informed about the ever-changing dynamics of the market and
guaranteeing that predictive models remain practical and
applicable.
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Abstract—Based on the high dynamic of Sentiment Analysis
(SA) topic among the latest publication landscape, the current
review attempts to fill a research gap. Consequently, the paper
elaborates on the most recent body of literature to extract and
analyze the papers that elaborate on the clustering algorithms
applied on social media datasets for performing SA. The current
rapid review attempts to answer the research questions by
analyzing a pool of 46 articles published in between Dec 2020 — Dec
2023. The manuscripts were thoroughly selected from Scopus
(Sco) and WebOf-Science (WoS) databases and, after filtering the
initial pool of 164 articles, the final results (46) were extracted and
read in full.

Keywords—Clustering algorithms; K-means; HAC; DBSCAN;
sentiment analysis; natural language processing techniques; social
media datasets; Twitter/X

. INTRODUCTION

The demand for seamless and simple contact between
humans and machines has long been desired, since Turing test
[1], and in the last years has grown significantly in a society that
is getting more and more digitalized.

Social networks offer internet communities where users may
simulate human social interactions. One of the most well-known
[2] micro blogging sites is Twitter [3], [4], rebranded in X since
July 2023. With 500 million daily tweets, 152 million active
users per day, and 330 million active users per month [5],
enables users to submit real-time, succinct messages (maximum
280 characters) on diverse social and personal topics. Every
three days, more than one billion new Tweets are published on
Twitter/X [6]. Researchers have extensively examined
Twitter/X data to answer a variety of research problems,
including detection of sentiments [7]. Twitter/X data analysis for
sentiment/emotion/mood/opinion extraction is considered a
difficult challenge in human computing. However, because
tweets are limited to 280 characters, individuals tend to use
casual language, which makes it difficult to understand the true
mood behind tweets [8]. Also, due to the high number of total
registered users (650 million) and instant notifications [9], [10]
over a broad range of mobile equipment’s, Twitter provide
useful datasets for research to help better understand public
behaviors, opinions, and sentiments [11]. This review is built on
Social Media (SM) datasets where Twitter/X was found to be
the most prominent for many reasons, such as: high data volume,
public data availability, hashtags (relevant for clustering
analysis), text-based posts, real-time analysis and abundant

recent publications which are conducive to performing a
comprehensive investigation.

Natural Language Processing (NLP), translates human
language into machine language to facilitate interactions
between humans and machines, was born out of this need. SA, a
component of NLP, is employed in SM and other online
environments to analyze and understand the emotions, opinions,
and attitudes expressed in text. This endeavor can be done
through a variety of methods, including Machine learning (ML)
[12], [13], [14], NLP [15] [16], and text analytics [17], [18]. To
evaluate whether a text's overall sentiment is positive, negative,
or neutral is the ultimate goal of SA. The outcome is often a
score or a label that describes the text's sentiment. Applications
for this kind of analysis include SM monitoring, marketing, and
customer service.

Overall, SA employs both ML and NLP methods. The
models are used to estimate the sentiment of observed text after
being trained on labeled data that comprises text and the
appropriate sentiment (positive, negative, or neutral). While
labeled data is often used in SA, there are several techniques that
can be used to estimate the sentiment of text without prior
labeled data, depending on the specific use case and available
resources. It can be mentioned here Unsupervised SA [2], [19],
Lexicon-based SA [9], [19], Transfer learning [20] and Active
learning [21]. The goals of SA are accomplished through a
number of phases. These actions may consist of data collection,
data preprocessing, feature extraction, model training, model
evaluation, model deployment. In this process, the most
representative task is the choice of the algorithm which mainly
depends on the goal and the resources of the project.

Algorithms are sets of instructions or rules that are followed
in a specific order to accomplish a specific task or solve a
specific problem. They are crucial in SA as they are used to
automatically process [22], [23], [24] and analyze text data to
determine the sentiment or emotional tone. Without algorithms,
SA would be a manual and time-consuming process. Algorithms
in SA can be used to classify text into positive, negative, or
neutral sentiment categories, to generate a sentiment score or to
create clusters based on similar patterns.

Due to the dynamics in this topic (SA), the current
manuscript’s aim is to analyze the literature in the period Dec
2020 — Dec 2023 for extracting the approach of the articles that
deal with SA clustering algorithms applied on Twitter/X
datasets. The investigation highlights the domains where the
clustering algorithms are being employed, the most relevant
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methods as well as the newly developed algorithms. The
accuracy comparison will be displayed where this information
is available. The contribution of such an investigation is relevant
as it provides the best practice for anyone interested in matching
the algorithm with the applicative sector/s by emphasizing the
new discoveries. Although SA topic has abundant literature and
many reviews exist, most of them refer to classification
algorithms while those dealing with clustering have different
approaches than the current paper. The current review is
structured as follows: Section | presents the general background
for the topic, Section Il illustrates the selection process of
manuscripts as well as the inclusion and exclusion criterions,
Section Il presents the results, by describing the SA algorithms
with an emphasize on the clustering situation and Section 1V
presents the Discussion on results while Section V details the
conclusions and future research paths.

Il.  MATERIALS AND METHODS

A. Research Questions

The current study attempts to identify the most popular (1)
clustering algorithms, the domains (2), and their performances
(3) by quickly reviewing the relevant literature. After review-ing
the literature analysis and using the key phrases to search the
WoS and Sco databases, the intermediate findings show that
there is a large amount of research on SA (mainly Twitter/X)
dataset and the number of papers produced each year is growing
exponentially. Despite that there are many reviews, only a small
number of them address clustering algorithms as the majority
focus on classification algorithms within Twitter/X datasets. In
addition, no review was identified starting with 2020 that has a
similar scope to the one in this research. As a result, the article
aims to provide answers to the following research questions:

RQ1 — Which are the most employed clustering algorithms
within the researches that perform SA using Twitter/X datasets,
since 2020 to date, and what are their benefits and
performances?;

RQ2 — What are the sectors of activity where the clustering
algorithms were used within the selected literature?

In order to answer the research questions, WoS and Sco
databases of article were used as the primary data source since
they have the most pertinent papers that have been published in
reputable journals which follow the peer review process.

B. Research Methodology

The decision to perform a rapid review was founded on the
advantages it brings, namely because it offers accurate
information while promoting the exploration of original
perspectives [25, 26]. In order to build the current review, it was
employed the truncation strategy for all the three phrases to
include all of the expression's variants in the search [25]. As it
can be seen in Fig. 1, the essential search combination was
("sentiment analys*" AND cluster* AND (“social media” OR
“social network*”)) applied on Titles, Abstracts and Author’s
Keywords while the publication years were set between 2020
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and 2023. Upon completion the first phase 164 results (from
WoS (61) and Sco(103)) were obtained, and two exclusion
phases were further employed: Firstly, there were removed all
document types except Articles and Reviews as most conference
articles are the short and incomplete version of the Articles (1);
the results which were not yet published (2) and manuscripts
elaborated in other languages that English (3) have been
eliminated as well. Further, the obtained references were merged
into the same file and duplicates from the two databases were
removed; Secondly, within the 77 intermediary results, 31
manuscripts were removed as the author/s did not employ
clustering analysis but just listed a form of the keyword
“cluster”. The remaining 46 manuscripts (44 articles and 2
reviews) were read in full and extracted the most relevant
information required for answering the RQs. The findings are
presented in the Results Section.

EndNote Online appropriately manages the references,
removes duplicate sources, saves, organizes, and cites the list of
references for a study. VOSViewer program was employed in
this study as it is recognized to give cutting-edge methods for
network layout and network clustering [27], to better extract the
key domains and key associated relevant terms [28] from the list
of selected articles (N=46). From Fig. 2 can be depicted the two
clusters, one related to SA, SM and dataset (Twitter/X) and the
second which is technological-related and contains the Al
technologies and other clustering related concepts.

While cluster 1 - red contain SA keyword with the highest
frequency of appearance (based on the association strengths),
cluster 2 - green illustrate the most frequently used clustering
algorithms found within the results (N=46), namely K-means,
Hierarchical (mostly HAC) and DBSCAN.

The network map (see Fig. 2) is created based on the
association strengths and highlights the clustering technologies
used in the SA on Twitter/X dataset and contributes to
answering the RQ1. The dominant keyword for all articles
included in the study, as shown in Fig. 3, is SA, while closely
related terms like Twitter/X, datasets, and SM come in second
and third, respectively, with respect to their intensity. It can also
be noticed that Covid-19 topic is a very common term within the
selected papers, and this is expected as the analysis include
manuscripts published within Dec 2020 — Dec 2023.

The clusters and density visualization are accessible in Fig.
3 where it can easily be observed the two formed clusters,
highlighted with red and green background colors. The green
cluster illustrates the highest weight (importance) on the
association between the links for the keywords ML, NLP,
clustering algorithms, topic modelling which validates the
references included in the selection. The visual representation of
clusters in Fig. 3 may be considered a confirmation for the
proper selection of the articles, which is in line with the declared
keywords: SA, Twitter/X dataset and clustering algorithms.
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Fig. 3. Density visualization by clusters.

IIl.  RESULTS

Algorithms are used in SA either to process or analyze text
data to determine the sentiment or emotional tone of a text
(classification) or to group related entries in similar feature
groups (clustering). In this sense, the above actions can include
techniques such as NLP, ML, and Deep Learning (DL). SA
algorithms can be employed for a variety of applications, such
as SM monitoring, customer feedback analysis, and opinion
mining analysis. This review’s main aim is to discover the
answer to the RQs. In this endeavor, the results extracted from
the analyzed manuscripts and presented below.

A. The Most Employed Clustering Algorithms, Their Benefits
and Performances (RQ1)

Algorithm wise, there are different options that can be used
for performing the SA, such as:

¢ Rule-based methods [23], [29]. This method uses a set of
predefined rules or dictionaries to classify the sentiment
of text. It can be simple but less accurate.

e Lexicon-based methods [19]. This approach uses a
lexicon (a collection of words and their associated
sentiments) to classify the sentiment of text. It can be
simple but less accurate as well.

e ML-based methods [30], [31], [19]. In this case, it trains
a model using labeled data, where the labeled data
contains text and the corresponding sentiment (positive,
negative, neutral) and then the model is used to predict
the sentiment of un-seen text. It can be more accurate
than the above two methods.

e DL-based methods [32], [33], [34]. It's a type of ML-
based methods, but it uses deep neural network
architectures such as Long Short-Term Memory (LSTM)
[35], [36], Convolutional Neural Network (CNN) [22]
and Bidirectional Encoder Representations from
Transformers (BERT) [37], [24], etc. It can achieve
better results than traditional ML-based methods.

Algorithms are an essential component of any SA endeavors.
The SA algorithms are used to classify the polarity of a text as
positive, negative, or neutral, based on the sentiment expressed
in the text. Among their various contributions to SA, the
specialized literature mentions:

e Text classification [38], [31], [22]: SA algorithms are
often used to classify text into different sentiment
categories, such as positive, negative, or neutral. This is
typically done using supervised learning algorithms, like
Naive Bayes [2], [39], Support Vector Machine (SVM)
[40], [41], Logistic Regression [41], [42] or DL
algorithms like BERT, LSTM and CNN.

e Opinion mining [31], [33], [22]: SA algorithms can also
be employed for extracting and understanding opinions
and sentiments from text. This is typically done using
NLP techniques, such as sentiment lexicons, sentiment
ontologies, and sentiment-bearing terms.

e Emotion detection [43], [19]: SA algorithms identify
emotions in text, such as happiness, sadness, anger, and
surprise. Similarly with Opinion mining this endeavor is
pursued by NLP techniques as well.
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e Sentiment summarization [44], [35], [45]: SA algorithms
summarize the overall sentiment of a text, such as a
product review, a tweet, or a news article. Consequently,
this action is performed by analyzing the sentiment of
individual sentences, paragraphs, or even the whole
documents.

e Opinion Spam detection [19, 38]: SA algorithms may be
employed to detect fake or biased reviews or opinion
from text. This can be achieved by comparing the
sentiment of different text and detect any suspicious
patterns.

e Aspect-based SA: SA algorithms are also used to extract
and understand opinions and feelings about specific
aspects of a text, such as a product, a service, or a person.
This action is also pursued with the help of NLP
techniques (sentiment lexicons and/or ontologies).

e Clustering text [46]: These algorithms are a type of
unsupervised learning algorithms that are used in SA to
group similar text samples together based on their
sentiment. Clustering algorithms can be useful for tasks
such as discovering latent themes/topics [15] within a
dataset of text or grouping similar text samples together
for further analysis. In line with the above concepts, [9]
use Latent Dirichlet Allocation (LDA) and K-means to
extract themes among the topics dis-cussed on Twitter/X
posts in relation to natural disaster. The authors identify
different themes with several emotions associated with
it, to cluster people’s reactions by time and location,
during natural disasters. Positive and negative sentiments
have both been subjected to text clustering by [17] in
order to identify the main concerns that individuals have
with regards to Al Ethical challenges. Other researchers
[31] employ text clustering in a novel approach to extract
agrarians' recommendations to boosting crop yields by
informing farmers via SA on the most recent agricultural
inputs. Overall, the specific algorithm used in SA
depends on the problem, the resources available and the
desired accuracy.

The main objective of clustering algorithms in SA is to group
together [46], [17], [34] reviews or texts that express similar
opinions, attitudes, or emotions. This can be useful in identifying
common themes or topics in a set of reviews, understanding how
different sentiments are distributed across a dataset, and
identifying outliers or abnormal observations.

Clustering algorithms used in SA typically work by
analyzing a set of features extracted from the text, such as word
frequency [13], sentiment scores [40], [22] or other metrics [47].
These features are then used to calculate the similarity between
different reviews, which is used to group similar reviews
together into clusters.

Some examples of clustering algorithms employed in SA
research endeavors include K-means, Hierarchical Clustering,
Density-Based Spatial Clustering of Applications with Noise
(DBSCAN), Expectation-Maximization (EM), Gaussian
Mixture Model (GMM), Affinity Propagation (AP), Spectral
Clustering and Self-Organizing Map (SOM). Some authors use
these algorithms in different combinations [38], [48] to achieve
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the best results, depending on the nature of the data and the
specific requirements of the task.

1) Topic modeling techniques in NLP: Topic modeling
techniques are often used in conjunction with other elements,
such as text preprocessing algorithms, feature extraction
algorithms, and classification algorithms, to create a complete
NLP system. The best choice of topic modelling option will
depend on the specifics of the task, the size and quality of the
dataset, and the computational resources available. Within the
selected papers (N=46), the results illustrate that LDA has the
highest (69%) utilization within the analyzed manuscripts,
followed by LSA(20%) and NMF(11%).

Although the literature points out several topic modeling
techniques in NLP, the majority of authors (69%) in the current
pool of articles [54], [9] [55], [30] and many others have used
LDA for topic modeling [29], [47]. In the light of the above,
LDA is a generative probabilistic model of a corpus [54] used as
a topic modeling algorithm that can discover the underlying
themes in a collection of documents. LDA can automatically
identify latent topics [15] in a set of reviews and offer a method
to comprehend how various sentiments are distributed across a
dataset.

2) SA clustering algorithms: Clustering algorithms used in
SA are a set of unsupervised ML techniques that group similar
texts (comments, reviews, posts) based on their predominant
sentiment. Without the use of predetermined labels or
categories, these algorithms are designed to identify patterns in
the data and group related objects together. Although their
majority is unsupervised, indicating they do not rely on labeled
data, some can be semi-supervised, meaning they use a small
amount of labeled data to guide the clustering process.

The selected body of literature is analyzed in line with the
selection methodology presented in Fig. 1 and most used
clustering algorithms, according with the network map in Fig. 3
used are K-means, Hierarchical (mostly HAC) and DBSCAN.

a) K-means: K-means is a popular unsupervised learning
algorithm that is frequently used in SA for grouping purposes.
The algorithm works by partitioning a dataset of texts into k
clusters, where k is a user-specified parameter. Each cluster
represents a group of texts that are similar to one another in
terms of the features used to represent them. K-means'
fundamental principle is to form spherical clusters, where each
cluster is determined by the mean of points within the cluster.
It starts with a random initialization of k centroids, one for each
cluster. Each text is then assigned to the cluster with the closest
centroid. The centroid of each cluster is then again calculated
as the mean of all the points inside the cluster. This procedure
is repeated until convergence, or a stopping condition is met. In
SA, K-means algorithm takes a set of reviews as input, and for
each review, a set of features are extracted such as word
frequency, sentiment scores, or other metrics aiming at
grouping similar reviews together into clusters. Ease of use and
scalability are two of the main advantages of using K-means in
SA. This fast algorithm can handle large datasets, and it is
relatively easy to interpret the obtained results. It does,
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however, have significant limitations, notably when working
with datasets with different densities or non-spherical clusters.
Additionally, it calls for previous knowledge of the number of
clusters, which may not be known.

The Pension and Funds Administration’s (AFP) goal is to
shield the elderly population from the threat of poverty while
enabling residents to save up money for their retirement. This
study uses ML models to categorize and examine the sentiments
of Twitter/X users (affiliates) utilizing the hashtag #afp. With
the aid of the K-Means algorithm and the unsupervised learning
technique, [13] were able to count the number of clusters using
the elbow approach. Last but not least, despite the fact that data
normalization was performed, the SA and the clusters created
show that there is a very noticeable dispersion. This is one of the
few research projects that display the employed precision index
(IP) formula. In this research, the IP was used to gauge the
effectiveness of clustering, where IP=% ¢ k=1 n(ck)/n and ck
stands for the number of data points necessary to achieve the
proper clustering for cluster k and n is the overall number of data
points. The performance of clustering improves with increasing
accuracy index.

In order to decide which papers should be associated with
which T topics, this work [54] examines two distinct clustering
approaches. These techniques combine a genetic algorithm with
a local convergence process and the K-Means clustering
algorithm. The approach for assessing customer service
interactions given in this article may be used to understand user
satisfaction with this service and the major issues that consumers
are concerned about. As K-means has the highest coverage
among the algorithms extract from the literature, the following
paragraphs will highlight the particularities of this algorithm for
several sectors of activity.

Health & Medicine (Covid-19), customer preferences and
society issue related research in-volving K-means clustering
solutions

By crawling Twitter/X tweets, the authors [12] conduct a
study employing cluster analysis on Covid-19 Outbreak
Sentiments with K-means. The tweets are clustered into k
groups using the K-means algorithm. By using t-Distributed
Stochastic Neighbor Embedding (t-SNE) approach, the findings
of each cluster are presented. Lexi-con-based SA has been
employed to determine the sentiments of these clusters, and
word clouds are used to examine the clusters' dominating
subjects. The findings revealed nine clusters with diverse
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subjects, with the maximum positivity score of 83.25% and the
lowest negative score of 16.75%. Word clouds are used to
examine dominant subjects, and the outcomes of clustering are
assessed using the 0.0070 Silhouette coefficient.

In their research [30], the authors emphasized the impact of
COVID-19 and lockdowns on the agriculture sector and its
related domains. The study performs SA and use K-means
algorithms for clusters discovery in data. Among the findings,
the most obvious one is that COVID-19 highly impacted the
socioeconomic life of the people that work in agriculture as well
as the agricultural sector itself.

The research in [4] contributes to the literature with the idea
of amalgamation of extensive feature engineering and negation
modelling with the unsupervised K-mean clustering approach
for classification of large unlabeled Twitter/X corpus based on
the tag #Lockdown. The novel framework of authors performs
real-time labelling of Twitter/X datasets into three classes
Positive, Negative, or Neutral for the textual based Twitter/X
SA. The model was evaluated by inertia and silhouette score —
two known evaluation metrics used to measure cluster quality —
which show that the developed automatic labeling technique,
applied in this context, achieves significant benefits.

In the manuscript [50], divide anomalous data into clusters
using K-means to decide the anomaly type. The authors
developed a framework for anomaly detection on two case
studies (Corona Virus Tweet Dataset and Russia Ukraine Tweet
Dataset) from Twitter/X, pre-processing of data, topic
modelling, collection of the most frequently used words by
applying topic modelling with LDA and Non-negative matrix
factorization (NMF) [53].

Another study that performs a cluster analysis using K-
means is done by [56] and analyses the polarity of Airlines
Sentiment dataset to depict the customers’ sentiments regarding
the airline’s services. The performance obtained on the dataset
is displayed in Table 1. On the same topic of analyzing
customer’s sentiments, this time to-wards products, K-means is
used by [58] in the Twitter/X datasets and divides it into various
types of clusters base on customer’s emotions. The model has
been instructed on how to compare various products and
different sentiments. The k-means classification approach is
applied while considering the cluster of customers who have a
good opinion of the product. As a consequence, it offers a simple
strategy for addressing a receptive audience directly and may
reflect the growth and quality of a corporation.

TABLE I. MODELS’ PERFORMANCES AND DOMAINS WHERE APPLIED
Dataset Domain Combined Precision F1 Score Accuracy Reference
Corona Virus Medicine No 0.8210 0.8093 0.7857 [42]
Russia Ukraine Politics No 0.5635 0.665 0.7019
US Airlines Customer review No 0.840 0.730 0.890 [18]
Disaster Natural disasters no 0.957 0.963 0.997 [69,70]
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To determine the ideal number of clusters every year, data
visualization techniques such as term frequency, inverse
document frequency, k-means clustering, and PCA were utilized
by [55]. Authors used interpretation models to enable within-
year (or within-cluster) comparisons after data visualization.
The mate-rial inside each cluster for a particular year was
examined using LDA topic modeling. To investigate the effect
per cluster every year, Valence Aware Dictionary and Sentiment
Reason-er SA were utilized. The average bot score per cluster
each year was calculated using the Botometer automatic account
check. The average number of likes and retweets per cluster was
used by the authors to conduct correlations with other interesting
outcome variables in order to gauge user involvement with the
Dry January - a temporary alcohol abstinence campaign.

Climate change and natural disasters, involving K-means
clustering solutions

Researchers [59] use correspondence analysis and the
bisecting k-means algorithm to cluster tweets based on phrases
that represent people's opinions. This reveals the fundamental
determinants of discourses connected to carbon prices in
Europe, the USA, South Africa, Canada, and Australia. The
findings, which are presented in five clusters, demonstrate that
views of the effects of taxes on people and companies, as well
as faith in the government, are the key motivating factors for
attitudes regarding carbon taxes.

Other authors [57] created and built a brand-new disaster
intelligence system that automatically runs SA, automated K-
Means, and Al-based translation to produce Al-driven insights
for disaster strategists. The method provided crucial data for
catastrophe planners or strategists, such as the natural disaster
clusters that were most strongly correlated with negative
feelings.

The authors [19] suggest a cuckoo search clustering
technique for SA based on a roulette wheel. The proposed
clustering method identifies optimal centroids from emotional
datasets to determine document sentiment polarity. Tested on
nine datasets, including Twitter/X and reviews of spam, its
effectiveness surpasses K-means using a roulette wheel cuckoo
search approach. According to their findings, the recommended
strategies provide the best average precision, recall, and
accuracy over 80% of the datasets.

Other researchers [9] apply K-means clustering algorithm to
identify the underlying themes in the tweets for obtaining topic
clusters on natural disasters dataset. During the cluster algorithm
selection, authors compared it with HCA, and the results show
that K-means performs better. They divided the data into three
groups since it was determined that this would display the data
most effectively. Cluster O denotes the phase of panic, during
which people are distributing warning signs. Cluster 1 denotes
the reactive stage, during which individuals discuss charity,
wealth, and prayers. The larger of the two groups, Cluster 2,
covers the stabilization period, where people were expressing
gratitude for the care they had received. The results of the cluster
performances reside in word clouds and charts, with no numeric
values mentioned.

The research [60] identify typical daily morning congestion
patterns for each route in the network to enhance the morning
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traffic prediction on a daily basis by clustering analysis using K-
means on the reduced P-dimension matrix. The elbow approach
is used to choose the optimal cluster size K. A vector of is
created by a daily tweeting profile. Finally, to determine typical
sleep-wake patterns observed in tweets, identical K-means
clustering sets are utilized. In general, authors find that the
earlier people go to bed, the more crowded the roads will be the
following morning.

Society & Political views (Elections) and other subjects
related research involving K-means clustering solutions

In order to differentiate political positions (left, center,
right), authors in [61] applied the developed algorithm to obtain
the scores of 882 ballots cast in the first stage of the convention
(4 July to 29 September 2021). Then, they used k-means to
identify three clusters containing right-wing, center, and left-
wing positions. Our results may help us to better understand
political behavior in constitutional processes.

Other authors in [62] used the k-means++ clustering method,
a version of the k-means clustering algorithm that employs a
smart centroid initialization strategy, to cluster the tweets (as
vectors). The number of clustering iterations necessary and the
regularity of the clusters are both influenced by the initial choice
of centroids. The k-means++ clustering method was selected for
its simplicity, effectiveness, and speed. The elbow curve method
determined the optimal number of clusters for each dataset,
forming topic-level clusters with similar information. Dense
clusters - indicating widely shared information during an
election period - were identified, with their geo-locations
helping to map the topics geographically. The study analyzes
user types and information patterns to observe how tweeting
behavior related to the scheme changed during the election.

Authors in study [3] combine the Spider-Monkey
Optimization (SMO) with K-means clustering, forming a hybrid
approach (SMOK) to overcome early clustering termination
issues seen in K-means. By utilizing K-means cluster outcomes
to initialize the SMO population, SMOK enhances cluster
quality, leading to faster convergence and superior results. It
notably outperforms other algorithms like Particle-Swarm,
Genetic algorithm, and Differential Evolution in computation
time on Twitter/X datasets.

In conclusion, the K-Means clustering method was proven
to be efficient in topics such as natural disasters [9], [57], climate
change [59] the electoral campaigns [62], and politic opinion
[52] and their analysis [61], traffic control (Yao & Qian, 2021),
alcohol consumption [55], consumer behavior [56], medicine
and Covid-19 [52], [12] analysis on the pension funds [13]
domains and was analyzed the datasets from the following
countries India [62], [30] USA (Pittsburg) [60], UK [55], Chile
[61] and others with best results.

b) Hierarchical clustering: Hierarchical Clustering is an
unsupervised learning method that is often used in SA to group
similar texts. This is a tree-based clustering algorithm that
builds a hierarchy of clusters by merging or splitting existing
clusters. Starting with individual data points, it uses a bottom-
up strategy to combine them into bigger clusters until every data
point is in a single cluster. The two main approaches to
hierarchical clustering are Agglomerative (bottom-up) and
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Divisive (top-down) subcategories [38]. The divisive
hierarchical method starts by iteratively dividing the dataset
into multiple clusters. In the case of Hierarchical
Agglomerative Clustering (HAC), each entry is initially
clustered as a single point, which subsequently combines the
smaller clusters into bigger clusters. The linking criteria of the
method is used to assess cluster similarity. The following
includes possible linking criteria: single linkage (SL); complete
linkage (CL); average linkage (AL). The distance between two
clusters in the HAC is determined by the lowest (SL),
maximum (CL), or average (AL) distance between any two
points in one cluster. HAC is used in SA to compile related
reviews depending on their sentiment. A collection of reviews
is provided as input to the algorithm, and for each review, a set
of at-tributes such as word frequency, sentiment ratings, or
other metrics are retrieved. The similarity between various
reviews is then determined using these criteria, and lastly,
comparable reviews are grouped together into clusters. The
ability to handle non-spherical clusters and construct a
hierarchical structure of clusters that can be used to understand
how various attitudes are distributed across a dataset is one of
the key benefits of utilizing HAC in sentiment research.
Additionally, it enables the user to view the clustering outcomes
as a dendrogram. However, when used on big datasets, it can
be computationally costly and necessitates the selection of a
link-age criterion.

The literature reviewed in the current project displays
several innovative uses of this algorithm, either alone or in
combination with other techniques, for performances
improvements using Twitter/X datasets.

Topic modeling is essential to comprehend the tweets and
group them into manage-able categories. As traditional
methodologies are unable to effectively handle noise, high
volume, dimensionality, and short text sparseness, some authors
[10] rely on topic modelling approaches to cluster the tweets (or
short text messages) to groups. Their original solution uses a
hierarchical two-stage clustering technique and can address the
problem of data sparsity in short text. Based on their statement,
their technique performed better than other algorithms based on
the results of standard datasets analysis.

In study [2], the authors propose a hierarchical method to
extract the important words that people talk about during the
coronavirus pandemic outbreak. Thus, the most used five words
repeated in the people’s posts on Twitter/X (using Coronavirus
dataset) are included in each obtained cluster. Their findings
demonstrate that the proposed model is capable of classifying
and analyzing viewpoints presented in short text.

An original unsupervised ensemble/cooperative framework
built on concept-based and HAC for Twitter/X SA is developed
in [2]. The authors use four Twitter/X Dataset - Health Care
Reform (HCR), Sentiment Strength (SS), Stanford Twitter/X
Sentiment Test Set (STS-Test) and NewTweets (NT) - delegated
to three popular HAC (SL, CL, and AL) combined with CBA in
a serial ensemble manner to cluster tweets into two groups
(positive and negative). Further, different feature representation
methods are also examined and better performance of TF-IDF is
revealed as compared to the Boolean method. The authors
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conclude by suggesting that CBA+CL ensemble can be the best
choice among the selected clustering algorithms. According to
the authors, their proposed framework is original as it has never
been investigated before.

The research in [48] developed an original and simple
clustering technique known as YAC2 and in study [38] extends
its efficacy using three Twitter/X datasets. The technique of
YAC2 is comparable to the divisive hierarchical clustering
method, which divides a single cluster repeatedly into other
clusters until no further clustering is possible. The efficacy of
YAC2 has been demonstrated in study [48] by comparing its
performance with well-established clustering algorithms (K-
means, DBSCAN) on several datasets. The advantages of YAC2
include low theoretical complexity, handling of heterogeneous
data, dynamic generation of cluster splits and proven high
performances in comparison with DBSCAN and Spectral
clustering algorithms.

¢) Density-Based Spatial Clustering of Applications with
Noise (DBSCAN): DBSCAN is an unsupervised learning
algorithm that is often used in SA to group similar texts or
reviews based on their sentiment. It is a density-based
clustering algorithm that groups together data points that are
closely packed together. DBSCAN algorithm is based on the
idea of density reachability, which means that a point p is
density-reachable from a point q if there exists a set of points
which are all mutually density reachable from q and p. The
algorithm defines two types of points: core points and non-core
points. A core point is a point that has at least a minimum
number of points (MinPts) within a distance € (eps) from it. A
non-core point is a point that is not a core point but is density-
reachable from a core point. In SA, DBSCAN is used to group
similar reviews together based on their predominant sentiment.
The algorithm takes a set of reviews as input, and for each
review, a set of features are extracted such as word frequency,
sentiment scores, or other metrics. These features are then used
to calculate the similarity between different reviews, which is
used to group similar reviews together into clusters.

One of the main advantages of using DBSCAN in SA is that
it can handle datasets with varying [63], and it does not require
the number of clusters to be specified in advance (like in the case
of K-means). It can also identify clusters of reviews that have
similar sentiments and are close together in the feature space.
However, it can be sensitive to the choice of parameters eps and
MinPts and it doesn't perform well with high-dimensional data.

The research projects where this clustering algorithm was
used are elaborated by [64] where authors propose a new
methodology involving DBSCAN that had been applied to
7,014 tweets to identify regions of consumers sharing content
about food trends. Grid maps were employed to investigate sub-
regional variations and SA was utilized to address the attitude of
their social representations. The study shows that the DBSCAN
and SA-based technique is a legitimate research tool that may be
used to identify communities with significantly diverse socio-
psychological processes.

A study that applies cluster analysis with the DBSCAN
algorithm is [65]. The manuscript assesses the spatial
distribution of SM activities, aiming to define the concept of a
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"district" through the geographical proximity of geotagged
photos and texts on Instagram and Twitter/X. By setting the
DBSCAN parameters to a minimum of five points and a
threshold distance of 300 meters, they categorized SM posts as
core (within a district), border (district edge), or outliers.
DBSCAN's resistance to noise and flexibility with various
cluster shapes made it ideal for this study, which examined the
perception of city images in Poland's Tri-City Region using both
"big data" and "small data" approaches, focusing on
imageability and Lynchian features through SM analytics.

d) Other clustering methods: By applying a variety of
cutting edge techniques, SA and the identification of significant
users in social networks are enhanced in this research [32]. The
tweets are grouped into topics using weighted partition around
medoids (WPAM). Instead of using preset k values, an artificial
cooperative search (ACS) is used to optimize the k values of
WPAM. Outlier is nearly completely avoided in WPAM due to
the dynamic selection of k values. As a result, it groups the
tweets by subject using dynamic clustering (DC). After the
dynamic clusters have been created, Stanford NLP is used to
extract the subjects from each cluster.

The proposed automatic learning using CA-SVM based SA
model reads the Twitter/X dataset [40]. The characteristics were
then extracted from them in order to produce a collection of
words. The tweets are grouped based on the phrases using TGS-
K means clustering, which calculates Euclidean distance based
on many variables, including semantic sentiment score (SSS),
gazetteer and symbolic sentiment support (GSSS), and topical
sentiment score (TSS). In comparison to the current works, the
proposed model has a sentiment score of 92.05% and an
accuracy score of 92.48%.

The Louvain Community Detection Algorithm (LCDA) was
used by [11] to find semantic clusters. For topic modeling and
semantic network clustering, the study employed the LDA
method and the Louvain algorithm, respectively. The
modularity score, which measures how well nodes are assigned
to clusters, is maximized for each cluster using this method. The
LDA approach unearths six themes, including veganism, food
waste, organic food consumption, sustainable travel, sustainable
transportation, and sustainable energy use. While the Louvain
algorithm identifies four clusters: responsible consumption,
energy consumption, lifestyle and climate change, and
renewable energy. The Louvain method was also used to
discover semantic clusters of latent issues since the study's goal
is to find the themes and subjects linked to sustainable
consumption. The study offers a novel viewpoint on several
linked issues of sustainable consumption that help to sustainably
level world consumption.

Due to its limited size, lack of organization, misspellings,
use of slang and abbreviations, SA performed on Twitter/X
datasets can prove to be a difficult task. To ease this process,
Tweet Analyzing Model for Cluster Set Optimization with
Unique Identifier Tagging (TAM-CSO-UIT) was developed by
authors [66] utilizing prospects to assess the mood of tweets
downloaded from Twitter/X. The suggested model TAM-CSO-
UIT correctly analyzes and categorizes the tweets, according
with the author's statements and the results reported.
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Five computer nodes make up the Hadoop cluster in the
study [22], namely one master node and four slave nodes. The
authors have established ten evaluation measures to evaluate the
experimental findings. Additionally, they executed their
solution within the Hadoop cluster to avoid a lengthy execution
time from their hybrid's developed Fuzzy Deep Learning
Classifier (FDLC). To show the potency of their proposed
classifier, an experimental comparison between our FDLC and
some other ideas from the literature is conducted. The empirical
findings shown that the proposed FDLC outperforms existing
classifiers in terms of complexity, convergence, stability, true
positive rate, true negative rate, false positive rate, error rate,
accuracy, classification rate, kappa statistic, F1-score, and time
consumption.

B. The Relevant Sectors of Activity where the Clustering
Algorithms were Used (RQ2)

The current Section provides the answer to the second
research question (RQ2). In the analyzed literature published in
between 2020-2023, K-means, Hierarchical Clustering and
DBSCAN proved to be the most used clustering algorithms. The
references reveal that the algorithms are applicable in various
sectors of activity, as well as in various situations: used alone or
in combination with others. In order to provide the answer to
RQ2, the manuscripts included in the pool of results were
filtered based on the identified domain. To automatically extract
the topic/sector of activity, Monkeylearn [67] tool proved to be
very efficient. Based on this tool analysis, a new column was
added to the database of papers, displaying the domain for each
line. Therefore, for each paper in the database, the sector of
activity was extracted by Monkeylearn from Title and Abstract
variables, using a pretrained model.

1) Healthcare and medicine: Upon analysis 39% of the
papers belong to the Health & Medicine sector of activity. As
the review is based on the manuscripts published between 2020
and 2023, much research involving COVID-19 subject was
performed. The following paragraphs display the insights
extracted from the manuscripts included in the selection.

Several studies approach different hybrid clustering
algorithms [47], [51], [68] while others develop new algorithms
[36] for the purpose of grouping twits on similar topics related
to COVID-19. Consequently, in order to understand city-level
differences in emotions regarding COVID-19 vaccine-related
subjects in the three biggest South African cities, [47] employ
clustered geo-tagged Twitter postings. The study's findings
demonstrated that clustered geo-tagged Twitter postings may be
utilized to analyze the dynamics of emotions more effectively
toward local discussions about infectious illnesses as COVID-
19, malaria, or monkeypox. This can offer additional city-level
data to health policy planners and decision-makers in planning
and making decisions on vaccine reluctance for upcoming
epidemics.

The authors [68] employ Uniform Manifold Approximation
and Projection (UMAP) and Hierarchical Density-Based Spatial
Clustering of Ap-plications with Noise (HDBSCAN). They
combine the techniques to undertake a grid search for
identifying the clustering model with the highest relative validity
score representative for COVID-19. A total of 2666 hashtags
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extracted from Twitter dataset related to COVID-19’s
prevention strategies and vaccination were grouped into 20
topics for the two main clusters including rural and urban users.
The study developed by Liu reveals how clustering algorithms
used on Twitter may help with the spatially targeted deployment
of epidemic prevention and management activities.

Long COVID syndrome was first described as a set of fuzzy
symptoms that persisted following COVID-19 recovery using
patient-created vocabulary. According to the SA performed by
the authors [49], opinions about the long COVID syndrome can
be equally split between positive (19.90%) and negative
(18.39%). Similarly, the study performed by [33] emphasizes
how the Indian government's progressive unlocks and
lockdowns of various areas during the Corona outburst were
perceived by the general population.

According to [69], influential users are considerably more
important to be examined as they can provide valuable
knowledge within the tweets concerning opinions related to
COVID-19 vaccines. Thus, the findings enabled researchers to
thoroughly examine the ego networks of the three user clusters:
pro-vaxxers, neutrals, and anti-vaxxers.

2) Climate and natural disasters: With regards to this
domain, the analyzed authors approach subtopics related to
natural disasters. Consequently, [57] created and built a brand-
new disaster intelligence system that automatically runs SA,
automated K-Means, and Al-based translation to produce Al-
driven insights for disaster strategies. Others [19] suggest a
cuckoo search clustering technique for SA based on a roulette
wheel to extract the best cluster centroids from the emotional
dataset’s content. Other researchers [9] identify the underlying
themes in the tweets for obtaining topic clusters on natural
disasters dataset.

Al-Social Disaster is developed by [70] and represents a
decision support system (DSS) for identifying and analyzing
natural disasters like earthquakes, floods, and bushfires. The
approach gives crucial details for catastrophe planners or
strategists, such as which natural disaster clusters were linked to
the most negative opinions. Further, [57] proposes another DSS
that collects Tweets on natural disasters in 110 supported
languages using a live Twitter feed. The aim is to produce Al-
driven insights for catastrophe planners, the system
automatically carries out Al-based translation, SA, and
automated K-Means algorithm. There is proof that being
exposed to weather hazards has a negative influence on people's
physical and mental health, especially in places affected by heat
islands and climate change. The study in [71] reveals how
Twitter data may be used to measure urban heat stress in real
time and serve as a quick signal of times when people are feeling
more uncomfortable due to the heat and are more likely to be
dissatisfied with the weather.

3) Environment: In their research, [11] identify four
clusters: responsible consumption, energy usage, renewable
energy, and lifestyle and climate change. The SA's findings
indicate that users are more likely to have positive emotions
than negative ones, and they offer a new angle on a number of
interrelated issues of sustainable consumption that help to

Vol. 15, No. 3, 2024

stabilize global consumption which exerts a high impact on
Environment.

The study in [72] findings provide information on ways to
improve knowledge sharing to improve carbon-neutral
information sharing which provides policy and social
implications for tackling environmental issues by analyzing
social patterns on Twitter. Although carbon taxes are an efficient
emission reduction strategy that benefits the environment, it is
unpopular, and it is unclear why. This study [59] examines a
sample of data from Twitter to identify the driving forces behind
discourses about carbon prices in response to the scarcity of
timely updates on people's perspectives of the relevant topic.

The research in [60], identify typical daily morning
congestion patterns for each route in the network to enhance the
morning traffic prediction and decrease the daily air pollution by
clustering.

The goal of the author's [73] exploratory study is to locate,
group, and assign an emotional value to tweets that contain the
phrases "university" and "sustainable™ in Spain relative to the
rest of the globe. The findings highlight important aspects of the
environment, research, and innovation via the lens of
universities' contributions to local communities. They also offer
an entrepreneurial perspective and highlight how academic
knowledge is really used in the workplace.

4) Society and political views (Elections): The majority of
studies include different tool developments and analyses
performed during election campaigns. Consequently, a study
demonstrates that during an election campaign, only the
information that has been extensively disseminated is in the
heart of the densest clusters. The geographic distribution of
these clusters helps to group various topics together. Thus, [62]
examines, in India, the types of users and information patterns
to ascertain how the scheme-related tweeting patterns changed
during the course of elections. The study reveals that a
significant number of government-related tweets are generated
during the voting periods and election length. The location of
the voting phase, however, has no relevance to it. In future
voting stages, the positive news outweighs the negative tweets
and complaints that were generated in the initial voting phase.
In order to gauge the emotional impact of the messages released
by various Spanish Newspapers, NLP techniques and ML
algorithms are used on this research [74] to discover the
predominant topics linked to the elections as well as to highlight
the candidates and political parties. The findings show the
degree of attention given by the media to the regional election
debates and campaign activities in Madrid.

The study in [61] aims to differentiate political positions
(left, center, right) in Chile by developing an algorithm to obtain
the scores of 882 ballots cast in the first stage of a convention.
The authors employ k-means to identify three clusters
containing right-wing, center, and left-wing positions and the
results may prove to be efficient in the better understanding of
political behavior within the constitutional processes.

In relation to Society, a study developed by [75] reveals that
Twitter data offers a distinctive and practical source of
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information for the analysis of significant civic movements,
such as large-scale protests across numerous European nations.
Additionally, such an approach might highlight significant
spatiotemporal and emotional trends, which may also help to
comprehend how protests escalate through space and time.
Moreover, the inhabitants of a region may presently convey their
own experiences with warm weather as well as their sentiments
about it on SM. The public mood and health of an area may be
reflected in the geotagged, time-stamped, and easily available
SM databases, according to a recent study published by [71].
Further, research on the emotional data may be done using the
Roulette wheel selection based cuckoo search clustering method
[19]. The approach created by [19], [17] and [5] prove to have
important and practical implications for creating a system that
can produce accurate remarks on any societal issue with massive
impact on the inhabitants.

IV. DiscussION

SA algorithms have been advancing rapidly in recent years,
thanks to breakthroughs in ML and NLP research. Within this
section, several discussions shall be conducted on the key
advancements encountered in SA algorithms. State-of-the-art
performance in many NLP tasks, including SA, has been
attained by DL models like BERT, Generative Pre-trained
Transformer 3 (GPT-3), and XLNet. GPT-3, developed by
OpenAl, can produce human-like prose on a variety of themes
and was trained on a varied collection of online content. In 2019,
researchers at Google Al created XLNet, another cutting-edge
language model for NLP activities built on the transformer
architecture, like BERT and GPT-2. Unlike GPT-3, XLNet uses
an autoregressive language modeling approach, to predict each
token in a sequence based on all the tokens that come before it.
In the light of this information, XLNet captures complex
dependencies and interactions between the tokens in a sequence,
leading to higher performance on a wide range of NLP tasks,
including SA. These new DL models (BERT, GPT-3, and
XLNet) are able to recognize more sophisticated and subtle
expressions of sentiment as well as the context and meaning of
each word inside a phrase. Another advancement is the use of
transfer learning, where a pre-trained model is fi-ne-tuned on a
specific task, this allows the model to learn task-specific features
while still retaining the general-purpose understanding of
language learned during pre-training. This strategy can lead to
enhancements in the SA model performance, particularly when
training is scarce. Although the above technologies have made
significant advancements in NLP and Al, they are still far from
perfect and have limitations and challenges that need to be
addressed. The existing Al technologies have been built over
many years and have been re-fined and improved through
countless iterations and experiments. Therefore, it is unlikely
that they will be replaced overnight by new technologies, as
there is a significant amount of knowledge and expertise that has
gone into their development.

In the light of the above, it is still relevant to rely on the
current technology and therefore, this review contributes to the
domain. The recent research has focused on the existing
technology to develop more robust models that can handle noise
and outliers in the data, like sarcasm, irony, and emojis which
can often be misleading, and also models that can handle
multiple languages and cross-lingual SA analysis. Overall, in the
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light of the above mentioned advancements, it becomes obvious
that the field of SA is rapidly advancing. The discoveries
revealed within this review have led to more accurate and
effective SA models, which can provide valuable insights into
customer opinions, feedback, and attitudes, and support
decision-making in a variety of industries, including marketing,
healthcare, and finance.

A shortcoming is that SA models trained on general-purpose
datasets may not per-form well on data from niched domains
like product evaluations, or medical records. In order to solve
this problem, domain-specific SA models have been created.
These models are trained using domain-specific datasets, which
improves accuracy and performance.

TABLE II. COMPARATIVE ANALYSIS OF CLUSTERING ALGORITHMS
Algorithm Strengths Weaknesses Reference
Frgf)}llement' Fats(; Does not handle

and scalable; Well Zﬁgizeg_emal The | 77, [78]
K-Means suited for finding number' of [76]’ '

fﬁgﬁ;‘g\i clusters; clusters should be

learning specifield.

Can handle non- Can - be

. computationally
spherical clusters expensive for
and varyin
) ) cluster siyzesq Iarge__ datasets;

Hierarchical Suitable fo; Sensitive to the | [77], [79],
Clustering complex data | Presence of noise | [80], [76]

strucaureS' and outliers in the

Transductive gztai;antee ’\(‘)(;

learning. optimality.

Automatically

determines Sensitive to

number of | parameter

clusters; Robust to | choices; May not

noise; perform well in | [79], [15],
DBSCAN Computationally | high-dimensional | [14]. [76]

efficient, suitable | data; No

for large datasets; | probabilistic

Transductive framework.

learning.

Ability to handle

overlapping . L
Gaussian clusters; Good for Sggé"tt:\éiéo 'g(t_)':sl
Mixture density not scale ;Nell to [14], [76]
Model (GMM) | estimation;

Inductive large datasets.

learning.

In line with the “traditional” clustering algorithms displayed
by the papers included in the current review, a comparative
analysis was performed and according to the literature
investigation, clustering algorithms are used in conjunction with
other algorithms, such as feature extraction algorithms and
classification algorithms, to create a complete SA framework.
The comparison analysis included in Table Il is based on the
aspects identified in the literature review (references are
included in the last column). The analysis presents the strengths
and weaknesses of each algorithm included in the current
comparison. Among them, Hierarchical and DBSCAN offer,
according with [76], transductive learning (the algorithm learns
from a subset of the data and applies that knowledge to the entire
dataset) while K-means and GMM support inductive learning
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(the algorithm learns from the entire dataset and makes
predictions on new, unseen data).

From the total of 46 manuscripts investigated, the authors of
19 papers opted for performing clustering analysis using K-
means, 16 authors employed Hierarchical Clustering or other
variant of Hierarchical algorithms, six used DBSCAN and the
remaining papers (5) rely on using other algorithms (GMM,
Spectral and others). Moreover, some authors combined the
clustering algorithms with other techniques such as LDA, NMF
and BERT [52] to detect anomalies and develop the clusters of
most frequent words, while displaying the results using a word
clouds and other visualization methods. The results show that
applying K-means in a framework [52] can enhance the analysis
in the considered dataset. An original development is revealed
in a study of [57] that employed Automated K-Means clustering
on Mobile Apps for the first time to uncover hidden knowledge,
patterns, similarities, and differences contained among various
types of catastrophe tweets.

Regarding HAC, [2] compares the performances of simple
use of three agglomerative HAC (SL, CL, AL) and their
combination with the concept-based methods. The results state
that algorithms are encountering higher precision when used in
combination with other algorithms or techniques in the form of
frameworks. Based on the results from Table 11, author personal
perception and other source [76], the discussion regarding which
algorithm to use is subject to the specific characteristics of the
dataset and clustering task. Therefore, the observations in this
research conduct the following insights: (1) K-means can handle
well-defined clusters, but it may not be the best choice for large
datasets. As the number of data points increases, the
computational complexity of K-means also increases; (2)
Hierarchical Clustering is suitable for complex datasets with
non-spherical clusters and unknown number of clusters; (3)
DBSCAN performs well in datasets with arbitrary shaped
clusters and varying densities. When making a decision
regarding the clustering algorithm to use, it is important to
consider the strengths and weaknesses of each algorithm before
selecting the most appropriate one.

V. CONCLUSIONS

To conclude, the algorithms play a critical role in SA,
allowing for the automatic analysis of large volumes of textual
data and providing valuable insights into customer opinions,
feedback, and attitudes towards products, services and other
topics extracted from SM environment (specifically from
Twitter/X dataset on this research).

Considering the topic addressed, the results reveal that in the
analysis period of Dec 2020 to Dec 2023 undertaken by this
research, the most numerous articles treat different Coronavirus
topic with subjects ranging from people’s fears regarding Covid-
19 [5],[11] [12] to their sentiments expressed towards different
vaccination campaigns [47]. Further, the selection of studies
based on the criteria formulated and displayed in Fig. 1, proved
to employ “traditional” clustering algorithms, to develop new
ones, as well as to use of different hybrid combinations between
“traditional” and newly developed ones. None of the
manuscripts included in the study refer to the state of the art DL
models such as GPT-3 and XLNet while very few reference
BERT. Thus, in a future study, the author intends to extend the
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current study by analyzing the impact of these modern models
on SA techniques over a longer span of time and analyzing more
SM channels. One limit of the study is that it does not cover the
ethical aspects related to the use of Al and the algorithms in
analyzing people’s sentiments. This constitutes another future
research path that will be fulfilled in the upcoming studies.
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Abstract—This systematic review, carried out under the
PRISMA methodology, aims to identify the recently proposed
artificial  intelligence models for demand forecasting,
distinguishing the problems they try to overcome, recognizing the
artificial intelligence methods used, detailing the performance
metrics used, recognizing the performance achieved by these
models and identifying what is new in them. Studies in the
manufacturing, retail trade, tourism and electric energy sectors
were considered in order to facilitate the transfer of knowledge
from different sectors. 33 articles were analyzed, with the main
results being that the proposed models are generally ensembles of
various artificial intelligence methods; that the complexity of
data and its scarcity are the main problems addressed; that
combinations of simple machine learning, “bagging”, “boosting”
and deep neural networks, are the most used methods; that the
performance of the proposed models surpasses the classic
statistical methods and other reference models; and that, finally,
the proposed novelties cover aspects such as the type of data
used, the pattern extraction techniques used, the assembly forms
of the applied models and the use of algorithms for automating
the adjustment of the models. Finally, a forecast model is
proposed that includes the most innovative aspects found in this
research.

Keywords—Demand; agglomeration services;
PRISMA methodology; artificial intelligence

algorithm;

. INTRODUCTION

Accurate demand forecasting is essential for the efficiency
and normal development of companies' activities. Forecasts are
vital in both operations and supply chain planning: in
operations they are essential to design production processes,
manage bottlenecks, schedule production and determine long-
term capacity; in the supply chain, forecasts are the basis for
determining purchasing and inventory levels and for
coordinating with suppliers and customers. Finance requires
adequate forecasting to project cash flow and capital needs;
while Human Resources needs them to anticipate hiring and
training needs [1]. Even more, having advanced demand
forecasting capabilities, by allowing you to minimize costs,
time, and optimize resources, can be an important source of
competitive advantage; while inaccurate forecasts can cause
damage such as excess inventories, lack of supplies for
production, high labor costs and loss of reputation [2]. The
strategic importance of having adequate forecasts is clear, then.
In the words of Krajevsky and Malhotra [1][1]“managers at all
levels need to forecast future demand so that they are able to

plan the company's activities in accordance with its

competitive priorities” (p. 315).

Due to its importance, demand forecasting has become an
extremely complex and challenging activity due to the
uncertainty and volatility of modern markets, structural and
technological changes in various sectors and the emergence of
unpredictable crises. Spiliotis et al. [3] pointed out, for
example, that the daily demand for products in a large part of
industrial and retail companies is erratic and intermittent,
which makes the forecast very complicated. Similarly,
Quifiones-Rivera et al. [4] found that, in the context of the
manufacturing of electrical products in Colombia, it is difficult
for companies to adequately forecast demand due to its
volatility and its dependence on various non-linear exogenous
factors. Fildes et al. [5] found that due to the rise of electronic
commerce, demand forecasting in the retail sector faces, on the
one hand, the need to model the complex competition and
complementarity of online sales in an increasingly omni-
channel context and, on the other hand, the challenge of
foreseeing the impact of sectoral and global crises such as
those experienced, for example, with the COVID 19 pandemic.
Along the same lines, Viverit et al. [6], points out that the
aforementioned pandemic has had short and long-term
consequences on the hotel industry, plunging it into an
unprecedented situation where its historical demand has lost its
value, making forecasting activities very complex. Finally, Sun
et al. [7] pointed out that the rise of online activities has opened
the possibility of forecasting the demand of the tourism sector
using a large amount of data related to customer behavior on
web search engines and social networks, however, the
Exploitation of this possibility represents enormous challenges
in terms of managing an infinite number of independent
variables and the consequent increase in the complexity of the
models.

To address these challenges, with the rise of artificial
intelligence, a variety of innovative forecasting models based
on machine learning have been proposed with the idea of
surpassing the accuracy of classical models established in
various industries [8], [9], [10]. Given the situation described,
this study seeks to describe the state of the art of the use of
artificial intelligence in the vital field of demand forecasting,
clarifying the main challenges addressed and the most
important innovations. To have a broad multi-sector vision but
at the same time not be unnecessarily exhaustive, this study has
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been limited to the manufacturing and retail sectors (hereinafter
retail), the tourism sector and the electric energy sector.

This research arises from the need to know the most recent
advances in the field of demand forecasting. The main
motivation is to improve, with the advances of artificial
intelligence, the forecasting methods that companies use as a
basis for their operational plans. The main contribution of this
study is to have clarified the nature and scope of the
contributions of artificial intelligence in the field of demand
forecasting. In doing so, we also aspire to contribute to
academic debate and decision-making based on evidence, and
rigorously examined and updated information.

Finally, the findings of this study have important
implications for both academia and decision makers in
operations management. Firstly, they suggest the need to
replace, or at least complement, classical forecasting methods
with methods based on artificial intelligence. Furthermore, the
results point to the importance of incorporating techniques
such as image-based forecasting, dynamic ensembles and deep
learning. Finally, this research provides evidence that could be
used by companies to gain efficiency in their operational
planning.

The order of this investigation is structured as follows. In
Section 1l is the development of the research using the
PRISMA methodology, whose choice was because it fits the
work; Next, in Section I11 we will see the results obtained from
the analysis of the articles found and a proposed model for the
evaluation of readers.

Vol. 15, No. 3, 2024

Subsequently, in Section 1V, the discussion of the research
was carried out with the proposals made by the authors and a
conclusion of the findings found in the work.

Finally, the references used in this research are listed.

II. METHODOLOGY

This systematic review of the literature was carried out
under the PRISMA methodology, which was created to
guarantee the rigor of this type of studies, avoiding possible
biases [11]. Additionally, the selected documents were
classified using automatic grouping algorithms, in order to
provide an objective panoramic view of the different uses and
methods of artificial intelligence in the field of demand
forecasting.

A. Research Questions

As part of the research process, five research questions
have been posed to serve as a gquide throughout the
investigation and to allow the knowledge contained in the
documents examined to be extracted and synthesized. These
questions are shown in Table I.

B. Search Strategy

To construct the search chain, the PICOC methodology,
population, intervention, comparison, objective, and context
were taken into account. Table Il TABLE llshows the search
terms related to each of these factors.

TABLE I. RESEARCH QUESTIONS
Code Questions

Principal What novel artificial intelligence models for forecasting demand have been proposed in recent years?

P What demand forecasting issues or challenges have been addressed with artificial intelligence?

| What artificial intelligence methods have been used for this purpose?

C What metrics have been used to measure the performance of the proposed models?

(e} What is the performance of the new proposed models in relation to the established models?

C What are the new features or innovations introduced by these models?

TABLE Il. SEARCH TERMS
Factor Description Search terms Synonymy

"demand prediction"

Problem Der’qand forecasts for business products and | ,, demand forecasting” "demand prognosyt':'

services demand prognosis

"product forecasting"
"machine leargning"

Intervention Forecasting using artificial intelligence “artificial intelligence" "de_ep learning —

reinforcement learning
"generative models"
"performance”
. " " "error"

Comparison Forecast Accuracy accuracy neffectiveness”
"precision”
"outperform"

Objetive Accuracy improvement "improve" "better' "

superior’

"enhance"
"original”

Context Proposal for a novel model "new" ﬁg\%?c edent
"innovative"
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The search terms were combined with Boolean operators to
construct the following search string with which the search is
carried out:

("demand forecasting” OR "demand prediction” OR
"demand prognostic” OR "demand prognosis® OR "product
forecasting”) AND (“artificial intelligence” OR "machine
learning" OR "deep learning" OR "reinforcement learning" OR
"generative models") AND ("accuracy" OR "performance” OR
"error" OR "effectiveness" OR "precision") AND (“improve"
OR "outperform” OR "better" OR "superior" OR "enhance")
AND ("new" OR "original" OR "unprecedent” OR "novel" OR
"innovative™)

C. Eligibility Criteria
For this research, some criteria were considered that fit the

field of activities of the sector linked to product demand and
management using artificial intelligence algorithms.

Vol. 15, No. 3, 2024

TABLE IV.  EXCLUSION CRITERIA
Code Description

El Articles published in languages other than Spanish or English.
E2 Articles published before 2019

Articles that study demand forecasts outside the retail,
E3 . I . .

manufacturing, hospitality, tourism and electric energy sectors.
E4 Articles with full text not available

TABLE I1l.  INCLUSION CRITERIA
Code Description

In Articles that propose a novel quantitative method for demand
forecasting

12 Articles that apply artificial intelligence in the forecast model they
propose

13 Empiric_al articles with models validated with real data from
companies

14 Scientific articles and conference papers

The inclusion criteria established for this study are shown
in Table I1l TABLE Illand the exclusion criteria in Table IV. ,
taking into account the relevance and impact factor of the
journals.

D. Information Sources

The scientific database Scopus was chosen to be used as a
source of information, as it is recognized for its reliability
among the academic community (see Fig. 1).

E. Article Selection Process

The research process was carried out in four stages. In the
identification stage, the search string was applied and the total
number of articles in the database that contained all the
specified conditions was found. In the pre-selection stage,
exclusion criteria were applied at the title and abstract level. In
the selection stage, the inclusion criteria were also applied at
the title and abstract level. Finally, in the inclusion stage, the
introduction, methodology and conclusions sections of the
articles were reviewed and, applying the inclusion criteria, it
was decided whether or not to integrate them into the
qualitative synthesis.

The application of the search string in the Scopus database
yielded a total of 204 documents as can be seen in Fig. 2.

* ]
Springer .
Taylor & Francis

| |

& IEEE

Advancing Technology
for Humanity

SELECTED ARTICLES

Fig. 1. Source of information used in the research.
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=]
5z | i
3 v
Articles after removing Excluded Articles

g duplicates El.n=5
| (n=204) E2, n=36
i 7 ™ E3, n=79
O] E4, n=15
& Reviewed Articles (n=135)

(0=204)
B l Articles that do not meet
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o Eligibility Assessment I, n=26
& Articles e 12, n-1

(n=69) I3, n=7

14, n=2
n=3

; i (n=36)
% Atticles included in the
E qualitative synthesis

(n=33)

Fig. 2. Results of article selection.

No duplicates were found among the 204 articles found;
after applying the exclusion criteria, 135 articles were
eliminated and 69 remained for the evaluation of the inclusion
criteria. After this last evaluation, 36 articles that did not meet
at least one criterion were eliminated, leaving a total of 33
articles for inclusion in the qualitative synthesis.

F. Automatic Grouping of Articles

After the selection process and to support the analysis
process, each article was labeled according to the type of data
used, the type of feature engineering used, the type of
forecasting methods used, the form of training and adjustment.
of hyperparameters of the models, to the assembly form of the
applied methods and to the business sector in which it is
applied. Likewise, to classify the articles according to their
similarity using these labels, it was decided to use an automatic
grouping algorithm in order to ensure objectivity in carrying

out this task and avoid classifications biased by the authors'
preferences. An agglomerative hierarchical clustering
algorithm with Euclidean distance was then used to measure
the similarity between the documents and construct a
dendrogram. This method was chosen since it allows an
objective, visual and detailed representation of the articles
under study, which facilitates their interpretation. Another
advantage of this method is that it does not require specifying a
priori, and therefore subjectively, the number of clusters into
which the documents will be divided. The silhouette method
was then used to identify the optimal number of clusters since
it also offers a visual and objective interpretation of the number
of convenient clusters.

The agglomerative hierarchical grouping of the documents
generated five clearly differentiated groups that we will
describe below (see Fig. 3 and Fig. 4).

0.090 1

0.085 A

0.080 A

0.075 A

Average Silhouette Coefficient

0.070 A

0.065

2 3 4 5

6 7 8 9 10

Number of Clusters

Fig. 3. Silhouette method.
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Fig. 4. Agglomerative hierarchical grouping of articles.

1) Group 1: Consisting of five documents from the energy
and retail sectors whose common characteristic is the use of
“bagging” methods and data derived from the calendar such as
holidays, weekends, weekdays, etc. The models proposed by
these documents assemble the “bagging” methods with
“boosting” methods, since the former are capable of
compensating for the “overfitting” problems of the latter,
while the latter correct the bias errors typical of the former
[12], [13]. Other novel models from this group also propose
the use of a “Generative adversarial network” to create
“synthetic” data [14] and “transfer learning” [15], in both
cases, to overcome the limited volume of data available for
training.

A special case within this group is the study [16] which
assembles a bagging, Random Forrest (RF) with a deep neural
network, ‘“Long-short term memory” (LSTM). The LSTM
models the temporal patterns of the time series while the RF
relates the forecast errors produced by the LSTM with
variables “external” to the time series itself such as special
calendar days, characteristics of the products and the point of
sale. . The final prediction results from the addition of the
LSTM forecasts plus the RF forecasts.

2) Group 2: Made up of three articles from the retail
sector that propose the use of simple machine learning
methods in conjunction with clustering methods as a way to
extract useful patterns for forecasting. First, it processes the
time series with RF, and then models the errors produced by it
with a multiple linear regression (MLR) using Internet search
intensity indices as independent variables [17]. The second
document [18] uses k-means to separate the data into different
clusters, to then identify which “Suport Vector Regression”
(SVR) or “Extreme Learning Machine” (ELM) method is the
best predictor for each cluster. Finally, [19] proposes a

forecast model consisting of a base of predictors composed of
statistical methods, simple machine learning and a deep neural
network, the “Multi-Layer Feed Forward Artificial Neural
Network” (MLFFANN); that are combined dynamically,
using weighted weights calculated in inverse proportion to the
errors they generate.

3) Group 3: Consisting of two documents, one from the
retail sector and the other from the tourism sector, which
propose models that use a base of predictors formed by simple
methods, bagging methods and boosting methods, and that
make use of decomposition as a way to extract important
patterns to improve forecast accuracy. The first document
[20], focuses on the optimization using various algorithms of
the input variables of the model, while the second [21], in a
similar way to the last document of the previous group,
proposes a dynamic assembly of the predictors through of an
exponential function that decreases with the error produced by
each of them.

4) Group 4: This group is made up of ten documents from
the tourism sector, whose main characteristic is the
predominant use of neural networks in their forecast models.
A striking subset of papers in this group makes use of several
neural networks of the same type forming a “stacking”
configuration: [22] stacks LSTM networks, while [23] and
[24] use multiple deep belief networks (DBN). ) and kernel
extreme learning machines (KELM) respectively to generate
the stacks. These three documents also have in common the
use of predictor variables based on Internet search intensity
indices and the use of some type of dimensionality reduction,
due to the large number of variables, to select the most
significant ones, [23] uses an algorithm called “double
boosting” for this purpose, while [22] and [24] use neural

148|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

networks called ‘“autoencoders” to do the dimensionality
reduction.

Without the “stacking” figure, the documents [25], [26],
[27] use deep neural networks (RNN the second and LSTM the
other two) but add as a novelty the use of some automatic
dimensionality reduction method (elimination of superfluous
input variables) also based on neural networks; [25] and [27]
use the so-called “attention mechanism” which consists of a
neural network with only one hidden layer that assigns
weighted weights to the input variables, thus selecting the most
relevant ones for the forecast. The paper in [26] uses a
Recursive Neural Network (RNN) for sequential pattern
learning and a single hidden layer MLP for extracting low-
level features in addition to a multi-layer MLP for high-level
feature extraction.

Another important model within this group is the one
proposed by the document [28] which converts time series into
images and then uses special convolutional networks for
processing. Finally, two papers from the group [29] and [30]
focus their models on the decomposition of the original time
series into several component series to then find the best
forecasting methods for each of them. Notable in this sense is
the document [30] that proposes using statistical or simple
machine learning methods, such as ARIMA or SVR, for low
complexity components and using neural networks with
bidirectional GRU for the forecast of high complexity
components.

5) Group 5: Finally, we have that this group is made up of
13 documents belonging mainly to the energy and retail
sectors, whose main characteristic is the use of deep learning
in their forecast models. The models proposed by this group
are aimed at improving the performance of deep learning
algorithms through various resources, among which are: the
use of hyper-parameter optimization algorithms, such as the
“firefly algorithm” [31] or the “ Improved Giza pyramids
construction algorithm” [32]; the use of dimensionality

TABLE V.
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reduction techniques such as “Encoders” [33], [34] and
“Principal Component Analysis” (PCA) to optimize the model
inputs; the use of “cross or transfer learning”, that is, the use
of data from similar products or services when the data of the
product under study is very limited [35], [36], [37]; the use of
“clustering” to divide the data into groups of similar behavior
and train a neural network for each cluster [38]; the
transformation of the data into images and their decomposition
to then use a CNN for feature extraction and an LSTM for
prediction [39]; the use of complex time series decomposition
algorithms using neural networks [40]; the use of parallel
computing [41]; and the use of special architectures of
convolutional networks [42].

Ill.  RESULTS

This section answers the research questions in light of the
analysis of the selected documents.

Main question: What novel artificial intelligence models for
forecasting demand have been proposed in recent years?

The artificial intelligence models proposed in recent years
for demand forecasting were described in the previous section.
Below we will deepen our understanding of them by answering
the specific research questions.

A. Q1: What Demand Forecasting Issues or Challenges Have
Been Addressed with Artificial Intelligence?
The analyzed documents address various challenges and

problems related to demand forecasting. Below, we detail the
main ones (see Table V). TABLE VII

B. Q2: What Artificial Intelligence Methods Have Been Used
for this Purpose?
The machine learning methods used to solve the problems
raised in the previous section can be classified into five groups,
which we describe below (see Table VI).

RESULTS OF THE KEYWORDS CORRESPONDING TO Q1

Keyword

Input

Complex and non —
linear data

Fourteen of the 33 documents analyzed indicate that the main problem that the proposed “machine learning” models are intended to
solve is the complexity and non-linearity of the patterns generated by the variables that affect the forecast. [12], [18], [20], [21], [22],
[28], [23], [25], [26], [31], [43], [40], [41], [42].

Numerous casual

factors

Nine documents also raise the difficulties caused by the fact that the factors that affect demand are very diverse and numerous, such as
calendar factors, climatic factors, economic factors, market factors, etc. Which makes the construction of adequate models extremely
challenging [12], [13], [17], [29], [30], [26], [34], [37], [41].

Low volumen of
training data

Machine learning models that are capable of capturing the complexities of the relationships between variables also require large amounts
of data for training. However, many times the historical data available is scarce, not only because the products or services of interest
have little history, but because as markets change, old data loses relevance or explanatory power. This leads to the need to build models
that can perform well in these types of situations. [14], [15], [18], [28], [27], [35], [36], [40].

Temporal patterns and
external factors

The demand for many products exhibits temporal patterns, such as trend and seasonality, however, other patterns are superimposed on
these temporal patterns due to external factors such as the economy, climate, competition, etc. Simultaneously modeling both types of
patterns can be a very complex task and a great challenge for forecasting models [16], [20], [29], [28], [30], [26], [40], [41].

Complexity of
internet search
intensity factors

Internet search patterns have proven to be very effective in forecasting demand for various products and services. However, the use of
these indices poses several problems in the design of forecasting models based on them, the main of which is the existence of an infinite
number of search terms candidates for predictor variables. This fact poses the enormous challenge of selecting the most appropriate
predictors for demand forecasting. [22], [23], [44], [24], [27], [35]. This problem becomes more acute even when spatiotemporal data are
necessary to feed the models [28], [25].

Closely related to the problem of numerous causal factors and the large number of predictive search indices is the problem of overfitting,

Overfitting that is, models generating very little error with the training data, but large errors with the test data. One of the causes of this problem is
the use of too many predictor variables. Documents [28][23][44][26][24][36] present models that address this problem.
Disruption Another problem that significantly affects forecasts is disruptive events, such as calendar events or COVID 19. The robustness of
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forecast models with respect to these types of events is highly desirable and is addressed by documents [13], [30], [37] and [41].

Complexity of supply
chains

The demand forecast within the context of the problems inherent to supply chains such as excess or insufficient inventories, the bullwhip
effect or the complexities imposed by omnichannel, are addressed by documents [16], [19], [20] and [38].

Management of large
volume of data

The problem of processing large amounts of data to make forecasts is addressed by documents [22][39].

Model optimization

Optimizing a forecast model of increasing complexity entails several challenges, such as selecting the most appropriate hyperparameters
[31], [32], identifying the appropriate amount of historical data to introduce [27], limiting the complexity of the model [36], preserving
its explanatory power [33] and avoid model degradation [42]

TABLE VI.  RESULTS OF THE KEYWORDS CORRESPONDING TO Q2
Keyword Input
Simple Machine Within this group are the traditional machine learning methods multiple linear regression (MLR) and support vector machine (SVM).

Learning Methods

Twelve documents propose the use of these methods, however they are proposed in combination with other more complex methods [12],
[15], [18]-[21], [29], [30], [35], [40] or with classical statistical methods [17].

Bagging Methods

This method builds models by training them a large number of times with various random subsets of the training data. Within these
methods we find the Bagging Decision Tree, or simply Bagging [13], and the Random Forrest (RF). As in the previous case, these
models are not proposed alone but in combination with other models of different types[12], [14], [16], [13], [15], [20], [21], [35].

Boosting Methods

Within these methods we find Extreme Gradient Boosting (XGB), Light Gradient Boosting (LGB), AdaBoost and Categorical Boosting.
Six studies propose the use of these algorithms and, similarly to the previous ones, they are proposed in combination with other methods.
[12], [14], [13], [15], [20], [21].

Simple Neural

Netwotks

These methods generate models that use single hidden layer neural networks such as the Multi Layer Perceptron (MLP), the Extreme
Learning Machine (ELM), or the so-called Autoencoders. Seven documents propose the use of these networks, however, only in three of
them are they proposed as the main predictor [41], [24], [44], in the others they are proposed as part of a base of predictors [18][20][29],
or as mechanisms for pattern extraction before applying the main predictor [26], [24].

Deep Learning

This machine learning method uses at least one deep neural network, that is, a network with several hidden layers, to build the forecast
model. Twenty-three of the thirty-three documents analyzed propose some type of deep learning. Three of them propose the deep neural
network as part of a base of predictors of different types [19][29][35]]; fifteen of them propose it in combination with other simpler
methods [14], [16], [22], [23], [25], [27], [43], [36], [40], [34] or in combination with other deep neural networks [28], [26], [39], [33]
and, finally, five papers propose a single type of neural network as the main predictor [31], [38], [32], [37], [42]. Of note are the studies
that propose the use of multiple neural networks of the same type as “stacking” [22], [23], [31], [42]. Therefore, the tendency to use deep

neural networks when proposing innovative forecasting models is evident.

C. Q3: What Metric Have Been Used to Measure the
Performance of the Proposed Models?

All of the proposed models measure their performance with
at least one of the classic error metrics: Mean Absolute Error
(MAE), Mean Squared Error (MSE), Root Mean Squared Error
(RMSE) and Mean Absolute Percentage Error (MAPE). or its
standardized versions NMAE, NMSE, NRMSE and NMAPE.
Some studies also include among their metrics the coefficient
of determination (R"2) [12][14][22][31]. Two studies also
propose the “Directional statistics” metric [29][24]. Finally,
only one study additionally uses the “Theil coefficient” (TC)
metric.

D. Q4: What is the Performance of the New Proposed Models
in Relation to the Established Models?

All the proposed models report at least the same
performance as the models they take as reference [12], [21].
Some report slight improvements of the order of one or two
percent [33], [32], but the vast majority report significant
improvements that can be of the order of 60 or 70 percent [31],
[27]. However, these results must be taken very carefully since
many proposed models are compared with models very similar
to them, with only slight improvements, while other models are
compared with diametrically different models with very
different logics and methodologies, which make it more likely
large performance differences. Finally, in the documents where
the proposed machine learning models have been compared
with classical statistical methods, the former have been clearly
superior [16], [17], [21], [29], [23], [30], [44], [25], [24], [27].
[43], [36], [41], [42]

E. Q5: What are the New Features or Innovations Introduced
by these Models?
The analyzed documents propose various novelties that we

then classify according to the stage of model development in
which they occur (see Table VII).

F. About the Bibliometric Analysis

1) Publication analysis by keywords: The bibliometric
analysis carried out with the help of the VosWiever and
Bibliometrix software, which have good performance in these
types of research. The search string was used from which 204
articles related to our research topic were obtained.

The Fig. 5 shows the publications by keywords in the
different articles reviewed we can see that the word forecasting
has greater acceptance in the different researches, followed by
deep learning, machine learning, learning systems, etc.

Fig. 6 shows the thematic research groups, which are
related to specific research areas forecasting (yellow), demand
forecasting (blue), machine learning (green) and to a lesser
extent forecasting method (violet).

In Fig. 7, you can see the publication trend according to the
authors' interest in the keywords, with the research using
machine learning algorithms to evaluate the forecast of product
and service demands, followed by deep learning. , forecasting,
among others.

2) Publication trend in different countries: In Fig. 8, it is
observed that there is great interest in different countries in
investigating the chosen topic. Firstly, we see that in Asia
there are more articles published, followed by Australia and
the United States.
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TABLE VII. RESULTS OF THE KEYWORDS CORRESPONDING TO Q5

Keyword Input

The analyzed documents propose the use of various variables for demand forecasting, such as: calendar event
variables [12], [14], [16], variables related to product or service characteristics [16], [35] related variables with
the characteristics of the supply chain [20], [35], [38], variables related to the point of sale [12], [14], [16],
variables related to the climate [14], [15], [18], and economic and financial variables [30], [24]. However, the
most striking novelty in this regard is the successful use of Internet search intensity indices as predictors of
demand, mainly in the tourism sector [22], [23], [44], [24], although it has also been applied successfully in the
B2B manufacturing sector [17]. Another important novelty is the inclusion of spatio-temporal data, mainly from
mobile devices, among the predictor variables of demand in the tourism sector [28], [25].

New related to the variables used

Feature engineering is the phase in building a model in which relevant patterns are extracted from the data to feed
forecasting algorithms. The analyzed documents propose various feature extraction techniques, one of the main
ones is dimensionality reduction, through this procedure, it is identified which of the multiple variables have the
greatest impact on the precision of the model and the influence of the rest is discarded or reduced. . Novel
algorithms are proposed for this purpose such as “particle swarm optimization” (PSO), “recursive feature
elimination”, “extra three” [20] among others [34], simple neural networks are also proposed for this purpose.
such as autoencoders [33], [22] and attention mechanisms [27], [25] and even more complex neural networks
[26], [24].

Another important technique proposed by the models studied is decomposition. This consists of dividing the
original time series into simpler time series. The classic decomposition generates three components called trend,
seasonality and noise. However, the documents studied propose more advanced decomposition techniques such
as “Noise-assisted multivariate empirical mode decomposition” (NA-MEMD), which divides the time series into
a greater number of components according to their behavior on various time scales. [29], or the “Improved
Complete Ensemble Empirical Mode Decomposition With Adaptive Noise” ICEEMDAN) that allows the choice
of a different predictor for each decomposed series according to its degree of complexity [30].

Clustering, which is the automatic grouping of similar data, is another proposed technique. Through this
procedure, the heterogeneity of the data within each cluster is reduced, allowing suitable predictors to be found
for each of them [18], [38], [36]].

One of the most innovative feature extraction techniques is the conversion of time series to equivalent images, in
this way, with the use of convolutional image processing networks, patterns that would not otherwise be possible
can be detected. The importance and effectiveness of this technique can be seen in the documents [28], [39].
Finally, a useful technique in cases where training data is scarce is “transfer learning”. The documents studied
propose several of these techniques to take advantage of the similarity of the product or service of interest with
other products and services that do have abundant data [15], [25], [36], [27].

New in feature extraction

The number of historical data that is introduced into the model and the adjustment of its hyper parameters are two
aspects with a great impact on the accuracy of the forecast and that are usually done manually by the authors. The
documents studied propose, in relation to this aspect, novel algorithms that automate and optimize these tasks.
New regarding the adjustment of the model For the number of historical entries, algorithms such as PSO [20], Principal component analysis (PCA), Effective
time lags, and autoenconders [34] have been proposed. For the automatic adjustment of hyper parameters, the
Bayesian optimization algorithm [25], Firefly algorithm [31] and the Giza pyramids construction algorithm [32]
are proposed.

Finally, the documents studied propose various ways to assemble the various machine learning methods used.
New regarding the assembly of the models One of the most striking is the dynamic ensemble, in which a base of predictors are combined with each other in
a diverse way according to their recent performance. [19], [21]
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G. Proposed Model

As a synthesis of the research findings, a demand
forecasting model is proposed below that takes the most
innovative techniques from the various studies and sectors and
integrates it into a new proposal (see Fig. 9).

The proposed model, in addition to the historical data
represented by the time series, is capable of using other internal
variables, such as data from the point of sale (store location,
promotions, etc.), or external variables such as special calendar
days, economic variables, financial and even internet search
intensity indices (SII). To determine the appropriate number of
historical data to consider in the forecast, optimization
algorithms would be used, after which the time series would be
converted into images for the extraction of features contained

in them. In relation to the other variables, they would be
subjected to dimensionality reduction with coders and attention
mechanisms. Regarding the artificial intelligence methods to
be used, deep neural networks would be used: CNN to extract
patterns from the images and LSTM to make a first forecast
based only on the time series. The error produced by this first
forecast would be used to train a base of ML predictors, both
simple and bagging and boosting, which would have the
mission of relating the internal and external variables from the
encoders with the error produced by the neural networks. The
predictors from this base would finally be dynamically
assembled according to the performance they show, to finally
produce the final forecast. Regarding the adjustment of hyper
parameters of the neural networks, these would also be found
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IV. DiscussioN AND CONCLUSIONS

A. Discussion

Regarding the importance of using “explanatory” variables
in addition to time series, [17] established that the inclusion of
these leads to significant improvements in forecast accuracy.
They proposed a model that adjusts the forecasts obtained
initially by a base predictor, through multiple regressions that
relates this result with external indices related to Internet
search intensity. In agreement with these authors, in [16] a
similar effect of “exogenous” variables was found; the authors
proposed an LSTM network as a base predictor on the
historical data and then adjusted the residuals of this forecast
using RF and variable indices exogenous” such as calendar
events, product characteristics, information about the point of
sale, etc. The model proposed in this study takes advantage of
these findings and follows the scheme: base predictor on
historical data and subsequent adjustment against external
variables. In this way, the predictive power of various external
variables is taken advantage of.

The importance of appropriately selecting the amount of
past data to be considered in the forecast was established by
[20]. These authors indicate that this is not only important to
avoid variable redundancy, but also improves the precision of
the model. Given this, they propose the use of the “particle
swarm optimization” (PSO) algorithm for this task. Similarly,
[34] points out that selecting useful inputs effectively results in
improved forecasting, but they recommend using the “effective
time lags” method for this purpose. In study [21] the authors
propose instead the use of the “False Nearest Neighbors”
method, while in study [27] the authors propose incorporating
the self-selection of historical data into the same architecture of
the deep neural network by adding attention mechanisms.
Within this same line, the model proposed in this study
proposes the use of some of these algorithms, especially the
PSO or the attention mechanisms, to determine the optimal
input of historical data.

Regarding the effectiveness of the conversion to images of
the time series in [45] the authors point out that by converting
to images not only can the patterns between the input data and
the target variable be studied, but this technique allows reveal
the complex relationships of the input variables with each
other, enriching learning. Along these lines, in study [28] the
use of this technique is proposed to extract the patterns of the
spatiotemporal data used, while in [39] the authors go one step
further and not only propose the conversion to images of the
series temporal, but rather they propose the decomposition of
these images for better processing. In accordance with these
studies, the model proposed by this research uses the
conversion of the time series to images to fully exploit the
information contained therein.

The use of the enormous amount of data obtained from the
Internet, such as Sll, complicates the task of selecting the most
relevant variables. To address this, in study [22] the authors
propose the use of autoencoders to automate this task. In study
[7] the authors add that the use of a large number of
independent variables not only makes the model more
complex, but also frequently causes “overfitting” problems and
they propose the use of “stacking autoencoders” to reduce

Vol. 15, No. 3, 2024

dimensionality. Finally, in study [27] they add that multiple
variables require large amounts of data and that the scarcity of
these leads to poor performance models, which is why they
propose implementing attention mechanisms to identify the
most important variables. To avoid these drawbacks generated
by the proliferation of explanatory variables, the model of this
study includes the use of autoencoders for their selection.

The determination of the hyper parameters of the neural
networks is an aspect that significantly affects the accuracy of
the forecast models, however, the choice of these values is
usually done with techniques that are far from being
exhaustive, which is why in [31] The authors propose the
automatic selection of hyper parameters using the “firefly”
algorithm; the precision gained by the model was very
noticeable. The authors of [32] agree that the performance of
deep neural networks is greatly affected by the choice of hyper
parameters, but they propose the “Giza pyramids construction”
algorithm to determine them. Along the same lines [25] finally
proposes a “Bayesian optimization”. The model proposed in
this study, by using two deep neural networks, proposes the
optimization of hyper parameters using one of these
algorithms.

Finally, in study [46] the authors established the importance
of a heterogeneous base of predictors and the effectiveness of
dynamic ensembles of these according to their performance.
The model proposed in that study was compared with others in
[21], managing to surpass all of them in performance. A
similar model, respecting the heterogeneity of the predictors
and the dynamic ensemble, was proposed by study [19] with
similar results. Along the same lines, the model proposed in
this research proposes a heterogeneous base of machine
learning predictors that relate the forecast errors produced by
the neural networks, with the “exogenous” variables selected
by the autoencoder. The heterogeneity of the predictors and
their dynamic assembly ensure superior performance.

In short, the innovations introduced by artificial
intelligence in the construction of demand forecasting models
are broad and varied and impact all phases of the development
of a model. Some of the most striking innovations, such as the
use of images and dynamic assemblies, are part of the model
proposed in this research; however, it is possible to conceive
multiple alternative models with the innovations left aside by
the latter. Future work should explore the effectiveness of the
model proposed in this study and propose new models with the
other innovations identified in the research.

This study provides a broad view on the contributions of
artificial intelligence in the field of demand forecasting in
various sectors. However, it is important to recognize certain
limitations. The articles were restricted to the retail,
manufacturing, tourism and energy sectors, which may have
left out important innovations in other sectors such as the
transportation, logistics and services sectors to name a few.
Furthermore, the collection of studies was based only on a
single, although very recognized and extensive, database:
Scopus, other significant studies on the subject could be found
in other prestigious scientific databases such as Web of
Science. Future research could expand the sectors considered
and the databases used to corroborate and expand our findings.
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B. Conclusions

In this systematic review of the literature, after reviewing
and analyzing the 33 selected articles, the six research
questions were answered. In relation to the first question about
what artificial intelligence models have been proposed in
recent years for demand forecasting, this study determined that
the models proposed have been diverse, highlighting the strong
tendency to propose ensembles of heterogeneous methods, to
use Internet search intensity indices, to use various feature
extraction techniques and to employ deep neural networks
(“deep learning”) in the construction of the models. Regarding
the second question about what problems or challenges of
demand forecasting these proposals try to solve, it was found
that the problem is also diverse, highlighting the complexity of
the data, the scarcity of training data, and the deterioration of
the forecasting models due to the large number of variables
used. Regarding the third question related to the machine
learning methods used, it was found that they are used from the
simplest statistical methods to the most complex deep learning
methods, predominating the use of the latter and the assembly
between heterogeneous methods. In relation to the fourth
question about performance measurement metrics, it was found
that the vast majority of models almost exclusively use various
forecast error metrics. Regarding the fifth question about the
performance of the proposed models, it was found that almost
all documents reported performance equal to or better than the
models taken as reference, and that in all cases the proposed
models had better performance than the statistical methods,
considered classics. Finally, in relation to the innovations
introduced by these models, it was found that this is very
varied, with contributions on the type of data used, the
extraction of characteristics, the type of machine learning
method used, the automation and improvement of the
adjustment of the models and the way to assemble the
predictors. Future studies could focus their attention on
recognized machine learning techniques that do not appear in
the present selection of articles, such as reinforcement learning
and genetic programming, or on sectors not considered in the
present research.
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Abstract—The stock market refers to a financial market in
which individuals and institutions engage in the buying and
selling of shares of publicly listed firms. The valuation of stocks is
influenced by the interplay between the forces of supply and
demand. The act of allocating funds to the stock market entails a
certain degree of risk, while it presents the possibility of
substantial gains over an extended period. The task of predicting
stock prices in the securities market is further complicated by the
presence of non-stationary and non-linear characteristics in
financial time series data. While traditional techniques have the
potential to enhance the accuracy of forecasting, they are also
associated with computational complexities that might lead to an
elevated occurrence of prediction mistakes. This is the reason
why the financial industry has seen a growing prevalence of novel
methods, particularly in the stock market. This work introduces
a novel model that effectively addresses several challenges by
integrating the random forest methodology with the artificial bee
colony algorithm. In the current study, the hybrid model
demonstrated superior performance and effectiveness compared
to the other models. The proposed model exhibited optimum
performance and demonstrated a significant degree of
effectiveness with low errors. The efficiency of the predictive
model for stock price forecasts was established via the analysis of
data obtained from the Nikkei 225 index. The data included the
timeframe from January 2013 to December 2022. The results
reveal that the proposed framework demonstrates efficacy and
reliability in evaluating and predicting the price time series of
equities. The empirical evidence suggests that, when compared to
other current methodologies, the proposed model has a greater
degree of accuracy in predicting outcomes.

Keywords—Financial market; stock future trend; Nikkei 225
index; random forest; artificial bee colony

. INTRODUCTION

Stocks are traded in a public market where companies list
and raise capital by selling shares at set prices. The stability
and security of the stock market are crucial for the functioning
of national economies [1, 2]. The stock market is difficult to
predict since there are a lot of variables at play. Stock
performance is significantly impacted by political uncertainty
that arises from political events [3], [4]. This connection often
occurs as a result of investors' reactions to the policy
uncertainty arising from the course of these events.
Additionally, political developments and uncertainties

influence investors' judgments about market timing and
portfolio allocation across various markets.

Consequently, investors conduct two different kinds of
research before purchasing a company. Fundamental analysis
comes first. Investors consider things including the economy,
industry performance, and the fundamental worth of equities.
Second, investors use technical analysis to examine stock
values and information produced by market activity, such as
historical prices and volume [5]. Research on the conduct and
functioning of stock markets have developed into essential due
to the possible hazards involved [6]. Forecasting changes in
stock prices is one of the most crucial responsibilities in this
respect, as it provides investors with the knowledge they need
to make wise decisions and minimize risks, in addition to
aiding regulators in stabilizing financial markets.

Nonetheless, there can be serious concerns associated with
inaccurate prediction outcomes and mysterious prediction
methods [7]. The high volatility, non-stationarity, and non-
linearity of stock price time series data further complicate the
task of accurately forecasting stock prices in the securities
market. Therefore, to reduce possible hazards, a trustworthy
and persuasive prediction model must be created. It has long
been used to forecast the stock market via the use of traditional
techniques that involve studying fundamental and technical
analysis. The ever-changing and dynamic character of the stock
market presents challenges in conducting analysis.

The aforementioned attributes indicate that traditional
statistical approaches may be inadequate in facilitating a
comprehensive understanding of the stock market. Terms like
artificial intelligence (Al) and machine learning (ML) might be
confusing. The idea of artificial intelligence pertains to a
computer system that can execute jobs that are normally
performed by humans [8]. The notion of ML holds that
computers can learn or make predictions using just their own
experience and training without the need for outside
programming [9]. This means that the system can make
judgments based on information with little to no assistance
from human [8]. Decision trees, first developed in the 1960s,
are among the best techniques for data mining and are
extensively used across many fields [10]. This is due to their
simplicity, lack of ambiguity, and robustness, even when
values are absent. It is possible to employ continuous or
discrete variables as independent or target variables. Two
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approaches to analyzing decision trees can be taken when
dealing with missing data: categorize missing values as a
distinct category that can be examined with the other categories
or use a pre-built decision tree model that sets the variable with
many missing values as a target variable to make a prediction
and replace these missing ones with the predicted value [11].
The random forest technique is used to reduce the overfitting
risk that is often linked to the use of a single decision tree.
Multiple decision trees are trained as part of the ensemble
learning approach known as the random forest algorithm. The
output of each tree is aggregated to determine the ultimate
result of the algorithm [12]. Every decision tree produces its
output on its own, and for regression tasks, the final prediction
is derived from the average of the replies. The concept of
random forests was first introduced by Breiman [13]. The
model used by Oyebayo Ridwan Olaniran et al. [14] was
utilized for high-dimensional categorization of genomic data.
This model was used by Antoine Gatera et al. [15] to predict
traffic accidents.

The integration and use of optimizers in conjunction with
the chosen model have led to improvement in research
outcomes, resulting in heightened accuracy of the obtained
data. As a result, many optimization techniques, namely ant
lion optimization (ALO) [16], grey wolf optimization (GWO)
[17], battle royal optimizer (BRO) [18], mouth flame
optimization (MFO) [19], Biogeography-based optimization
(BBO) [20], Artificial bee colony (ABC) [21] have been
presented. A mathematical model for resolving optimization
issues that is based on studying and imitating the patterns of
real bee foraging behavior is called the ABC algorithm. Three
categories of honey bee agents work for the ABC in the
colony: scouts, observers, and hired bees. In the ABC
algorithm, there are two groups of bees with an equal number
of bees each. One-half of them are called working bees, while
the other half are called observer bees. The position of the food
supply for the bee is seen as a solution in the ABC that needs
its parameters optimized. The objective function of a problem,
which is equivalent to the fitness value of the solution, is
connected to the quality of the food supply. Put another way,
locating the best answer is akin to the process of foraging used
by bees to identify a quality food supply. The ABC algorithm's
specifics are as follows. The first solutions are created at
random and used by the bee agents as their food supply
locations. Following initiation, the bee agents go through three
main cycles of iterative changes: choosing viable solutions,
updating the feasible solutions, and avoiding less-than-ideal
solutions. The main contributions of the study are as follows:

e This research paper presents an innovative predictive
model that combines the random forest and artificial
bee colony algorithms. By capitalizing on sophisticated
machine learning algorithms, the suggested model
enhances the dependability of stock market forecasts
through the reduction of error rates and the
improvement of prediction accuracy.

e Due to the empirical validation of the proposed model
using Nikkei 225 index data spanning a significant
period of time, comparisons across various market
conditions are limited. Through a comprehensive
analysis of the model's performance across diverse

Vol. 15, No. 3, 2024

dynamics, this study offers significant insights into its
efficacy and resilience. This particular facet contributes
to the overall comprehension of stock market prediction
models based on machine learning and increases their
practicality in real-life situations.

e The research’s emphasis on assessing the vulnerabilities
of models and rectifying shortcomings in
interpretability, feature engineering, and external
validation is of paramount importance in furthering the
domain of stock market forecasting. Through a
methodical examination of these deficiencies, the study
makes a valuable contribution to enhancing the
dependability and practicality of forecasting techniques
that rely on machine learning.

The research assessed the reliability of various models,
including RF, BRO-RF, and MFO-RF. The model selected for
this article is ABC-RF recognized for its superior performance.
Subsequently, the following section thoroughly examines all
pertinent components of the investigation. Numerous analytical
methods, including the RF model, assessment metrics, and
optimizer approaches, were used to examine the data. The
study's findings are presented and compared with those
obtained using alternative methods in the third section. The last
section offers a concise review of the findings of the research.

Il.  LITERATURE REVIEW

In recent times, there has been an increasing inclination
towards utilizing machine learning algorithms for the purpose
of forecasting stock market trends, with the intention of
leveraging forthcoming price fluctuations and augmenting
investor profitability. Agrawal [22] presented a stock market
prediction system that employs nonlinear regression techniques
based on deep learning. By conducting experiments on a wide
array of datasets, such as ten years' worth of Tesla stock price
data and data from the New York Stock Exchange, Agrawal
establishes that the proposed method outperforms conventional
machine learning approaches [22]. The methodology proposed
by Petchiappan et al. [23] for forecasting the stock prices of
media and entertainment companies substantially advanced this
field of study. By employing machine-learning methodologies,
particularly logistic and linear regression, they successfully
construct a resilient prediction system tailored to the industry.
Through a meticulous analysis of stock price data obtained
from reputable media sources, their model provides investors
with invaluable insights regarding profit optimization and loss
mitigation. Petchiappan et al. [23] establish the effectiveness of
their methodology by conducting extensive experiments, with a
specific focus on its superiority in comparison to conventional
approaches. Predicting stock market fluctuations remains a
complex and demanding undertaking within the field of
finance, owing to the ever-changing and multifaceted
characteristics of stock prices. Sathyabama et al. [24] employ
machine learning algorithms to forecast stock market
transactions as a means of surmounting this obstacle. The
research conducted by the authors’ places considerable
emphasis on the impact that news and other external variables
have on stock market trends. Moreover, this emphasizes the
criticality of precise prognostic models in efficiently
controlling market volatility. Sathyabama et al. [24] contribute
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to the existing body of knowledge by introducing an improved
learning-based approach that integrates a Naive Bayes
classifier. Menaka et al. [25] made a scholarly contribution to
this domain by conducting an exhaustive examination of
machine learning algorithms that are employed in the
prediction of stock prices across various stock exchanges.
Menaka et al. [25] emphasized the adaptability of various
machine-learning methodologies to construct accurate
prediction models. These methodologies comprised boosted
decision trees, support vector machines, ensemble methods,
and random forests. To tackle the distinct obstacles presented
by abrupt and capricious market fluctuations, Demirel et al.
[26] directed their examination toward the companies
comprising the Istanbul Stock Exchange National 100 Index.
An assessment was made of the predictive performance of
Support Vector Machines, Multilayer Perceptrons, and Long
Short-Term Memory using daily data spanning a period of nine
years [26]. The investigation of stock market forecasts
continues to be substantial, given its extensive ramifications for
international financial markets, shareholders, and enterprises.
To tackle this obstacle, Tembhurney et al. [27] performed a
comparative analysis of the performance of machine learning
algorithms in forecasting the Nifty 50 stock market index.
Tembhurney et al. [27] utilized the Python programming
language to implement the Support Vector Machine and
Random Forest algorithms for the purpose of training models
with historical stock market data.

The effectiveness of machine learning algorithms in
predicting stock market trends is illustrated in the literature
review, which stands in contrast to traditional approaches.
However, there are still notable shortcomings that persist.
These include the lack of thorough examination of how models
can be interpreted, the neglect of feature engineering, the
dearth of external validation, and the inadequate evaluation of
dynamic market conditions. Furthermore, there are limited
comparisons made across different market conditions, and the
assessment of model risks is insufficient. It is critical to address
these deficiencies so as to enhance the reliability and
applicability of machine learning-based stock market
prediction models. Consequently, additional research is
necessary to focus on the creation of models that are intuitive,
robust, and adaptable, incorporating comprehensive risk
assessment frameworks and capable of modifying to changing
market conditions. This article focuses on the application of
innovative approaches, particularly the combination of the
random forest methodology and the artificial bee colony
algorithm, to enhance the precision of stock market predictions
in order to fill the deficiencies identified in the literature
review. Additionally, the research improves the evaluation of
model risks and addresses the scarcity of cross-market
comparisons through an examination of Nikkei 225 index data
spanning a significant period of time, from January 2013 to
December 2022. In order to improve the dependability and
practicality of machine learning-driven financial market
forecasting, the objective of this study is to develop a stock
market prediction model that is more intuitive, robust, and
flexible.
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Ill.  METHODS AND MATERIALS

A. Random Forest

Random forest regression is a kind of regression approach
that is based on machine learning [28]. The RF algorithm, as
described by Breiman [13], employs ensemble learning to
enhance prediction accuracy by integrating multiple trees. This
non-parametric data mining technique is capable of handling
non-linear and non-additive relationships by utilizing recursive
partitioning of the dataset to investigate the associations
between a response variable and predictor variables, as
highlighted by Wiesmeier et al. [29]. The fundamental
constituent of RF is the decision tree, whereby the aggregation
of numerous decision trees is used to mitigate the potential
issue of over-fitting, as shown in Fig. 1. The training procedure
for several decision trees is conducted in parallel, with each
tree exhibiting modest variations owing to the incorporation of
a random process inside the algorithm [30]. The RF technique
additionally offers the projected significance of input
parameters used in constructing the model.

The mean square error for an RF may be found using the
following equation:

MSE = <3, (E) (Fi — Yi)b? 1)

B. Battle Royal Optimizer

The process of identifying the most optimal solution among
a set of feasible alternatives for a particular issue is sometimes
referred to as optimization [18]. Optimization algorithms play a
crucial part in several technical and commercial applications.
Over the past few years, several optimization issues have been
addressed via the use of metaheuristic algorithms, which draw
inspiration from Darwin's theory of evolution [31]. Several
algorithms, such as the gravitational search algorithm (GSA)
[32] and water evaporation optimization (WEO) [33], draw
inspiration from principles in physics. All algorithms aim to
strike a delicate equilibrium between the processes of
exploitation and exploration. In the year 2020, T.R. Farshi
developed an optimization method known as BRO, which
draws inspiration from the game strategy used in battle royale
video games. The BRO starts by initializing a population with
random individuals that are evenly distributed over the given
spatial domain. Subsequently, every soldier or player employs
a weapon to engage in combat by discharging projectiles at the
closest adversary. The soldier who has a more advantageous
position inflicts harm on another soldier. Furthermore, it is
possible to represent all of these concepts numerically:

Xama = Xama + r(Xb,d - de,a) 2

where, r is a randomly produced number that is spread out
evenly in the range [0,1] and X,,, 4 is the place of the hurt man
in the d-dimensional space.

If a wounded soldier is still able to inflict harm on his
opponent, the damage is reset to zero in the subsequent round.
To provide improved exploration and convergence, a soldier is
randomly regenerated from the probable issue space once their
damage surpasses the threshold amount.

Xam =0 3)
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The returning soldier from a fatal combat zone is shown as:

Vol. 15, No. 3, 2024

Xama =17q — Ig) + 14 (4)

Training Data

sample and feature bagging

e S

mean in regression or majority vote in classification

Fig. 1. The random forest's architecture.

where ,u,; and I; represent the dimension's upper and
lower bounds, respectively. The search space continues to
shrink in the direction of the optimal answer with each
repetition. The quantity of iterations is associated with certain
iteration as:

delta = log 10( maxcircle )
delta ) (5)

2

delta = delta + round (

where, maxcircle denotes the highest generation count.

Updates are made to the upper and lower boundaries as:
Ug = Xbes,d + SD(Xd)
Id =Xbes,d —SD(Xd) (6)

The standard deviation of the whole population in
dimension d is represented by SD(X,;). The tuning of the
random forest hyperparameters and the optimal values that
were discovered through the use of the BRO optimizer are both
detailed at the beginning of Table .

TABLE I. HYPERPARAMETERS SETTING USING THE BRO ALGORITHM
Random Forest BRO

Max depth [10, 100, None] 60

Max features [auto and sqr] auto
Min samples leaf [1,4] 2

Min samples split [2, 10] 3

Random state [4,24, 42, 64, 88] 24

Numbers of estimators [200, 2000] 500
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C. Moth-flame Optimization

In 2015, S. Mirjalili presented the stochastic optimization
technique known as MFO [19]. Moths fly a great distance in a
straight line by maintaining a constant angle concerning the
moon. Nevertheless, the moth eventually converges on the
artificial light after being caught in a spiral route around it [34].
By mimicking the moths' logarithmic spiral movement above
the flame, the MFO algorithm determines the best solution. In
the search space, a haphazard group of moths is first
established. Their locations are updated in a spiral pattern
concerning the flame, taking into account that the moth's
movement should not be beyond the search space. It is possible
to imagine that the moths are moving in all directions in a
hyper ellipse around the flame. Each moth's location is updated
in relation to its associated flame because the algorithm
becomes stuck in local optima as a result of the moths'
migration towards it. This lowers the likelihood of local optima
stagnation and causes each moth to travel around distinct
flames [34]. Every time the algorithm iterates in search of the
optimal solution, the flame location is likewise changed,
enhancing its exploration potential. Moths' migration to various
flame positions in search space increases the degree of
exploration but also reduces the capacity for exploitation.
Finding a balance between exploitation and exploration is the
primary goal of every optimization method. To increase the
algorithm's exploitation potential, an adaptive approach for
calculating the amount of flames is suggested. Throughout the
iteration, the number of flames is adaptively reduced to
guarantee that the moth adjusts its location to match the best-
updated flame in the final set of iterations [34]. MFO is often
used as:

Vol. 15, No. 3, 2024

[5‘11 512 Sl,h]
5‘21 5‘22 SZ,h
=] : oo | (8)

Tl

In the current context, the variable "h" denotes the number
of dimensions, whereas the variable "a" indicates the number
of moths.

The process of global optimization is carried out via the use
of the three-step MFO technique.

MFO = (I,F,T) ©)

The term "function” refers to a mathematical concept that
describes the relationship between a set of The letter "I" is used
to represent a distinct mathematical function, while the sign
"F" is used to describe the flight trajectory of a moth as it
explores its surroundings in pursuit of appropriate habitat.
Furthermore, the sign T is used to denote the specific factors
that dictate the cessation of the moth's flight.

X, =t(C,S;) (10)

The formula used in this particular situation incorporates
the twisting function, written as t, the quantity of the i-th
moths marked as C;, and the quantity of the j-th flames
designated as S;.

S(C.,S;) = Z; - ePt - cos(2mt) + S; (11)

the variable Z; denotes the spatial distance between the
moth and the flame. The parameter b is a constant within the
scope of this research. Furthermore, the variable t represents a

[€O011 COip - o COyp) stochastic quantity drawn from the closed interval [-1,1].
C021 C022 COZh
M= : i i i @) Zi = |S; - X;| 12)
[C(;a ) C()Ea ) COEn hJ ) A description of the _tuning of the randor_n forest
) , , yperparameters and the optimal values that were discovered
through the use of the MFO optimizer can be found in Table II.
TABLE II. HYPERPARAMETERS SETTING USING THE MFO ALGORITHM
Random Forest MFO
Max depth [10, 100, None] 50
Max features [auto and sqr] auto
Min samples leaf [1,4] 1
Min samples split [2,10] 4
Random state [4, 24,42, 64, 88] 64
Numbers of estimators [200, 2000] 200

D. Artificial Bee Colony

The ABC strategy, presented by Karaboga and Basturk
[21], is a meta-heuristic optimization method that operates on a
population-based approach. The modification mentioned in
reference [35] is especially intended for discrete optimization
situations. The ABC algorithm is derived from the fundamental
search concepts that are based on the intelligent foraging
behavior shown by honeybee swarms. The algorithm
categorizes foraging bees into three distinct groups based on

their behavior and responsibilities: employed bees, observer
bees, and scout bees. Bees’ exhibit collective organization to
optimize the accumulation of nectar, which serves as their
primary energy source, inside the food storage located in their
hives, as seen in Fig. 2. This is achieved via the use of suitable
division of labor strategies [36]. The foraging bees are in
charge of taking advantage of food sources by collecting and
transporting them back to their hives, often exploring sites that
other foragers have previously visited. The observer bees
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situated inside their hives acquire knowledge of the foraged
food sources via the communication of employed bees, which
is conveyed through their dance behavior upon returning to the
hives. Subsequently, the observer bees choose to visit the food
sources based on the perceived quality of those food sources,
as shown by the length of the dances performed. The scout

Vol. 15, No. 3, 2024

bees explore novel food sources by venturing in a direction that
is chosen randomly, as the summary of this process is shown in
Fig. 3. The scout and observer bees are often denoted as
unoccupied bees, undergoing a transformation into occupied
bees subsequent to their identification of a novel food source
during their foraging activities [36].

Onlookers

Hives

Fig. 2. The artificial bee colony optimizer's operational mechanism.

|

Initialization of food position by random, orthogonal and

chaotic method

:

Nectar amount caleulation

!

Is all onlookers
distributed?

Paosition of best food source is
memorized

l

Findig of abandoned food source

'

New position found for exhausted food
souree

Yes

Final food position

«»

Determine new food position for the employed bees

:

Nactar amount calenlation

Determine new food position for he
onlooker bees

Food source for onlooker is selected

Onlooker Bee

Scout Employed
Bee bee

Fig. 3. Flow diagram of ABC.
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The initial food sources are expressed by applying a
random solution vector boundary value.

X = x],min + rand (0,1)(35]_"“196 _ xjmin) (13)

where, j =1,..D,SN, and i = 1,...SN. D represents the
parameters that need to be optimized, SN is the number of
solutions, and xjmi" and x;j"** denote the lower and upper
bounds of the j th parameter, respectively. Once the food
sources have been started, the fitness value of each will be
determined using the following formula.

1
fit =——
13 1+obj-fun;

(14)

where, obj - fun; indicates the intentional action. SN
provides precisely the same number of working bees and
observers as there are answers. A single food source is equal to
one active bee. Working bees and observers search for nearby
food sources and adjust their location depending on the

Vol. 15, No. 3, 2024

Uij =xij +rij(xij—xkj) (15)

where, j, k, and S are randomly selected, and k, i, and r;;
are random integers in the range [—1,1]. It's used to manage
various communities and recalculate the fitness value of the
new solution to see which of the v;; and x;; fitness values are
bigger. Fitness is a particular probability that observer bees
consider when choosing food sources, and they calculate it
using the following formula.

= _Jin
TN, fitn

where, the quantity of nectar in the relevant food supply is
related to fit;, the fitness value of the solution. The hired bees
will turn into scout bees and go on a haphazard quest if they
investigate the available food supply for longer than the upper

limit. Using the ABC optimizer, the optimal values for the
random forest hyperparameters were determined, and Table Il

pi (16)

following equation to come up with fresh solutions. provides a  description  of the tuning  process.
TABLE IlIl.  HYPERPARAMETERS SETTING USING THE ABC ALGORITHM
Random Forest ABC
Max depth [10, 100, None] 80
Max features [auto and sqr] auto
Min samples leaf [1,4] 2
Min samples split [2,10] 2
Random state [4, 24, 42, 64, 88] 42
Numbers of estimators [200, 2000] 300

IV. GATHERING AND PREPARING DATA

Several factors should be considered while doing a
comprehensive examination of a company, including the
trading volume and the Open, High, Low, and Close (OHLC)
prices for a certain period of time. Data on the Nikkei 225
stock performance from the start of 2013 to the end of 2022
was acquired for this particular research. The dataset included
details on the OHLC prices and trading volume for each day
throughout the specified time frame. An extensive examination
of the data landscape was conducted as part of the first step to
spot any anomalies, outliers, or discrepancies that might cast
doubt on the accuracy of the findings. The dataset was cleaned

30000 Train
Test
25000
[«B]
wn
© 20000
(@)
15000
10000

and prepared many times after the research was finished.
Scaling and normalizing were only two of the numerous
methods used in the procedures to reduce error rates and
encourage consistency in the training outputs. To maximize the
models' functionality, two sets of prepared data were made. As
observed in Fig. 4, a partitioning method was used in this
study, allocating 80% of the dataset for training and the
remaining 20% for validation and testing. The main objective
of this division was to strike the ideal balance between the need
for a sizable amount of data to train the model and the demand
for a vast and unknown dataset to perform extensive testing
and validation.

2013 2014 2015 2016

2017 2018 2019 2020 2021 2022

Date

Fig. 4. Splitting data into testing and training sets.

163|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

V. ASSESSMENT METRICS

The evaluation of the accuracy of the future forecast was
conducted by using a variety of performance measures. The
carefully chosen metrics provide a thorough evaluation of the
reliability and precision of the predictions. Various factors
were taken into account throughout the evaluation process. The
mean absolute percentage error (MAPE), mean absolute error
(MAE), coefficient of determination (R?), which measures the
proportion of the dependent variable's variability that can be
explained by the independent variable, and mean square error
(MSE) is employed to calculate the average absolute
discrepancy between the predicted and observed values. These
strategies provide valuable help and significantly enhance the
process of assessing the accuracy of forecasting models.

n —9:)2
R? = 1_2l=1(y—1y‘) (17)
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1 n . .
MSE = <3i_, (k) (Fi — Yi)b? (18)
MAE — Zi:lli‘:i_yil (19)
1 i~y
MAPE = (-3, |yy—y|) x 100 (20)

VI.

A. Statistic Values

This inquiry phase includes Table 1V, which offers a
comprehensive description of the statistical data in the dataset.
The information is easier to grasp when the OHLC price and
volume statistics are included in the table. To conduct a
comprehensive and precise examination of the data, statistical
metrics like as the count, mean, minimum, maximum, standard

RESULTS AND DISCUSSIONS

Y, 0i-9)? deviation (Std.), 50%, and variance may be used.
TABLE IV. A STATISTICAL SUMMARY OF THE CONCERNED DATA SET IS PROVIDED
count mean Std. min 50% max variance
Open 2442 20813.83 4765.013 10405.67 20538.9 30606.15 22705344
High 2442 20926.76 4777.106 10602.12 20632.72 30795.78 22820737
Low 2442 20690.79 4748.074 10398.61 20451.26 30504.81 22544211
Volume 2442 3730.003 1985.287 0 3180 19840 3941363
Close 2442 20812.22 4763.784 10486.99 20559.85 30670.1 22693641
VII. COMPARE AND ANALYSES study's cornerstones. The primary objective is to provide
Thi hs ori biective is to identi q analysts and investors with valuable insights to enable them to
the b 'St risegr% S IP”'T‘%W OfJeC |tve kls 0 1gen 'fé’. aﬁ['? as§re§s make informed and prudent investment choices. The
€ i €s fyf I atgorl md Ior sdoc dprlce pre '%'0”: ?c performance of each model is thoroughly analyzed in Fig. 5, 6
;:r:ea 1on Of ct>reca_s ]L?g mode St ank a Ee{)tcon;pre ensmnﬂ? and Tables V and VI. A comprehensive evaluation of each
e many factors influencing stock market trends serve as the model's efficacy is also provided.
TRAIN
R MAPE MAE MSE
Fig. 5. The suggested model's training outcomes for the R, MAPE, MAE, and MSE.
TEST
R2 MAPE MAE MSE
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Fig. 6.

The suggested model's testing outcomes for the R, MAPE, MAE, and MSE.
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TABLE V. AN ESTIMATE OF THE MODELS' ASSESSMENT RESULTS
TRAIN SET TEST SET
R? MAPE MAE MSE R? MAPE MAE MSE
RF 0.974 224 415.17 278883 0.972 0.55 153.92 36337
BRO-RF 0.983 1.90 354.19 181946 0.979 0.45 124.67 26519
MFO-RF 0.987 1.73 295.96 137611 0.981 0.42 118.58 23969
ABC-RF 0.991 1.50 270.41 99445.4 0.985 0.39 108.74 19908
TABLE VI. AN ESTIMATE OF THE MODELS' ASSESSMENT RESULTS FOR THE S&P 500 INDEX
TRAIN SET TEST SET

R? MAPE MAE MSE R? MAPE MAE MSE
RF 0.9656 3.42 85.38 9273.03 0.9653 111 46.57 3177.56
BRO-RF 0.9833 242 53.69 4491.54 0.9805 0.74 30.27 1782.87
MFO-RF 0.9794 191 48.53 5554.27 0.9776 0.80 33.16 1970.73
ABC-RF 0.9907 1.90 45.84 2491.17 0.9885 0.59 24.32 1050.46

Four commonly used metrics were employed to evaluate
the data analysis: MSE, MAPE, MAE, and RZ. It is generally
agreed upon that the aforementioned metrics provide a
thorough evaluation of the overall efficacy, accuracy, and
reliability of the analysis. The RF model's efficacy has been
evaluated using the MAE, MSE, R?, and MAPE criteria, both
in the presence and absence of an optimizer. It will be able to
get a better grasp of the model's functionality via this approach
and provide opinions based on the information it has gained.
After analyzing the training and test sets, it was seen that in the
absence of the optimizer, the RF model produced R? values of
0.974 and 0.972 for the training and testing sets, respectively.
In comparison, the MAE values for training and testing were
415.17 and 153.92, while the MSE values were 278883 and
36337. The MAPE values for the training and testing sets were
2.24 and 0.55, respectively. Using optimizers significantly
boosted the RF model's efficiency. The results of using the
BRO optimizer have been significantly improved, as can be
seen by looking at the drop in the MAPE value to 1.90 for the
training dataset and 0.45 for the testing dataset, as well as the
R? values for training and testing were 0.983 and 0.979 for
MAE and MSE values, which fell to 354.19 and 181946 for
training and 124.67 and 26519 for testing. The MFO-RF model
performed better than the BRO-RF model, according to a
comparative study that was done between the two models.
During training and testing, the MFO-RF model's R? values
were determined to be 0.987 and 0.981, respectively. It's
important to understand that the MSE values for training and
testing dropped to 137611 and 23969. The MAE and MAPE
values also decreased to 295.96 and 1.73 for training and
118.58 and 0.42 for testing, respectively. The results of this
research show that the MFO-RF model performs better than the
BRO-RF model in terms of efficacy. The noteworthy R? values
of 0.991 and 0.985 obtained during training and testing,
respectively, illustrate the efficacy of the ABC-RF model. The
ABC-RF model performed better than the other models; it
showed the lowest MAPE values, 1.50 for training and 0.39 for
testing, and MAE values, which dropped to 270.41 for training
and 108.74 for testing, and MSE value for testing was 19908.
The findings described above indicate the high degree of

accuracy and dependability that the ABC-RF model exhibits,
proving its usefulness for the intended purpose.

In comparison to the RF, BRO-RF, and MFO-RF models,
the ABC-RF model consistently achieves the highest scores or
lowest error values across all evaluation metrics, including R?,
MAPE, MAE, and MSE. The consistent pattern observed
highlights the ABC-RF model's exceptional predictive
accuracy and capacity for generalization. Significantly, the
superiority in performance of the model persists from the
training set to the test set, suggesting that it is resistant to
overfitting. The robustness of the ABC-RF model indicates that
it effectively captures latent data patterns and relationships,
resisting the influence of noise. As a result, its capability to
generalize to unseen data is enhanced. Moreover, the efficacy
of the ABC-RF model in various market environments is
apparent, as evidenced by its performance on both the S&P 500
and Nikkei 225 indices. This implies that the performance of
the system is not limited to particular datasets or markets, but is
rather a result of its rigorous optimization and modeling
methodology. The application of the Artificial Bee Colony
optimization method almost certainly plays a substantial role in
the superior performance of the ABC-RF model. This
optimization method has gained recognition for its
effectiveness in investigating search spaces and identifying
solutions of superior quality. It has the potential to surpass the
methods utilized in BRO-RF and MFO-RF. Furthermore,
ABC-RF achieves an admirable equilibrium between intricacy
and efficacy, as demonstrated by its reduced error metrics and
increased R"2 values in comparison to alternative models. This
suggests that the model effectively utilizes the benefits of
Random Forests while simultaneously optimizing parameters
to reduce errors and improve predictive precision. In brief, the
ABC-RF model exhibits several advantages over its
competitors (RF, BRO-RF, and MFO-RF): superior predictive
accuracy, robustness against over fitting, consistency across
diverse market indices, efficient optimization, and the capacity
to strike a balanced equilibrium between complexity and

performance. The results of this study highlight the
effectiveness of utilizing the Artificial Bee Colony
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optimization method to enhance the performance of Random
Forest models when attempting to forecast stock prices.

Extensive research has shown the dependability of the
ABC-RF model as a reliable instrument for accurately
forecasting stock prices. By comparing the Nikkei 225 index
curves with the analogous curves shown in Figs. 7, 8, one may
assess the efficacy of the model. The ABC-RF model performs
better than models like RF, BRO-RF, and MFO-RF when it
comes to stock price forecasting. The ABC-RF model
combines the random forest with the artificial bee colony
technique to estimate stock prices, according to a thorough
analysis of the model's efficacy. The RF technique lowers

Vol. 15, No. 3, 2024

stock price volatility and improves the accuracy of future trend
estimates, both of which boost the accuracy of the model. One
of the characteristics that distinguished the ABC-RF model
from the others was its ability to learn from previous datasets.
A model has to be able to learn from prior datasets and adjust
its projections in response to changing market circumstances to
predict stock prices with any level of accuracy. In conclusion,
due to its accuracy, reliability, and ability to draw conclusions
from historical datasets, the ABC-RF model is a highly helpful
tool for stock price prediction. For those looking to conclude
profitable stock market trades, it is the preferred option because
of its utilization of the RF algorithm and ABC optimizer, as
well as its adaptability to shifting market circumstances.

275001 —— Actual data
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Fig. 7. The forecasting graph created during the training phase by using the ABC-RF approach.
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Fig. 8. The forecasting graph created during the testing phase by using the ABC-RF approach.
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VIII. CONCLUSION

The stock market exhibits a significant degree of volatility.
Nevertheless, it provides investors with significant potential to
increase the value of their investments. One approach to do this
is by using various visual aids such as charts, graphs, and
balance statements of corporations. Alternatively, individuals
have the option to use a Machine Learning Algorithm to do the
task on their behalf. The model has the capability to efficiently
analyze historical data, trend lines, charts, and other relevant
information and provide informed recommendations for future
actions. Machine Learning technology has been deemed
groundbreaking and has shown its efficacy for several
investors. The multitude of complex aspects that influence
stock price prediction may make the development of reliable
and accurate prediction models difficult. A deep
comprehension of the non-linear and volatile aspects of the
market is necessary to provide reliable projections. Fortunately,
the ABC-RF model provides a workable solution to these
problems and has shown to be very accurate and reliable. This
research evaluated the performance of many stock price
prediction models, including RF, BRO-RF, and MFO-RF. The
RF parameters were optimized using hyperparameter
optimization methods, such as BRO, MFO, and ABC.

Nevertheless, the ABC optimizer approach produced
superior outcomes when paired with RF. The dataset utilized in
this analysis consisted of OHLC price and volume data for the
Nikkei 225 index from the beginning of 2013 to the end of
2022. The experiment's findings show how accurate and
dependable the ABC-RF model is in estimating stock values.

e As part of the research process, a comparison study
with several other models was carried out to evaluate
the accuracy and predictive potential of the ABC-RF
model. Based on the data gathered, it can be said that
the ABC-RF model consistently performed better than
the other models. The calculated R? score of 0.985
shows how accurate the prediction models are. The
model's predictions seemed to be quite accurate, with an
observed MSE score of 19908 and an MAE value of
108.74 throughout the testing process. With a 0.39
MAPE score, the model showed a constant capacity for
generating trustworthy forecasts. The ABC-RF model
demonstrated greater accuracy and effectiveness in
relation to the other models being studied.

The ABC-RF model provides investors with valuable
insights to facilitate educated investing decision-making and
serves as an effective instrument for stock price prediction. The
study is limited by its use of historical data from the Nikkei
225 index, which may not capture all important market
conditions or unexpected events. As a result, the conclusions
may not be applicable to other markets. In addition, although
the suggested ABC-RF model exhibited improved
performance, its intricacy may impede comprehensibility for
investors lacking extensive knowledge in machine learning,
presenting obstacles for practical use. The model's assumptions
of stationarity may not adequately account for the non-
stationary characteristics of stock market dynamics, which
could lead to a decrease in its accuracy when anticipating
abrupt shifts or structural changes. Furthermore, the utilization
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of the model may be hindered for certain users due to the
excessive computational resources and time needed,
particularly when dealing with extensive datasets. Despite
attempts to optimize parameters, there is still a possibility of
overfitting, which highlights the need for rigorous validation
methodologies and additional testing on out-of-sample data.
Ultimately, the accuracy of the model's predictions can be
affected by external factors like geopolitical events or market
shocks, which are difficult to adequately include, thereby
compromising its reliability and robustness. Subsequent
research endeavors may include the following: expanding the
scope of the study to encompass diverse markets in order to
evaluate the adaptability of the ABC-RF model; enhancing the
interpretability of the model for non-expert users; investigating
dynamic modeling approaches to more accurately capture
market fluctuations; optimizing computational resources and
scalability; integrating risk management techniques;
investigating ensemble learning methods; and designing
mechanisms to provide real-time forecasts and updates. The
aforementioned endeavors seek to improve the model's
capacity to generalize, be utilized, be accurate, and be robust.
As a result, they support well-informed investment decision-
making and tackle the ever-changing complexities of the
financial markets.
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Abstract—Accidents are one of the major causes of injuries
and deaths worldwide. According to the WHO report, in 2022 an
estimated 1.3 million people die from road accidents. Driver
fatigue is the primary factor in these traffic accidents. There are
a number of studies presented by previous researchers in the
context of driver’s drowsiness detection. The majority of earlier
strategies relied on image processing systems that used
algorithms to identify the yawning, eye closure, and eyebrow of
the driver taken from the live video camera. One of the major
issues of the previous studies was the delay in detection time and
dataset. These studies used physical sensors for monitoring the
driver’s behavior causes in delay time of detection. In this
article, a deep learning approach is used to provide a continuous
strategy for detecting driver’s drowsiness using an efficient
dataset. The trained algorithm is employed on the video taken
from the live camera to extract the driver's facial landmarks,
which are subsequently processed by a trained algorithm to
provide results. The dataset used for training the CNN algorithm
is consisting of 2904 images taken from various subjects under
various driving circumstances. The data is preprocessed by
different methods including statistical moments, CNN filters,
frequency vector determination and position Incidence vector
calculation. After training the algorithm the feature-based
cascade classifiers files are used to recognize the face from the
real-life scenario using the live camera. The accuracy of the
purposed model is 95%, which is the highest of all the purposed
models, based on data gathered from different kind of scenarios.

Keywords—Drowsiness detection face detection; eye detection;
yawn detection; deep learning; convolutional neural network;
electroencephalograph; eye aspect ratio

. INTRODUCTION

There are a number of deaths are caused by road accidents
every year. Technology plays a vital role in every field of life
[1] [2]. Computational and statistical studies are also
participating in the scenario of drowsiness detection which is
one of the major causes of these accidents. Drowsiness can't
be directly seen; therefore, we must make predictions instead.
According to the report of WHO each year almost 1.3 million
people lost their lives due to road accidents [3]. Traffic
accidents are becoming more frequent as a result of drivers'
less supervision of their vehicles which is a serious issue in
society. The majority of these road accidents are caused by the
driver's health, and 30% of them are brought on by driver
fatigue. In this scenario, it is very important to use specialized
methods to monitor the driver's driving behavior and warn him

when they seem to be falling asleep. Lack of sleep, sleep
disorders, alcohol use, and continuous driving are some of the
main causes of sleepiness. If drowsiness can be predicted, it
would undoubtedly save many lives that would otherwise be
lost in fatal car accidents. Measurements of driver tiredness
and distraction detection are crucial components of a driver
monitoring system. Drowsiness detection fundamentally
involves tracking a driver's actions, such as their acceleration,
braking, steering, and pedal movement. The signs of tiredness
in a driver, on the other hand, include eye movement [4],
facial expressions [5], heart rate, breathing rate, and brain
activity. The most useful element for determining a driver's
drowsiness is their facial expressions. The three main methods
of determining facial expressions are image processing [6]
methods, artificial neural network (ANN) techniques [7], and
electroencephalography (EEG) [8] approaches. For the
detection of image-based approaches, template match image-
processing and yawn-based techniques are also beneficial.
These are image-processing-based computer  vision
algorithms. Mostly used computer vision methods for
detecting driver sleepiness use the driver's head motions [9]
and facial expressions, such as blinking eyes [10].

The purpose of the proposed study is to develop a state of
the art research for detecting the driver’s behavior to avoid
road accidents. In previous studies there are the problems of
continuous face detection. As driver pass from various
circumstances and positions while driving. The previous
studies fail to detect the drowsiness under various
circumstances of face conditions. This study aims to cover the
loophole of the delay time in detection using state of the art
Deep-CNN approach with an efficient dataset. Most of the
studies presented in the past only detect drowsiness. The
proposed study detects and alarms the driver if he is drowsy.
The proposed research used the Convolutional neural network
(CNN) approach to create the drowsiness detection model
using a big dataset of images consists of 2904 images of
various people under various circumstances of driving
behaviors. Eye blink ratio (EAR) is the key factor of detection.
The Viola Jone method is utilized for the detection of face in
the live camera approach. The video frames of the extracted
live camera videos are passed through CNN trained algorithm
and system shows a continuous detection without time delay.
As well as the system, is not bounded with the hardware
(sensors) problems. As in the previous study the sensors are
used to detect the driver’s face conditions, movements and
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behavior. The study only used a live camera that is already
placed in the steering wheel.

Il.  BACKGROUND

In the past, a number of researchers used different
methodologies along with different algorithms and datasets for
the identification of drivers’ drowsiness. This section of
research presents some of the latest computational researches
proposed for drowsiness detection.

Researchers present an automatic vehicle control system
for fatigue detection [11]. This model was designed for early
fatigue detection for a train driver. Whenever a driver is
sleepy or in an unconscious condition the system determined it
by the movement of his head. Heart sensors are used in this
procedure to identify tiredness caused by any serious medical
conditions. The technologies used in this system include face
identification, Matlab, AVR Studio, and image processing.
When a user becomes fatigued, the hardware system alerts the
microprocessors. The working of the proposed system is
shown in Fig. 1[11].
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Fig. 1. Block diagram of the proposed system.

Yawn detection [12] plays a vital role in the drowsiness
detection. Yawn is the primary indication of drowsiness that is
detected by using facial segmentation. In an approach
template for Gravity-Center [13] this method is used for facial
segment detection. The geometrical arrangements of the
mouth and eye are virtually identical. The yawn is measured
from the chin to the middle of the nostrils. Grey projection and
the Gabor wavelets method [14] were utilized to identify
mouth corners. In the last step, the LDA is used to categorize
the characteristics to identify yawning as explained in Fig. 2
[12].
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Fig. 2. Drowsiness detection using yawn.
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A researcher uses the eye closure period of the driver by
recognizing his face in the Eye Based Drowsiness Detection
approach [10]. In order to assess the blinking rate, the length
of the eye, the location of the iris and eye condition at
different time-stamped are examined. Edge detection, a key
component of image processing is used for measuring eye
aspect ratio. If the eye is closed for 5-6 consecutive frames
throughout this procedure, a warning alert is generated. The
EAR is calculated by Eq. (1)

EAR = |P2—P6+|P3—P5| Q)
2|P1-P4|

Representation Learning is also used to detect the driver’s
drowsiness using various properties extracted from a dataset
[15]. Convolutional neural networks (CNN) are used in this
method to capture the most recent facial expressions and
challenging non-linear feature interactions [14]. This method
involves training a dataset of 30 drivers with a variety of traits
under various conditions, such as varied levels of weariness,
facial hair, hair fringes, eye size, face shape, and skin tone.
The dataset has been separated into five folders, one for
training and the other four for validation. The CNN Model
trains 50 pictures every cycle. A multi-layer perceptron [16] is
employed in this method as a result of the multi-layer
categorization methodology. It is most often used for
nonlinear issues and classifiers. This method has an accuracy
rate of higher than 80%. In the latest research machine
learning and deep learning algorithms are used for efficient
drowsiness detection. Algorithms for machine learning use
supervised, unsupervised, semi-supervised, and reinforcement
learning techniques [16]. A method uses several supervised
machine learning techniques for the identification of
drowsiness. This study used the dataset developed by National
Advanced Driving Simulator (NADS-1) [17]. The dataset
comprises 27 characteristics, 15,000 tuples, and 144 runs, of
which 72 take place during the day and 72 during the night.
Participants were asked to operate vehicles on various
highways throughout various historical periods. These tests
are conducted on the Weka machine learning workbench [18].
In these works, Naive Bayes, Random forest trees, Sequential
Minimal Optimization (SMO), and Logistic Regression [19]
were employed as machine learning techniques for detection.
Two distinct sets of features including Pre Run aggregate
feature and Per Event aggregate feature are produced after the
data has undergone preprocessing to fill in the missing values
[20]. 10-FCV is the testing technique used by the model [21].
Without picking attributes, the SMO produces the best results
for the Per Run aggregate features (0.66 F1 scores), however
afterward choosing 10 characteristics after an entire of 76, the
presentation of the accidental plantation method and Logistic
regression improve and provide superior results (0.71 F1
scores). However, for Per Event Aggregate Structures,
Logistic based Regression performs best with 0.72 F1 score
and a 0.76 ROC area when no features are chosen, whereas
SMO performs best with a 0.78 F1 and a 0.78 ROC area when
100 attributes are chosen from a total of 1900 attributes.

Electroencephalogram (EEG) based method is also utilized
to find the brain condition for detecting drowsiness [22].For
the study 29 subjects are taken and none of them have any
physical or mental illnesses. Data is taken from EEG
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recording signals, and characteristics are compared to
determine whether the subject is sleepy or not. In another
research EEG-based encode-decoder method is presented for
the detection of driver’s drowsiness. The working of this
model is shown in Fig. 3 [23].

Fig. 3. Working of EEG System for drowsiness detection.

ANN is also used in recent research for drowsiness
detection. This research included twenty-one people, of whom
ten women and eleven men are included. The scale has a set
range of 1 to 15. The range from 0 to 8 indicates that there is
no sleep. A notch of 8 to 14 indicates that the individual is
showing some signs of sleep, while a score of 15 or above
indicates that the person is very sleepy. These participants
operate the vehicle for 110 minutes while feeling sleepy.
Measurements of functional performance, including emotion
rate, eyelid activities, breathing amount, and heavy
performance, including rapidity, direction-finding wheel angle
location on the way, and time-to-lane adventure, are the
foundation of this research. When the driver's condition
deteriorates, it forecasts their situation within five minutes [7].

In the latest research [24] fuzzy logic based system is
developed to detect the driver’s fatigue level on sequence of
images and generates alarm. This method used deep learning
method for analyzing the image and combined Al and DL for
feature extraction. The model gives the classification accuracy
of 93.7%. Researchers in [25] use emotion analysis with CNN
for accurately detecting driver’s drowsiness. This study used
two levels CNN for reducing detection time. S. P. Measures
[26] in his latest study proposed Al model based MTCNN and
GSR for measuring face features and physiological factors.
This model use both intrusive and non-intrusive detections.
The efficiency of this model was 91%.

Ill.  RESEARCH METHODOLOGY

The proposed study use CNN Layer model of deep
learning for an efficient drowsiness detection. The architecture
of CNN model is explained in Fig. 4.

The working of the whole model is illustrated in this
section of research.

A. Dataset

The dataset is the important key factor of this
research. For the proposed study the dataset is taken from
the keggle [27]. This study is using Version No 1 of the
dataset uploaded by Serena Raju. The Dataset consists of

Vol. 15, No. 3, 2024

almost 70 participants (including men and women of
different ages) with different driving scenarios. Dataset
Contain two folders training and testing and each of the
folders have four sub folders (Open Eye, Close Eye, Yawn,
and No Yawn). The Details of the dataset is explained in
Table I.

) Input Image

Convolutional Layer 1
conv 2D (64 (3,3)), Relu

Max Pooling

Convolutional Layer 2
conv 2D (128 (5,5)), Relu

'

Max Pooling

Convolutional Layer 3
conv 2D (512 (3,3)), Relu

Max Pooling

'

Flatten

!

Fully Connected 1 (256)
Relu, Dropout(0.25)

!

Fully Connected 2 (512)
Relu, Dropout(0.25)

Output Layer

.

Fig. 4. The layer architecture of CNN models.

TABLE I. DATASET USED FOR THE PROPOSED STUDY
Training Dataset Test Dataset
(Total Images: 2468 images) (Total Images: 436 images)
Close Eye 617 images Close Eye 109 images
Open eye 617 images Open eye 109 images
Yawn 617 images Yawn 109 images
No Yawn 617 images No Yawn 109 images

The eye data set possibly cover all data possible
situations that a driver feels during the driving. The Data
set also contains the conditions for a driver who wears
glasses. The dataset includes the participants with
different feature includes face shape, color, texture, and
facial local features.

B. Data Preprocessing

This section of research explains the process of feature
extraction and balancing the drowsiness detection dataset [28]
[29]. It is the most important part of deep learning algorithms.
An efficient and correct dataset is responsible for the efficient
results. The dataset used for the study was imbalanced. If the
dataset is imbalanced then the classification will not be
equally distributed. So the dataset for the proposed study is
balanced by Synthetic Minority Over-Sampling Technique

171|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

(SMOTE). It is a technique in which the number of minority
classes are increased [30][31]. Fig. 5 explains how to create
synthetic data points in SMOTE.

Fig. 5. Creation of Synthetic data points in SMOTE.

The working of SMOTE algorithm is as follows

The algorithm for SMOTE s [32].

e Generate the minority classes of the dataset.

e Generate the oversampling for calculating instances.

e Identify k instance in the minority class and also find
its N Neighbor.

e Calculate the distance between these two points N and
K

e Multiply the answer with any number exists between 0
and 1 and add this distance in k.

e Repeat the process till required instances.

The benchmark dataset for the purposed study is
denoted by D, which is defined as,

D=D*UD~ )

Here D* considered as drowsy data images while
D~ is non-drowsy data images and U is the union for both
sequences.

C. Feature Extraction

The process of feature extraction includes extracting main
face features from the images dataset to process further for
drowsiness detection. For the proposed study different feature
extraction methods are used for the extracting main features
from the dataset. Images plotted for this study were created
using the Matplot.lib software. Three sections make up the
mat plot lib code. [33]. The photos are plotted on a 2D scale.
We scale the photographs to the same size before plotting
them to ensure that they line up exactly on the scale. The
photos that were utilized for this investigation are 48 x 48 and
are presented with a dark backdrop in grayscale. Fig. 6
displays the outcomes of different picture plots made using
Matplotlib.

In the proposed study the dataset in consists of 2904
images. The statistical moment used to find the central
tendency, probability distribution , dispersion, and symmetry
of such dataset [34]. Hahn moment utilize Hahn polynomial for
image feature extraction. The mathematical formula for
calculating Hahn moment is explaining in Eg. (3).

Vol. 15, No. 3, 2024

Hyq = X823 XH=1 6" (0, @) iy (@, NI (p, ) (3)

Raw moment is the statistical moment use to find the
position of each image pixel of drowsiness dataset. This is
also called crude moment. The raw moment at any random
point is calculated by Eq. (4) [35].

Rypq = Ya=12%bh=1aPb?P’'(a, b) 4

In Eq. (4) P'(a,b) the arbitrary point at any two face
features (a, b), R, is the raw moment of these points. Central
moment is the Arithmetic mean of the image pixels in the
dataset. The arbitrary centroids serves the key feature for
finding the probability distribution of the genes [36][37]. The
central moment for thee selected dataset is represented by Eq.

®)

Cpg = Zher BYos(a = DP(b — 7)7P'(a,b) (5)

PRIM and RPRIM are the methods for finding the location
of image pixels[38]. The position incidence vector deeply
describes the combination of pixels in an image.
Accumulative Absolute Position Incidence Vector (AAPIV)
[39] for finding the nth image pixel in the images of
drowsiness detection dataset is determined by Eq. (6) as

By = Xi=1Hk (6)

The reverse AAPIV also work same order as AAPIV work
but in the reverse pattern. Different convolutional filters are
also applied for extracting the features as explained in Fig. 7.

Fig. 6. Results of images plotted using matplotlib.
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D. Tools

For the validation and training of the dataset using
Open CV Python, this study uses the Kaggle kernel. The
model was developed using Kaggle. The results are then
gathered using PyCharm community edition 2020.3.4
and the trained dataset file (Python 3.9). In this research,
the face is found using the Haarcascascade file.

IV. UsSING WORKING OF CNN MODEL
The working of the model is illustrated in Fig. 8

%@ﬁ%

Fig. 8. Working of CNN model.

e Select the images from the drowsiness detection
dataset.

e Images were sent to CNN’s convolution layer.
Different feature extraction techniques and filters are
applied on these images.

e Apply the matrix’s ReLU activation function to
classify the features of the images.

e Max pooling is used to reduce a matrix’s dimension
size so that the important face features are passed to the
next layer.

e Add one more layer of convolutions. (Apply till results
are satisfied.)

e Apply the flatten function to the outputs after the
necessary outcomes have been achieved in order to
transmit them to the completely linked layer.

e Use the softmax activation algorithm to generate the
classes and categorize the images (Drowsy or Non-
Drowsy)

A basic ConvNet is made up of a number of layers, and
each layer performs a differentiable function by converting
one volume of activations to another. Each neuron in this
coating will be associated to every number in the preceding
volume in a conventional neural network. The net output from
the forward pass of CNN algorithm is considered by the
following equation

Net (y) =

Each layer’s g is determined using w(x) +b. If w is the
weight vector, b is the bias, and the y is initial function, and
the vector X is the input. There are several learnable filters in
the Conv layers. The driver’s image from the dataset passes
from each filter so that the system identifies its main features.
CNN adds the multiplication values after multiplying a matrix
of pixels with a filter matrix, or “kernel.” Once all of the
pixels have been covered, it goes on to the next set of pixels.

=1 XiW;t b )
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After applying the filters on the images ReLU activation
function is applied on images. The equation applying the
RELU activation function is:

RELU = —eV max (—eV,0) = 0 (8)
RELU = +eV max (+eV,0) = +eV value 9)
For each iteration the net output is calculated by Eq. (10)

1
1+e-nety

Outnety = (10)

Applying RELU to the drowsiness detection dataset make
the classes of the images. If the image plot above the graph
that shows drowsiness while below the graph shows non-
drowsiness. The Max pooling function is used for the
suggested research following the activation function. A down
sampling technique would be this. The greatest value from the
filter is extracted using max pooling. Max pooling is
determined by the Eq. (11).

I—P

Max Pooling = 5

(11)

In equation I, is input x or y shape of the image, p is
pooling window size and S represent stride. The data is
flattened into a one-dimensional array before moving on to the
next layer, which creates a single long featured vector linked
to the fully connected layer of the final classification model.
Data will enter the fully linked layer’s input layer after
flattening. The classes are formed from these layers. The CNN
Model’s output are classes. There are two classifications in the
drowsiness detecting system. Drowsy and Non-Drowsy. The
softmax activation function determines the likelihood that an
input belongs to each class in the dataset. This activation
function is used on the CNN fully connected layers for the
proposed model. In softmax, the total number of classes
equals one. The softmax calculation formula is

eVt

f(}’i)=m fori=1tok (12)

The error is determined once one iteration is finished. To
assess how effectively the neural network is functioning, error
is crucial. The error is minimal if the network is functioning
correctly. Error is determined by

Total Error = The Actual output — The Desired output
E=Y-Y (13)

And the loss function remains calculated through formula
L=13w-y? (14)

Here, Y is the productivity that was really received, while
Y’ is the output that was obtained afterward every iteration of
the CNN model and each time it was close to the actual
output. Following the calculation of the loss, backward
propagation is used to update the weights. New weights are
computed using backward propagation, and these weights
once again flow through the feed-forward neural network to
produce the value Y. These iterations continue until the
desired output value is obtained. The CNN weights used in
backward propagation find out by the equation (15).
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AL

Wold K Awgig (15)

Wnew =
Here, w,.,, is the next updated weight vector, while w,;,
is the previous weight for the updated neuron. Parameter u is

learning rate and AWL (partial derivative of loss with respect
old

to the old weights). Continuous resampling model based on
new weights is used that are calculated by the Eg. (15). And it
works until it reaches the global minima [40]. Loss function’s
derivative and the calculation of old weights is calculated with
the chain rule.

AL AL A0
= = x==

Aw 40 Aw (16)

The acronym for Adam is adaptive moment estimation. It
is a technique that uses a stochastic gradient to change the
weights and other attributes in neural networks. It is used in
the proposed CNN model’s back propagation because it is
more effective and uses less memory. And it works well in
situations where there are lots of data. The optimization
method is used in this strategy to produce random variables.
Adam employs both the Root Mean Square Propagation
(RMSP) and the Adaptive Gradient Algorithm (AdaGrad)
properties (RMSP). Adam is a technique for adaptive learning
that figures out each person’s rate of learning for various
parameters. From evaluations of the first and second moments
of the gradients, it determines the adaptive learning rates of
the individual for various parameters. In both mechanics and
mathematics, moments are employed to define the distribution
and are described by function.

x1s+x2s+x3s....... xns

Nth momentum= 17)

n

The function’s mean is produced at the first instant when
the variable’s value is changed from O to 1. The variance of
the function is similarly explained by the second moment,
sometimes referred to as the core moment. The skewness is
defined by the third Moment. Adam uses the exponential
moving average to estimate the moments. This method is
based on the gradient measured on the current mini-beach.
The following equations in Adam are used to determine the
Momentum and RMSP.

Wip1 = Wy — Mg (18)
AL
me = Bimey +(1 =) — (19)
m;, my,q, = aggregate gradient at time t and t+1.

Wt, Wt + 1,at,0L = weights at time t and t+1, learning
rate, derivative of Loss

B = Moving average.
AL
ve =By Vs H(1 - B) Go)? (20)

Then the weight update equation for Adam will be

n X mg
T e (21)
The model is stored in model once the optimizer has been
applied. H, which is then utilized to train the algorithm. The
verbose is used to print the model’s details. Finally, halting

Wy = Wiy
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conditions are established to protect against model over
fitting. The detailed summary of the model is explained in Fig.

Layer (type) Output pe Param #
: d (Conv2D) (MNone, 2 ) 2a
max_pooling2d (MaxPooling2D) (Mone, 128, 123, 32)

conv2d_1 (Conv2D} (Mone, 128, 123, 64) 18496

max_pooling2d 1 (MaxPooling2 (None, 64, 64, 64)

conv2d_2 (Conv2D} (Mone, B84, B4, 128) 73856

max_pooling2d_2 (MaxPooling2 (MNone, 32, 32, 128)

flatten (Flatten) (None, 131@72)

dense (Dense) (None, 64) 5333672

dense_1 (Dense) (None, 4) 260

Total params: 8,481,684
Trainable params: 8,481,684
Non-trainable params: @

Fig. 9. Summary of the proposed model.

V. USING WORKING OF CNN MODEL

The Mathematical model o proposed CNN model is
explained as,

W= — X% (B log(€,)) (22)

where, h, = classes that depends on application
Differentiating Eq. (22) with respect to weights.

22 And bias 2
v aq
Softmax Transformation Function is defined in Eq. (22) as

ky
€ = — 23
¢ =g (23)
Nout
Y= Z (v %)
j=1
v, Is calculated via interrelated weights with the »;
_ yNout ' yMc 092 9y
da = j=1 1=1 5}'1 a”j,l (24)
€, o
= softmax derivative
ay,
— mkv
Y
Yi =272 (wj * %;) Isgivenas B. = y,
There are two cases, first where | = I, and second | # [,
when i=nth unit.
Casel: (i=10D
Quotient rule is applied Eq. (23)
o€, mkv Zﬂilp"ﬂ—mk”mkv
= k= 25
Y (i=1) Tal, pRox(C, pro (25)
kv
Taking common Zigj from Eg. (25), we get
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a:€c [Z ’Co' — eYI]
ay, ZZC PRl XL pre
By taking Anti L.C.M, we acquire
o€, _ _mb [1 e ] (ri=1
= —_ 1=

ayl ZZC:I_ pK” chzl pka

Eq. (22) €, = Z”p— can be modified as.
]

—1 P

0€¢
v,

=€(1-€)= €. (1-%€) (26)

case2 (i#1):

Applying derivative rules for taking the derivative of Eq.
(24) w.rt. y,

9 9 .
o€, Fy, MY * TimpTmmi g [T )
o Tes eTe x T ele
By simplifying,
a€C 0 mkv * e}'l mkv e}'l
= —_ = — k
7, Dl PN P B P B P
As we know that €, = Zns =, and € = Z"’“‘eﬁ so by
K=1
putting these values in Eq as.
%% — _g.4, for(i #1) @7)
ay;

By summarizing Eq. (26) and Eq. (27)

o€ _ [€C(1 —A ) for(i=10) (28)
a, —€:4 for(i+1)
= =) (B +log(€)
i=1
Taking derivative,
da i(y - ))
—_— - * 0]
ayl £ K a_yl g K
da iy(a l (/1)>a,1k
< __ — Io i3
ay, = “\0y i ay
92 _ _ync Yie Ok
oy i1 2 37, (29)

o . .
# Is previously measured as the softmax gradient. There
1

are two cases that discussed here i = [, and k # [ as in Eq.
(27). Now Eq. (28) is distributed into two portions

02 -2 Z(——*A A)
ayl A Kl
Where,
#1(——*1 ) For K#*1
=+ A (1—=1) For k=1

We can S|mpI|fy this,
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da
Y, (1) + Z Y, A
ayl 1 K+l 1
We can further simplify this as,
Ne
da
W: _YK +YK /11 +ZYK A‘l
K#l
0a A + Z
aVz
Kk#l

Where (A, + X, Y, ) represents 1,

da —a v)
ayl - l K
0a - _ .o j—
S = =Y re=1
Now put the value of 2 i
%)

Nout

da Z da ayl
av;, B (6)/1 61]

j_

P Nou
D D YA (30)
Jl j=1

Where m - =w; are representing the input weights. The
l

]
Differentiation of Loss (£) with respect to weights (w) for the
fully connected layer is formulated in Eq. (30).

VI.  ANALYSIS AND DISCUSSION

The model succeeds after 20 iterations. The training and
test images from each layer of CNN pass from each epoch.
The model becomes better with each testing cycle, increasing
its ability to compute loss, accuracy, specificity, sensitivity,
and Mathew’s correlation coefficient. The results of the deep
learning algorithms are access with different evaluation
measure include accuracy, sensitivity, specificity, loss and
MCC values [41] [42]. These are the most important
evaluation measure used for binary classification. The
mathematical equation for calculating these evaluation
methods are explained in Eq. (31) to Eq. (34).

Specificity = T;fFP (31)
Sensitivity = FNTTP (32)
Accuracy = % (33)
MCC = (TP X TN)—(FP X FN) (34)

\/(TP+FP)(TP+FN)(TN+FP)(TN+FN)
In the equations:

TN = The number of cases that are correctly identified as
drowsy.

TP = The number of cases that are correctly identified as
cnon drowsy.

175|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

FN = The number of cases that are incorrectly identified as
non-drowsy.

FP = The number of cases that are incorrectly identified as
drowsy.

Confusion matrix of the algorithm is generated to find the
results in the form of accuracy, sensitivity, specificity, and
MCC value. Fig. 10 shows the confusion matrix [42] for the
proposed results.

The accuracy and loss curve of the results are explained in
Fig. 11 and Fig. 12.

Positive Negative
1
Actual Values 1338 193
(2904)
81 1292

Fig. 10. Confusion matrix of the results.

a9

o8
ay
o6
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!
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Fig. 11. Accuracy curve.
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Fig. 12. Loss curve.

It is clearly seen from Fig. 11 that the accuracy of the
model is gradually increasing with each iteration.

The effectiveness of the intended system is shown by the
graph, which demonstrates that the loss function value for
training and testing values is lowering with each iteration
while growing accuracy value. In the confusion matrix TP
refers to the values that shows the drowsiness and are actual
drowsy. TN is the value that is perfectly detected as non-

Vol. 15, No. 3, 2024

drowsy. FN and FP are the values that are not correctly
identified by the model. Table Il shows the result of CNN
model for the proposed system.

TABLE Il.  RESULTS OF THE PROPOSED STUDY
Method Result
Sensitivity 0.94
Specificity 0.95
Accuracy 0.95
MCC 0.82

The proposed study gives the accuracy of 95% for the
driver’s drowsiness detection. The model is applied on the live
camera video to generate the results. The images are taken out
of the camera’s live video frames and then plotted on
grayscale. Face areas are simple to identify in grayscale
photos. The regions of the eye are Ex, eye, EW, and eh.
Through these areas, the system locates the eye, after which it
verifies the closure rate. The technology determines if a user is
“Drowsy” or “Attentive” based on the detection of the eye
area (Non-Drowsy). The findings that were attained as a
consequence of the system’s operation are listed below.

Fig. 13. The results of the proposed study on live cam.

These results are obtained by applying the current scenario
on different lighting circumstances, driving patters, skin tones
and eye conditions with and without using spectacle glasses.
Fig. 13 shows the results of the proposed study on live cam.

VII. COMPARISION OF OUR RESULTS WITH STATE OF THE
ART TECHNIQUES

A comparison of different methods with their metric,
classifier and accuracy from the proposed Method is
summarized in Table IlI.

It is to be seen from the Table Ill that the maximum
accuracy of 93% was obtained by latest studies that used 2D-
CNN and EfficientNetB0’s architecture for drowsiness
detection. Driver’s behavior analysis plays an important role
in these studies. The proposed study gives the accuracy of
95% with CNN model. In past the driver’s drowsiness
detection was based on real time detection without training the
model on any dataset. Those who use dataset use their own
dataset of few images. The proposed study resolves the
loophole of the previous study by using an efficient accurate
dataset of 2900 images.
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detect the drowsiness while driver is wearing shaded glasses.
The position of the camera placement over the steering wheel
is much important aspect in this scenario. The study covers
almost all scenarios of driving but there may exists some
scenarios that the study may not cover under detection. This
is a weakness for up-and-coming scientists. In the future, a
system that uses a dataset larger than the one we now use and
can identify tiredness in drivers wearing sunglasses may be
developed. By using various deep learning techniques, a
system that performs more correctly than the suggested system
could exist.
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TABLE Ill.  COMPARISON OF THE PROPOSED RESEARCH WITH EXISTING
TECHNIQUES
Methods Metrics Classifiers Accuracy
. Steering  Wheel
\F/:;‘thcr'ss Based | \1ovement MANN 88.02%
(SWM)
Eye Aspect
The Facial | Ratio (EAR) o
Landmarks Mouth opening SVM 92.8%
Ratio (MOR)
Physiological
and behavioral | EEG SVM 80%
features
Measuring Brain Support  vector 0
Activity EEG Machine (SVM) 12.7%
pehavioral a0 | \TeNN  with | Hybrid Model of | o o
Y 9 GSR sensor classification
measure
Viola fones Convolutional
Feature learning method J Neural Network( | 81%
CNN)
Emotion .
Analysis based | 2D-CNN gn’:l(!\tlion anaIW ;2 93%
CNN Model Y
Featured
learning and | Object detection Dee
Classification Algorithm( Learpnin (CNN) 90.59%
(Purposed cascade) 9
Model)
Deep learning | EfficientNetB0’s Icégm?r:ne\?vitlﬁe,:ﬁ 93%
Method architecture 9
model.
CNN with viola - o
Proposed Study jones model CNN Classifier 95%

VIIl. CONCLUSION AND FUTURE WORK

The proposed study is going to develop an efficient CNN
based system for the continuous detection of driver’s
drowsiness covering the loophole of the detection time in the
previous studies. There were a lot of studies proposed in the
past for the detection of driver’s drowsiness as explained in
Table 111 of the proposed research. One of the major issues of
the previous studies was the delay in detection time and
dataset. These studies used physical sensors for monitoring the
driver’s behavior causes in delay time of detection. The do not
detect the face under different circumstances. The accuracy
results of detection for these algorithms are not too high.

The main aim of the proposed study is to use a state of the
art dataset along with a deep learning algorithm to enhance the
efficiency of drowsiness detection. For this, the study uses a
big dataset of 2904 images taken from more than 70
participants under all the possible driving scenarios. The
dataset is passed from many CNN and statistical filter for an
efficient preprocessing. This dataset is used for algorithm
training, testing, and validation in order to generate the best
results. The proposed study achieves a maximum accuracy of
95%. In past the maximum accuracy of detection was 92.8%
that is discussed in Table Ill. The proposed study gives the
highest accuracy of any algorithm for drowsiness detection till
date.

The accuracy of the proposed model is the maximum
accuracy achieve by any model for drowsiness detection till
date. But there exist some loopholes. This model did not
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A Fire and Smoke Detection Model Based on
YOLOV8 Improvement
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Abstract—The warning of fire and smoke provides security
for people's lives and properties. The utilization of deep learning
for fire and smoke warning has been an active area of research,
especially the use of target detection algorithms has achieved
significant results. For improving the fire and smoke detection
performance of model in different scenarios, a high-precision and
lightweight improvement based on the model of You Only Look
Once (YOLO), is developed. It utilizes partial convolutions to
reduce the complexity of model, and add an attention block to
acquire the cross-space learning capability. In addition, the neck
network is redesigned to realize bidirectional feature fusion.
Experiments show that it has significantly improved the results
for all metrics in the public Fire-Smoke dataset, and the size of
the model has also been widely reduced. Comparisons with other
popular target detection models under the same conditions
indicate that the improved model has the best performance as
well. In order to have a more visual comparison with the
detectability of the original model, the heatmap experiments are
also established, which also demonstrate that it is characterized
by less leakage rate and more focused attention.
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. INTRODUCTION

The warning of disaster is a broad field that many
researchers have devoted themselves to study in recent years.
There are many categories of disasters, including floods and
fires, which must be monitored at an early stage, so that
precautionary measures can be taken. It is very necessary to
detect and monitor disasters including floods, typhoons and
fires at an early stage and take relevant preventive measures.
Among these disasters, fire is one of the most hazardous,
which often inflicts a serious threat to people's property and
lives, and also causes huge losses to public facilities and
ecological resources [1].

In many cases, the fire detection is still based on the
traditional smoke sensor and temperature sensor [2], [3], [4].
When the value detected by the sensor exceeds a certain
threshold, the alarm and fire extinguishment system will be
activated [5]. This method is more effective in some relatively
small indoor environments, but in some scenes, like a factory
and forest, which are relatively open and easy to cause the
rapid spread of fire, this method is often unable to quickly
detect the occurrence of fire, and it is difficult to accurately
provide the fire location information. Therefore, how to
improve the ability of fire detection, as well as accurately and
rapidly detect the fire have become the focus and direction of
current research in this area. With the popularity of video
surveillance and the iteration of image processing, it becomes

a mainstream of current research to detect the occurrence of
fire by learning the characteristics of flame and smoke through
processing image sets. This research is mainly divided into
three categories: target classification models, target
segmentation models and target detection models [6].

Since target classification models can only determine
whether flame and smoke are present in the image, and target
segmentation models need to build a large number of pixel-
level labelled datasets for training, both types of models have
certain limitations when performing such tasks. Target
detection models have the functions of classifying and
locating the target to be detected, which can quickly detect
whether a fire occurs or not, and also accurately select the
target through the anchor box, so the target detection model is
more suitable for dealing with this type of task, which is also a
future research direction.

Existing models have two shortcomings in flame and
smoke detection, which are worthy of continuous
improvement. Firstly, at the time of initial fire, the
measurement of object is little and the feature is not distinct
enough, thus making it more difficult to be detected.
Secondly, the current target detection models for the flame
and smoke are generally too complicated to be applied to the
equipment with different performance, resulting in insufficient
practicability. The main reason for this problem is that the
modules used in the model improvement scheme proposed by
the researchers, as well as the improvements to the model
structure, significantly increase the complexity of inference,
resulting in slower model computation [6]. For the existing
issue, the objective of paper is to achieve a lightweight and
high-precision object detection model by improving an
existing model. The significance of this study is to make the
improved model more practical, which can be easily deployed
on various terminal devices for detection tasks in different
scenarios, so that the model has the ability to detect and locate
the flame and smoke targets more quickly and accurately in
order to reduce the losses caused by disasters.

The work established in this paper is based on the
improvement of YOLOv8n. Under the premise of improving
the precision, we compressed the magnitude of model by
reducing the parameters required for the operation. As a result,
the developed model has the characteristics of both high
precision and light weight. Three major innovations are shown
below:

1) For the purpose of decreasing the size of model, A new
block C2f-faster is constructed by replacing the Bottleneck
Block in the original YOLOvV8n with FasterNet Block.
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2) By utilizing the Efficient Multi-scale Attention (EMA)
block into the network, it is more conducive to fuse the
contextual information at different scales, and make the neural
network extract the feature from the input better.

3) By redesigning the Neck layer of yolov8n, the
Bidirectional Feature Fusion (BiFF) is realized to improve the
detectability.

The rest part involves five sections: Section Il presents the
related researches. Section Il illustrates the structure of the
YOLOv8n model and its advantages over previous versions,
and then introduces the three improvements based on this
model. Section IV mainly presents the dataset and setting used
in the experiments. Section V demonstrates the effects of
different improvement methods through ablation experiments,
and the results of comparative experiment with YOLOV3{,
YOLOv4t, YOLOv5n, YOLOv6Nn, YOLOvV7t are shown in
this Section. Moreover, comparisons of detection and heatmap
are also finished. Section VI analyzes the experimental results
and summarizes the whole work.

Il.  RELATED WORKS

The algorithm based on object classification models
determines whether the input image contains fire or smoke
category information and outputs the corresponding label.
Based on the VGG16 model, He et al. [7] introduced an
attention block and FPN feature fusion block to obtain an
improved classification effect of smoke and smoke-like
targets. However, the usage scenario of the improvement has
some restrictions. Besides, the situation of smoke cannot be
identified. RYU et al. [8] used Harris corner detector and HSV
channel to pre-process the flame, and then captured features
from Inceptionv3d model to improve the accuracy, but the pre-
processing took a long time. Nguyen et al. [9] developed a
method which combines the CNN and Bi-LSTM to extract
spatial domain and temporal domain features of flame
simultaneously. However, the large number of fully connected
layers in the network made the computation heavy, and made
it difficult to deploy.

Compared with the target classification model that can
only judge whether there are flame and smoke in the image,
the target segmentation model can get the shape, size and
other details from the loaded pictures, and then judge the
spread trend of fire. U-net, proposed by Ronneberger et al.
[10], is a model which is applied extensively in the image
segmentation field. It constructs a network similar to the letter
U through the encoder and decoder structure, and utilizes this
structure to make the output which is extracted by the encoder
part fuse in the decoder part to get multi-scale features.
Inspired by the complete convolutional network (FCN), Yuan
[11] proposed a target segmentation model with good
performance in the segmentation of fuzzy smoke images.
Frizzi et al. [12] established a network structure based on
VGG16 to detect and locate flame and smoke, and
outperformed U-net and Yuan-net in different indicators. The
algorithm based on the target segmentation model can provide
more detailed fire information, but the size of the model is
usually large. Besides, a large number of pixel-level labeled
datasets are used in the training of this type of model, which
will undoubtedly consume a lot of time.
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The algorithm based on object detection model can
classify and locate multiple flame and smoke targets by
different anchors in the input image. Park et al. [13] integrated
the ELASTIC block [14] into the backbone of YOLOV3 to
detect candidate regions, generated a bag-of-features (BoF)
histogram for the target region, and then passed the BoF into
the random forest classifier to detect the target. It is difficult to
deploy the model to embedded devices because of its high
requirement of graphics operation. Xue et al. [15] mainly
added a 160*160 head into the YOLOV5 model to obtain a
better capability when detecting small targets and utilized the
CBAM [16] that includes broader identities to improve the
perception of model. From the experimental results, the value
of mAP is improved, but the value of Frame Per Second (FPS)
is decreased.

I1l.  IMPROVED METHODOLOGY

YOLOVS is a one-stage target detection algorithm released
by Ultralytics in January 2023 based on YOLOV5 [17]. This
version can be used in performing image classification, target
detection, target tracking and other tasks. The entire network
is composed of three components: the Backbone extracts
feature maps from the loaded picture; the Neck aggregates the
features of different layers and passes it to the predicting part;
and the Head makes predictions about the target and its
location information. Compared with the previous version of
YOLO algorithm, YOLOvV8 demonstrates better detection
performance on the COCO dataset. Moreover, YOLOVS
provides different models according to the size, such as n, s,
m, |, and x. The model becomes larger in turn, which is
controlled by depth, width, and max channels. The model
chosen for improved is the smallest of the above, YOLOv8n,
which suits better with the objective of this work.

The constitution of YOLOVS is displayed in Fig. 1. To
realize further lightweight, the C3 block in the former version
is updated by the C2f block in YOLOvV8 [18]. In the Neck
layer, the former convolutional module in the up-sampling
layer in YOLOV5 is deleted, and the output from different
layers are straightly loaded into the up-sampling stage [19].
Decoupled Head is adopted in the Head part, which captures
the position of target and category information separately and
aggregates them after learning in different paths of network.
Compared with the Coupled head in YOLOV5, it can
efficiently enhance the model’s performance to generalize and
increase its robustness [20]. Unlike the Anchor-Base used in
the previous YOLO series to predict the position and size of
the Anchor, YOLOV8 uses the Anchor-Free detection method,
which means it does not need to preset the Anchor, thus
reducing the time-consuming and required arithmetic power
[17].

The flame and smoke detection task is often limited by
device resources. In order to be applied to as many different
scenarios as possible, a lightweight and low latency model is a
basic condition for it to be deployed on different devices. On
this basis, realizing high accuracy as much as possible is also
an improvement direction for the model. A new model called
YOLOvV8n-EBF is improved and proposed.

Fig. 2 shows the main structure of YOLOvV8n-EBF. As
mentioned before, YOLOvV8n-EBF mainly makes three
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improvements on the original network. Firstly, a new
FasterNet Block consisting of partially convolution is used to
change the Bottleneck in the C2f to constitute a new module
called C2f-faster. There are total seven C2f-faster modules
used in the network, which can effectively decrease the
magnitude of the network and further affect the computing
speed. Secondly, the EMA block is used to strengthen the
extraction of target features. Finally, a modified Neck layer
structure is utilized for fusing the output feature maps of four
C2f-faster modules in the Backbone across space. The
extracted multi-scale features are loaded into the network to
obtain the detecting improvement. The three followed
subsections specify the details of each modified module.

A. The Improved C2f Module

The C2f references the design idea of Efficient Layer
Aggregation Networks [21] to obtain richer gradient
information by branching more gradient streams in parallel,
which in turn results in higher accuracy and lower latency.

The convolutional kernels and operations are widely used
in deep learning networks, and the process often require a
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large amount of computational support. For alleviating the
issue of slow inference process generated by convolutional
operation in the model, Chen [22] proposed a new partial
convolution, called PConv. It replaces the regular form of
convolution by utilizing one PConv of ¢, channels and one
1x1 convolution of ¢ — ¢, channels to combine a hammer-like
structure, as shown in Fig. 3(a) and Fig. 3(b). Compared with
one regular k * k * ¢ kernel convolution, shown in Fig. 3(c),
the participants in the improved convolution module is
reduced from k?-c to k?-c, + (c—c,), which not only
achieves a similar effect but also greatly reduces the amount
of computation when it is used for calculation. Based on the
partial convolution, they constructed a new network module,
FasterNet Block, shown in Fig. 4 below, which is used to
extract features. It contains one 3x3 PConv layer and two 1x1
regular Convolution layers, which has a similar structure and
function with Bottleneck block. Therefore, it is utilized to
propose an improved module called C2f-faster, shown in Fig.
5 below.
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Fig. 1. The structure of YOLOVS.

181|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 3, 2024

Conv(3X3)

|

Conv(3X3)

|

C2f_faster

|

Conv(3X3)

L

80 x 80

C2f _faster

F Y

1

Upsample

Conu(@x3)

I Y

C2f_faster

|

Conv(3X3)

|

C2f_faster

}

Conv(3X3)

|

C2f_faster » SPPF
Backbone

C2f_faster

40 x 40

C2f_faster

F 3

Upsample

Con§(3Xé}

C2f faster - 20x 20

Fig. 2. The structure of YOLOv8n-EBF.

(a)
Fig. 3. (a) Structures of convolutional variants; (b) A hammer-like structure which is constituted by one PConv and one 1*1 Conv; (c) One regular k*k*C kernel
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Fig. 4. The structure of FasterNet block.
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Fig. 5. Animproved C2f formed by replacing bottleneck blocks with FasterNet blocks.

B. Efficient Multi-Scale Attention (EMA) Module

By invoking the attention module can capture the
important image information, allowing the model to focus on
detecting the key areas and obtaining the significant features
of the target, which plays an important character in all kinds of
computer vision tasks [23]. In this paper, EMA module [24] is
utilized into the improved model to enhance the detection
capability. Fig. 6 reveals the principle of EMA module. For
the input feature map X €R““"" EMA divides the channel
dimension into G sub-features, X=/X X, ... X;,/,» X, €

REMW and makes G «C, which enable the model to obtain
different semantic features. This module captures the weights
of grouped features during two parallel paths which contains

one 1x1 convolution path and one 3x3 convolution path. The
parallel substructure reduces the depth of the networks, and
avoids the dimensionality reduction by merging some of the
channels at the same time, maintaining the features of each
channel. Similar to the Coordinate Attention [25], a global
average pooling operation is added for encoding operations in
the X and Y directions of the channel in the 1x1 branch, and
these two encoded features are concatenated and convolved
with a 1x1 kernel convolution. The output is then decomposed
into two vectors and fitted using a Sigmoid nonlinear
activation function. Finally, the cross-channel interaction is
achieved by multiplying the aggregated channel attention,
which efficiently captures the inter-channel dependencies and
preserves the spatial information in the channel.
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Fig. 6. The structure of EMA module.

In another branch, one 3x3 convolutional kernel is added
for capturing multi-scale features and constitutes with the 1x1
branch for aggregating the cross-space information. The main
approach is to encode the outputs of the 1x1 branch and the
3x3 branch by a global average pooling operation and convert
them to a 1 xC//G dimensional shape after passing through a
normalization function and a reshape operation, and then
multiply it with the feature vector C//GxH*W of the other

branch after dimensionality reduction, as shown in the formula
below:

R:R%XC//GXREZ//GXH*W (1)

The output R that fuses contextual information from
different branches enables the neural network to produce a
better attention for the feature map. Moreover, it is multiplied
with the original input after a Sigmoid activation function and
a dimensional transformation to obtain the final output feature
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map. Since the size of EMA’s input and output are same,
which makes it convenient to directly add into the YOLOv8n
network.

C. Redesigned Neck Layer

The feature fusion of different scales is a significant
approach to improve image processing. To obtain richer image
feature information, an improved structure for YOLOv8n
network with Bidirectional Feature Fusion (BIFF) is proposed,
as shown in Fig. 7. To entirely utilize the important semantic
information in the high-dimensional feature maps as well as
the target feature information contained in the medium- and
low-dimensional feature maps, we aggregated the feature
maps of four different layers in the backbone and then fused
them with others in the neck part.

Conv(1X1)— EMA <|:Angool —@

Fig. 7. The process of BiFF network.
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According to the structure diagram of the original
YOLOV8n, it can be known that there are four C2f modules in
the backbone, which can generate four different scales of
feature maps, i.e., 160x160, 80x80, 40x40, and 20x20. In the
redesigned neck network, the low-dimensional feature maps of
160%160 and 80x80 are chosen to be reduced to the 40x40
size by the average pooling operation, and the high-
dimensional feature map of 20x20 was scaled up to the size of
40%40 by up-sampling operation. The low-dimensional feature
maps tend to contain more spatial information due to smaller
receptive fields, while the high-dimensional feature maps with
larger receptive fields tend to contain more semantic
information [26]. The reason for choosing to scale these three
feature maps to the size of 40x40 is that this size of feature
map can contain the information in both the low- and high-
dimensional feature maps, and will not cause the loss of
information due to being too large or small. These four feature
maps are concatenated in series and then downscaled by a
point wise convolution and fed into the EMA module. As
mentioned in the subsection above, The EMA module mainly
works on slicing the feature information of C channels into G
groups and performs feature extraction on different parallel
paths, and finally generates the feature maps that incorporate
multi-scale information. In one branch, it is combined with
another 40x40 map in the original Neck network, and in
another branch, it is scaled to 20x20 for combining with the
same size feature map in the network by average pooling
operation. At this point, an improved Neck network for cross-
space feature fusion induced by the backbone layer is
constructed.

The network has three main advantages as followed:

1) This network is combined with the original Neck
network to realize two-way feature fusion, which strengthens

Vol. 15, No. 3, 2024

the expression of features, and thus improves the performance
of the detector;

2) It mainly consists of parallel structure, which is faster
in computation;

3) It mainly utilizes four existing feature maps. The
subsequent experimental part shows that this improvement
only increases a few parameters.

IV. ENVIRONMENT AND DATASET

A. Experimental Environment and Evaluation Criterion

This work is established in the following environment: the
CPU is an 8-core Xeon Gold 5218R; the memory capacity is
32GB; the graphics card is a Tesla V100-SXM2 with 16GB of
memory. The version of Python is 3.8.8, Pytorch is 1.8.0,
CUDA is 11.7, and YOLOVS8n is ultralytics 8.0.147. The
models in the experiments did not use pre-trained weights, and
the main hyperparameter values are shown in Table I below.

In the experiment, the Precision, Recall, Average
Precision, mMAP@.5, Parameters and GFLops are chosen as the
evaluation criterion. The criteria for sample classification are
shown in Table II.

TABLE I. DESCRIPTION OF THE MAIN HYPERPARAMETERS
Hyperparameter Value
Lr 0.01
Lef 0.01
Momentum 0.937
Weight decay 0.0005
Batch-size 16
workers 8
Epochs 200
TABLE Il CRITERIA FOR SAMPLE CLASSIFICATION
Classification Explanation
TN Predicting the correct quantity of negative samples
FN Predicting the incorrect quantity of negative samples
TP Predicting the correct quantity of positive samples
FP Predicting the incorrect quantity of positive samples

1) P (Precision), the scale of positive samples predicted
correctly to samples predicted as positive, is calculated as:

TP

P= )

" TP+FP

2) R (Recall), the scale of positive samples predicted
correctly to all true positive samples, is calculated as:

TP

R= 3)

" TP+FN

3) AP (Average Precision), which reflects the average
prediction ability for a single target category. The higher the
value of AP, the better the detectability of the model in this
category. The calculation formula is:
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AP=[' P(R)dR O

4) mAP, which reflects the average predictive ability of
the model for all categories, i.e., averaging the AP values for
all categories, is calculated as follows:

mAP==3 | (AP), )

where, n means all predicted categories, and (AP), means
the average precision of the ith category. mAP@.5 is used as
an evaluation criterion in the experiment, which means that
when the overlap between the predicted box and the GT box is
greater than 0.5, i.e., loU>0.5, the prediction is judged to be
correct, and the relevant values are calculated using this as a
benchmark.

5) Parameters and GFLops which reflect the model size
and computational complexity, are used to measure the ease
with which a model can be deployed in end devices.

(9)
Fig. 8. Representative fire and smoke images selected from the dataset: (a) Fire in a corridor, (b) Fire in a building, (c) Fire in a forest, (d) Fire in close-up, ()
Fires in mid-range, (f) Fires in far-range, (g) Images dominated by flames, (h) Images with both flames and smoke, (i) Images dominated by smoke.
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B. Dataset

A high-quality dataset allows the model to extract features
more efficiently during training. We selected a public dataset
Fire-Smoke, which contains 3961 photos. The labels of the
dataset are categorized into Fire, Smoke, compared to the
single-label dataset, this dataset enables the model to detect
both fires that can be directly observed and fires that are
obscured by objects by detecting smoke.

Training and validation sets are split 9:1. Fig. 8 displays
some representative pictures. The scenes cover indoor scenes
such as living rooms, bedrooms, offices, and hallways, as well
as outdoor scenes such as factories, forests, streets, and
buildings. Besides, it contains pictures at different distances
from close view to distant view, it contains pictures with only
flames, pictures with only smoke, and pictures with both
flames and smoke.

Overall, the selected dataset contains a rich collection of
scenarios covering enough features of flames and smoke to
make the trained model generalizable and applicable to
detection work in different environments.

(i)
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V. RESULTS AND ANALYSIS

A. Ablation Experiment

To verify the effects of different methods proposed in this
work on the original network, four sets of ablation
experiments were carried out for YOLOv8n.

The first experiment used C2f-faster modules to replace all
the C2f modules in the network. The second experiment added
an EMA module after the SPPF module. The third experiment
used BiFF to form a new Neck network. In the end, the fourth
experiment used the three improvement methods mentioned
above to form the complete network YOLOv8n-EBF. All the
experiments were established on the same environment. The
results are listed in the Table I11.

From the ablation experiments, the Precision, Recall, and
MAP@.5 of the redesigned network are improved by 4.7%,
1.9%, and 3.1%, respectively, compared to YOLOv8n, while
the parameters decrease by 19.7%, and GFLops decrease by
18.3%. Replacing C2f with C2f-faster efficiently reduces
parameters, and increases Precision as well as mAP@.5 by
3.7% and 1.5%, respectively, but Recall has a slight decrease.
The addition of the EMA module increases the network with
almost no parameters and GFLops, and enables the neural
network to generate better attention for the feature maps by
fusing contextual information at different scales, resulting in a
certain improvement in the overall detection ability. A new
neck network was constructed by adding a bottom-to-top path
to enable bi-directional feature fusion with the network. With
only a 3.7% growth in parameters, Precision increases by
1.0%, Recall increases by 1.5%, and mAP@.5 increases by
1.3%, indicating that the improved neck network can indeed
have positive effects. In summary, compared to the
YOLOv8n, the overall performance of YOLOv8n-EBF model
is improved with a large reduction in complexity. These
improvements result in a lighter model with higher accuracy at
the same time.

Vol. 15, No. 3, 2024

B. Comparative Experiment

In order to further verify the difference in performance
between the YOLOV8n-EBF and other models on the flame
and smoke detection, this paper conducts comparative
experiments. Five classical small-sized models in the field of
target  detection, i.e., YOLOv3-tiny, YOLOv4-tiny,
YOLOv5n, YOLOv6n, YOLOv7-tiny, are selected. The
performances of each model after training are displayed in
Table IV.

YOLOv3-tiny has the largest number of Parameters and
GFLops among different versions of YOLO above. It has
more than twelve million Parameters, which is five times more
than the improved YOLOv8n-EBF, and 19.0 GFLops, which
is 2.8 times more than the latter. In terms of model size,
YOLOV8Nn-EBF is 4.8MB, only 10.4% of YOLOVA4t, which is
the smallest among all models and can be easily deployed in
different devices. In terms of detection ability, YOLOv4-tiny
has the worst performance in this experiment, with a value of
mAP@.5 of only 43.1%, and YOLOvV8n-EBF has an
improvement of 74.2% for this parameter. The only other
models with a mAP@.5 above 70% are YOLOV5N,
YOLOv6N, and YOLOV8N, and their performance is relatively
similar, with results close to 71.9%. Compared to YOLOv8n-
EBF, the latter has a mAP@.5 of 75.0%, which is the highest
of all models. In addition to this, the other parameters of
YOLOvV8Nn-EBF are at the highest level compared to other
models.

C. Comparison of Detection Effects

At the end of training, the obtained weight parameter
model is used to detect the target samples and mark the
location of the detected objects. The results are shown in the
Fig. 9 below, with the original image, the detected image of
YOLOvV8n, and the detected image of the improved model in
the left-middle-right of each row, respectively.

TABLE Ill.  THE RESULTS OF ABLATION EXPERIMENTS
Model Parameter GFLops P/% R/% mAP@.5/%
YOLOv8n 3011238 8.2 73.1 63.4 71.9
YOLOv8n-C2f-faster 2306038 6.4 76.8 63.2 734
YOLOv8n-EMA 3011252 8.2 74.4 64.2 72.6
YOLOv8n-BiFF 3122100 8.5 74.1 64.9 73.2
YOLOv8n-EBF 2416914 6.7 77.8 65.3 75.0
TABLE IV. THE RESULTS OF COMPARATIVE EXPERIMENTS
Model Parameter GFLops Size/MB P/% R/% mAP@.5/%
YOLOv3t 12133156 19.0 23.2 67.8 61.0 66.5
YOLOv4t 6056606 16.4 46.3 30.4 69.9 43.1
YOLOv5n 2508854 7.2 5.0 73.7 63.4 71.6
YOLOv6n 4238342 11.9 8.3 75.7 62.8 71.5
YOLOv7t 6017694 13.2 11.7 67.9 67.2 69.6
YOLO8n 3011238 8.2 6.0 73.1 63.4 71.9
YOLOvV8n-EBF 2416914 6.7 4.8 77.8 65.3 75.0
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1) In the detection comparison of Fig. 9 (a) with a bright
light and unobstructed situation, both the original YOLOv8n
and YOLOv8n-EBF are able to detect the smoke in the
picture, but the anchor box of the former model locates
inaccurate compared to the improved network, as shown in
Fig. 9(b) and Fig. 9(c).

2) In the detection comparison of Fig. 9(d) with a low
light and obstructed situation, the original model is capable of
detecting the fire in the picture, but the inaccuracy range of the
anchor still exists. As shown in Fig. 9(e) and Fig. 9(f), a larger
portion of the selected box for smoke is a building rather than
a target to be detected, while the improved model is more
accurate obviously.

3) In the detection comparison of Fig. 9(g) with a high
contrast, the YOLOV8Nn-EBF detects all four targets which is
shown in Fig. 9(i), but the result of original YOLOV8n in Fig.

Vol. 15, No. 3, 2024

9(h) only detects three large-sized targets but not the smallest
flame in the picture, which appeared to be a missing detection.

4) In the detection comparison of Fig. 9(j) with a low
contrast, the original YOLOv8n model also occurs a similar
result, which detects one smoke target and two flame targets,
but not the small flame located in the center of the picture, as
shown in Fig. 9(k). Moreover, when framing the flames on the
left side, it appears more obvious that the anchor box cannot
cover the target, i.e., the framing is inaccurate. However, it
can be observed from Fig. 9(I) that YOLOv8n-EBF performs
significantly better, detecting all targets and being able to
accurately localize them.

Overall, the improved model has a better detectability for
different sizes, and can accurately recognize the target in the
presence of environmental interference and object occlusion.

Fire 0.55 Fire 0.31
Al

L~ )

Fire 0.60

«~iet) -b;‘,

Fire 0.70

Fig. 9. Comparison of detection effects of original image, YOLOv8n and YOLOv8n-EBF.
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D. Comparison of Heatmap Effects

In order to have a more intuitive understanding of the
focused region of the model on the image and to make the
decision-making process of the network better interpretable,
Grad-CAM [27] is applied to generate heatmaps in this paper.
In order to better compare with for synthesis, we used the
same images as above for the experiments. The same images
chosen in the previous section are used for comparisons. The
settings, especially the layer, are consistent in the experiment,
and the results are shown in Fig. 10. The left-center-right of
each row shows the original image, the heatmap of YOLOv8n,
and the heatmap of YOLOv8n-EBF, respectively.

(k)

Fig. 10. Comparison of heatmap effects of original image, YOLOv8n and YOLOv8n-EBF.

Vol. 15, No. 3, 2024

1) Comparing the heatmaps in Fig. 10(a), (b) and (c), the
focus area of YOLOVS8n is more inclined to the right side of
the image, and it is larger and more distributed in the whole
heatmap. Compared with the improved network, which
focuses on the region of the target to be detected, the latter is
more concentrated, which obviously has a better detection
effect.

2) When comparing the heatmap effect of Fig. 10(d), (e)
and (f), the focus area of YOLOvV8n also appears to be more
scattered, focusing on parts of the image not related to the
flame, such as the building in the upper left corner and the
extinguished vehicle in the lower right corner. However, the
improved model focuses precisely on the flame region.
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1) In the comparison of heatmaps in Fig. 10(g), (h) and (i),
YOLOvV8n only focuses on two flame targets below the image,
and only one flame target is highlighted, i.e. the red area in the
picture, while the color covered another flame is lighter,
which indicates that the level of attention is not high enough,
in addition, this model does not focus on the flame target
above the image. Multiple flame targets are better considered
in the improved model, not only highlighting the two flames
below the image, but also focusing on the target above the
image.

2) In the comparison of heatmaps in Fig. 10(j), (k) and (1),
the highlighted area of the original model is in the upper right,
which can be found from the original that this area is not
smoke, but a brighter background. YOLOv8n-EBF focuses on
a more scattered area than other situations, but it can be seen
that the highlighted areas are still the part of flame and smoke.

From the four sets of heatmap comparisons above, we can
more intuitively see that YOLOv8n-EBF developed with more
focused attention is able to locate the aim more accurately.

VI. CONCLUSION

In this paper, three improvements are made to the
YOLOv8n model and all experiments are performed on a
public dataset. First, ablation experiments are performed to
show that each method contributes to the promotion of
model's performance. Subsequently, comparison experiments
with six different models are conducted to demonstrate that
the algorithm not only has better detection capabilities but has
a lightweight characteristic at the same time. Finally, the paper
conducts detection comparison experiments as well as heat
map comparison experiments to provide a more straight-
forward comparison with the original network. The conclusion
of the established work are as follows:

1) The dataset used in this experiment contains abundant
pictures of flame and smoke, which makes the model can
effectively detect both of them and has a good generalization
to apply to detecting tasks in different environments. The
ability to detect smoke makes the model capable of detecting
obstructed combustible and early fire, reducing the leakage
problem caused by single-target detection.

2) The improved model involves the EMA blocks and a
developed neck network to improve feature fusion in different
dimensions. In the comparison experiments of detection and
heatmap, this model shows a higher sensitivity and more
focused attention to targets of different scales, which enables
the model to locate the target more accurately and reduces the
leakage rate.

3) By replacing the Bottleneck in the original C2f module
with a new FasterNet block composed of partial convolution
to form the new module called C2f-faster, the complexity is
effectively reduced. The parameters of YOLOv8n -EBF are
about 2.4 million, the GFLops is about 6.7, and the size of the
model is only 4.8MB. Therefore, it is convenient to be
deployed in various terminals.

Vol. 15, No. 3, 2024

4) The improved model achieves 77.8% precision, 65.3%
recall and 75.0% mMAP@.5. The network has improved
Precision, Recall and mAP@.5 by 4.7%, 1.9% and 3.1%,
respectively, compared to YOLOv8n, with a reduction of
19.7% in parameters and 18.3% in GFLops. According to the
experiments, it can be observed that the complexity of
YOLOV8n-EBF has greatly decreased compared to
YOLOv8n, while all the indicators measuring the detection
performance have been significantly improved. It is superior
to the former in terms of performance and complexity
optimization, which further confirms the effectiveness of the
improvement.
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Abstract—Heart is the most critical organ of our body for
being responsible for regulating and maintaining the blood
circulation levels. Globally, heart disease cases are prevalent and
constitute a significant cause of mortality. Manifestations such as
chest discomfort and irregular heartbeat are notable symptoms.
The healthcare sector has amassed substantial knowledge in this
domain. Analyzing the research, this paper delves into the
concept of utilizing ML algorithms to predict cardiac diseases. In
this research will employ a diverse array of machine learning
techniques, including decision tree, support vector classifier,
random forest, K-NN, logistic regression and naive Bayes. These
algorithms utilize specific characteristics to forecast cardiac
diseases effectively. Leveraging machine learning algorithms to
analyze and predict outcomes from the extensive healthcare-
generated data shows considerable promise. Recent
advancements in machine learning models have incorporated
numerous features, and in this study, propose the integration of
these features in machine learning algorithms to forecast
cardiovascular ailments. The main objective of this research is to
identify the performance of the mentioned machine learning
algorithms for predicting cardiovascular elements.

Keywords—Cardiovascular disease; heart; logistic regression;
K-NN; machine learning; naive bayes; SVM

. INTRODUCTION

The heart, approximately the size of a fist, is a muscular
organ accountable for disclosing blood in the whole body. It
plays a vital role as the primary organ in our circulatory
system. The four main chambers of the heart, composed of
muscle, are activated by electrical impulses [1]. The regulation
of heartbeat is orchestrated by our nervous system and brain.
Without a functioning heart, survival is impossible, making a
beating heart a symbol of life. Maintaining a healthy heart is a
shared responsibility to lead a wholesome life.

In India, cardiovascular disease (CVD) is the cause of 80%
of all fatalities. It is a lethal ailment that, if not detected in its
early stages, leads to mortality. This prevalence in India is
attributed to socioeconomic factors and an aging population.
“Cardiovascular diseases (CVDs)” stand as the primary reason
of death, in 2019 there would be almost 17.9 million deaths, or
32% of total fatalities [2], according to the WHO.

Heart attacks and other problems of strokes are responsible
for 85% of these CVD-related deaths, with the majority
occurring in nations where most of the people are low and
middle income.

The objective of this research is to enhance accuracy to
forecast the likelihood of a heart attack. Machine Learning
techniques like ‘Decision Tree’, ‘Random Forest’, ‘Support
Vector Classifier’, ‘Accurate prognosis’ and timely diagnosis
are crucial for improving survival rates among cardiac disease
patients.

There are various risk factors such as smoking, high blood
pressure, diabetes, high cholesterol, chest discomfort, being
overweight or obesity, and others are considered [7]. Hence
this paper showing implementation of some supervised
machine learning algorithms by using dataset.

Il.  RELATED WORKS

T. Nagamani et al. proposed an innovative device concept
integrating algorithmic loading maps and statistical data
collection methods. Their reported accuracy surpassed that
achieved through traditional custom neural networks in a test
set of 45 cases. The integration of flexible circuits and line
diameters notably enhanced the algorithm's accuracy [2].

R. Udaiyakumar et al. suggested the utilization of various
machine learning (ML) methodologies [29] [30], including
deep neural networks, KNN, SVM, decision trees, and random
forest classifiers. Historical data from multiple medical
institutes in Central Europe were employed for forecasting.
The Back Propagation Algorithm of ‘Artificial Neural
Networks’ demonstrated superior effectiveness, yielding 89%
accuracy with speed [3].

In a study by Teresa Prince, R. et al., a single-category
algorithm was examined for forecasting coronary heart
disease. They employed a proprietary set of criteria to evaluate
classification algorithms, including naive Bayes, k-closest
communities (KNNs), decision tree neural networks, and
divisor accuracy [4].

J. Rethna Virgil Jeny et al. proposed four ML
classification procedures forecasting the heart problems: There
are ‘Logistic Regression’, ‘Naive Bayes Classifier’, and
‘Decision Tree and Support Vector Classifier’. They utilized
the Cleveland Dataset, considering 13 attributes across 72
parameters to determine if a person has heart disease. Factors
such as gender, type of chest pain, age, blood pressure during
rest, serum cholesterol, and other attributes were considered in
their diagnostic model [5].
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F. Rabbi presented the most popular categorization models
in data mining, employing ‘MATLAB multi-layered’ of the
level feed-forward back-propagation with K-NN, ANN, and
SVM. They used the heart disease Cleveland dataset from the
‘UCI ML repository’. Their results indicated that the SVM
method outperforms the various techniques K-NN and ANN,
achieving an 85% classification exactness after pre-processing
and trials [6].

S. J. Priya, A. S. Ebenezer, D. Narmadha, and G. N.
Sundar explored ten alternative methods for categorizing
coronary artery disease risk assessment. They utilized the
PIMA dataset and applied various classification techniques
such as ‘ANN, DT, SVM, RF, CHAID, rule induction, KNN,
decision stump (DS) and naive Bayes (NB)’. These findings
showed the effectiveness of SVM and NBin predicting cardiac
disease [7].

Jinjri Wada et al. investigated effective ML algorithms to
identify the most efficient ones for cardiovascular ailment
categorization using patient data. Various classification
algorithms, including KNN, DT, LR, NB and SVM were
evaluated to use these metrics such as precision, recall, F1-
score, accuracy, and training time. They concluded that SVM
and LR were the most effective approaches for identifying
cardiovascular illness [8]. Maintaining the Integrity of the
Specifications.

Khan Ayub and Algarni Fahad proposed an ‘Internet of
Medical Things (IoMT)’-is mainly used in a healthcare
controlling system utilizing MSSO-ANFIS to forecast cardiac
illness. They found that LCSA for feature selection
consistently outperformed other options in terms of fitness
values. Their novel MSSO-ANFIS technique exhibited a

Vol. 15, No. 3, 2024

higher level of performance compared to existing methods,
achieving higher legibility, recall, F1-score, accuracy, and the
low arrangement error [9].

Jha, Dembla, and Dubey [30] (2023) introduce a transfer
learning-based stacking ensemble model for enhancing potato
leaf disease prediction. Their approach achieves a notable
accuracy of 95.8% and an F1 score of 0.94, demonstrating
improved predictive capability. The ROC curve exhibits a
high AUC of 0.97, indicating excellent model discrimination.

Meshram and Dembla [31] (2023) propose a multiclass
and transfer learning algorithm for early detection of diabetic
retinopathy. Their method achieves an accuracy of 91.2% and
an F1 score of 0.89, demonstrating reliable disease detection.
Evaluation of the ROC curve yields an AUC of 0.93,
indicating good discriminative ability.

Meshram and Dembla [32] (2023) present a multistage
classification approach for predicting diabetic retinopathy
based on deep learning models. With an accuracy of 93.5%
and an F1 score of 0.92, their method exhibits strong
performance in disease prediction. The ROC curve analysis
reveals an AUC of 0.94, suggesting effective discrimination
between different stages of retinopathy. Table I shows the
comparative analysis of past work done.

Meshram, Dembla, and Anooja [33] (2023) develop and
analyze a deep learning model for early detection of diabetic
retinopathy through multiclass classification of retinal images.
Achieving an accuracy of 94.6% and an F1 score of 0.93, their
approach demonstrates high diagnostic accuracy. Evaluation
of the ROC curve yields an AUC of 0.96, indicating excellent
discriminatory power in detecting diabetic retinopathy.

TABLE I. COMPARATIVE ANALYSIS OF PAST WORK DONE
Author(s) Year Algorithms Used Datasets Results
Alkhamis, Moh A, et al. Random  Forest, Gradient Boost, | 1,976 patients with acute 0 .
[10] 2024 XGBoost, SVM and Logistic Regression | coronary syndromes in Kuwait 80.92 % accuracy with random forest
Peng, Mengxiao, et al. 2023 XGBoost, Logistic Regression, 32;2);& Eglqlll:aenComHziﬁ:gﬂ Without BMI AUC 0.8059 & With
[11] LinearSVC, Random Forest and XGBH Dataset 99 P BMI 0.8069
0, 0, isi
Random Forest, Decision Tree, SVM, 98.78 % accuracy, 98.07 % precision,
- ; ] - 97.1 Specificity, Recall value 95.31,
Srinivasan, Saravanan, et XGBoost, Radial basis functions, K- .
2023 . " UCI repository F- measure 97.89 and 9791 %
al. [12] nearest neighbour, Naive Bayes and . .
| - L Sensitivity with proposed learning
earning vector quantization o
vector quantization
National ~ Health  Insurance .
Cho, Sang-Yeong, et al. Aanoost,_TreeBag, Ngural Net\/\_lor_k Service-Health Screening Poolgd cohort equation _(PCE)
2021 with 8 variables, 16 variables, Logistic specifcally showed C-statistics of
[13] . (NHIS-HEALS) cohort from
Regression 0.738.
Korea
Performance was assessed by C-
the Pooled Cohort Equation, ) _ | indices, calibration  plots, and
Schiborn, Catarina, et al. Framingham CVD Risk Scores (FRS), EP.IC Potsdam  and  EPIC expected-to-observed ratios with C-
2021 : Heidelberg S . -
[14] PROCAM scores, and the Systematic (Not Available on Publicly) indices consistently indicated good
Coronary Risk Evaluation (SCORE) y discrimination (EPIC-Potsdam 0.786,
EPIC-Heidelberg 0.762)
Random  forest, Gradient  Boost, | Electronic Health Gradient Boosting Perform  shows
Ward, Andrew, et al. [15] | 2020 XGBoost, SVC, Decision Tree, Logistic | RecordNorthern California; . g
- . highest accuracy.
Regression Primary Dataset
Grammer, Tanja B., et al. ARRIBA, PROCAM "1, PROCAM I, Primary  Data of 4044 | sensitivity to predict future CVD
2019 FRS hard-CVE, ESC -HS, FRS-CHD1 L -
[16] and FRS-CHD2 Participants of DETECT study occurrences is about 80%.
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I1l.  BRIEF DISCUSSION OF MACHINE LEARNING
ALGORITHMS AND EVALUATION METRICS

A. Machine Learning in CVD

The application of machine learning techniques holds
promise in both classifying and diagnosing cardiovascular
diseases. Machine learning, with its diverse applications,
ranging from identifying risk-increasing traits to enhancing
vehicle safety systems, provides popular predictive modelling
tools to overcome existing limitations [4].

This research endeavors to identify the risk of heart
disease arising on the criteria mentioned above. Extensive
research has already been conducted utilizing machine
learning algorithms for predicting cardiac disease.

Types of Machine Leaming Algorithms |

[ |

| Supervised | | Unsupervised | | Reinforcement |
Classification Regression Clustering Assodiation Rule Decision Making
Mining .
Logistic Linear K-Means Markov Decision
Regression Regression Clustering Apriori Process
Algorithm
Naive Bayes Decision Tree DBSCAN © Q-Learning
Clustering F-P Growth ~
K- Nearest Support Vector B R-Learning
. . Agglomerative Algorithm
Neighbour Regression .
Hierarchical TD Learning
Support Lasso Clustering
Vector Regression Meanshift
Classifier i
Ridge Regression clustering

Fig. 1. Types of machine learning.

Fig. 1 defines about the types of machine learning
algorithms.

B. ML Algorithms

1) KNN: “K-Nearest Neighbors (KNN)” is a supervised
arrangement ML technique. It predicts outcomes based on the
same training data provided. The Input data is compared to the
features of existing data, and the technique calculates
distances, such as Euclidean, Manhattan, or Minkowski,
between feature points to compare unclassified data with
classified data. The name "K-Nearest Neighbor" (KNN)
signifies finding the closest neighbors to the input data [17].

Euclidean Distance

D(x,y) = yXioi — x;)? 1)
Manhattan Distance
D(x,y) = Xiso 1% — il 2
Minkowski Distance
1
D (x,y) = (Xizqlx; —yil)? (3)
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K-Nearest Neighbors (KNN) is an algorithm broadly used
in supervised machine learning. This versatile technique can
effectively tackle problem statements related to both
classification and regression. In this method, the "K"
represents the number of nearest neighbors with the new
unfamiliar variable that needs to be forecasted or sorted.

2) SVM: Data analysis often involves leveraging the
“supervised learning technique” known as “Support Vector
Machine (SVM)”. SVM is versatile, capable of addressing
both regression and classification problems [18] [26] [27]. In
SVM modeling, instances are mapped to points in a space,
emphasizing a distinct gap between examples of discrete
categories.

The training method of the SVM develops a model that
maps new samples in the same space and forecasted the
different levels that they belong to [19], it is noted that it is a
‘non-probabilistic binary linear classifier’. It is trained using
data to recognize them as relating to one of two categories.
Moreover, SVM manifests in two primary forms:

a) Linear SVM: It is utilized when the data can be
distinctly separated by a straight line. In simple terms, in any
condition, a dataset can be divided into two distinct categories
by drawing a single straight line, it is deemed linearly
separable data. A Linear SVM is employed in this scenario to
perform the classification.

b) Non-linear SVM: It is applied when the data cannot
be divided with the process linearly. Moreover, in any
condition a dataset cannot be effectively separated by a
straight line, it is categorized as non-linear data. In such cases,
a Non-linear SVM classifier is utilized for effective
classification.

3) Naive bayes: It is noted that in handling classification
issues, the Naive Bayes method is utilised. Moreover, ‘the
Bayes theorem’ is the process that serves as the foundation for
this supervised ML technique.

Bayes Theorem Equation

Ay _ PEr@
PE) =t )
A and B are events and P(B) # 0. where the target to fulfil

the probability of event A occurring given that event B is true.
Event B is also referred to as evidence.

It is noted that P (A) represents prior probability A,
indicating the likelihood of the event before any proof is
observed. The proof corresponds to a multiplication standard
of an unfamiliar instance, denoted by event B. Moreover, P
(A|B) signifies the possibility of B, depicting the probability
of the event after the evidence is observed.

It is noted that direct and efficient arrangement algorithms
are the ‘Naive Bayes classifier’. Additionally, it facilitates the
swift development of ML models capable of providing
accurate predictions. This algorithm, often termed a
probabilistic classifier, operates by predicting the data based
on probabilities [20]. It is predominantly employed in data
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classification tasks,
training datasets.

particularly those involving sizable

4) Logistic regression: The supervised learning method
called logistic regression is adept at addressing both
classification and regression challenges. In classification
problems, the target variable is often discrete or binary, taking
on values such as 0 or 1.

Logistic regression employs the sigmoid function in its
process, generating categorical variables that can be
represented as 0 or 1 [21], Yes or No, True or False, and so
on. This predictive analysis technique relies on mathematical
operations to make predictions.

Logistic Function

o (2) = (5)

Logistic regression relies on a refined cost function known
as the sigmoid or logistic function. This function produces
output within the range of 0 to 1. Specifically, if a value falls
below 0.5, it is interpreted as 0, while values exceeding 0.5 are
interpreted as 1.

1-e~Z

5) Decision tree: The algorithm of decision trees is a
structure of observed learning, commonly applied to solve
classification challenges, but it is also versatile enough to
handle regression problems.

In essence, tree-structured a decision tree and classifier
where the inside nodes depict the dataset's mode [22], leaf
nodes signify the outcomes of choices, and branches outline
the decision rules guiding each choice, often branching into
multiple paths. It serves as a visual representation,
systematically presenting all possible solutions or decisions
based on predetermined criteria [23].

The attributes of the provided dataset guide the decisions
or analysis within the tree. A decision tree starts by posing a
question and then, based on the answer, bifurcates into sub-
trees, continuing the process.

6) Random forest: A widely used supervised learning
approach in machine learning is the Random Forest classifier.
This versatile technique can be effectively applied to various
ML tasks, encompassing both alignment and regression.
Moreover, ‘Random Forest’ is built on ensemble learning, a
strategy to tackle complex problems and enhance model
performance by combining multiple classifiers [24].

In addition to enhancing the predictive actuality of the
dataset, ‘Random Forest’ employs multiple decision trees,
each trained on different subsets of the input data. Rather than
confide on an individual decision tree, ‘Random Forest’
aggregates predictions from individual trees and forecasts the
outcome based on the predictions that receive the most
support [25, 26, 27, 28, 29]. The larger number of trees in the
forest helps prevent overfitting and significantly improves
accuracy.

In classification problems, the ultimate output is
determined using a majority voting classifier, while in
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regression problems, the final result is computed as the mean
of all the outputs. This robust methodology in Random Forest
significantly contributes to accurate predictions and effective
prevention of overfitting.

C. Evaluation Metrics

Classification models vyield various category outputs.
While most error measures provide an assessment of the
overall error in our model, they often do not pinpoint specific
instances of mistakes within the model. There could be cases
where the model tends to over classify certain categories
compared to others, but standard accuracy metrics do not help
in identifying such nuances [12].

A classifier's predicted and actual values can be combined
in four distinct ways:

It is notified that the percentage of events that our real
values match the expected positive. There are several times
the model right predicts negative standards as positives and
vice versa. Without the projection the number is positive. Fig.
2 shows the confusion matrix, with the help of the same we
can find some parameters like accuracy, precision, recall etc.

PREDICTED CONDITION
TOTAL
POPULATION | POSITIVE (PP) | NEGETIVE (N)
=P+N
TRUE POSITIVE | FALSE NEGETIVE
POSITIVE &
ACTUAL ® ap) EN)
CONDITION NEGETIVE (N) F;\LSE(I;%SITI\"E TRUE ?I}%\%ETI\‘E

Fig. 2. 2*2 Confusion matrix layouts.

The ratio of instances when our real negative standard
matches our expected negative standard, which is known as
the real negative.

1) Accuracy: The exactness is used when conditioning the
percentage of standards that were properly categorized. It
shows how often our classifier is right. Based on the result
dividing the sum of all real values by all values.

TP+TN

ACCUraCy = oy

(6)

2) Precision: Precision is identified by how well all the
models can categorise in actual values. There is calculation by
rebuttal the whole number of projected actual values by the
real positives.

Precision =

()

3) Recall: There is used when all the determine how well
a model can predict positive values. It is noted that how often
does the model show real forecast positive values? On the
other hand, it is also calculated by dividing the total number of
real positive values by the genuine positives.

TP+FP

TP
Recall = ——
TP+FN

®)

4) F1-Score: The tunable mean of repeal and legibility is
F1 score. There is a need to consider both Accuracy and
Recall, it is beneficial.
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PRECISION+RECALL

F1-Score =

)

IV. METHODOLOGY AND IMPLEMENTATION

The dataset related to cardiovascular disease from various
primary and secondary sources including the Machine
Learning Library for this research. This dataset comprises 11
distinct features and a target variable, encompassing a total of
70,000 patient records. The characteristics of the dataset are
outlined in Table II.

Vol. 15, No. 3, 2024

The input features fall into three distinct classes: objective,
examination-based, and  patient-reported  information.
Objective features encompass Age, Weight, ‘Body Mass
Index (BMI)’, Height, and Gender. Examination features
include ‘Systolic hypertension’, Cholesterol, ‘Diastolic Blood
Pressure’ and Glucose. Subjective features consist of
Smoking, consumption of alcohol, physical performance, and
the target variable denoting the presence or absence of
cardiovascular disease, labelled as "cardio." The whole
computation work is done in Google Colab in Python
Language.

TABLE II. DATASET MULTIPLICATION
S.no. Name of Attribute Feature Type Name Type

1 Age Feature objective Age ‘int (days)’

2 Height Feature objective height ‘int (cm)’

3 Weight Feature objective weight ‘float (kg)’

4 Gender Feature objective gender ‘categorical code’

5 Systolic hypertension Feature of examination ap_hi ‘int’

6 Diastolic blood pressure Feature of examination ap_lo ‘int’
1: Customary, 2: above

7 Cholesterol Feature of examination cholesterol Customary, 3: well above
Customary
1. normal, 2: above

8 Glucose Feature of examination Gluc normal, 3: well above
normal

9 Smoke Feature of subjective Smoke Geminate

10 Intake of booze Feature of subjective Alco Geminate

11 Various physical operation Feature of subjective Active Geminate

12 ;ﬁ;ﬁce or absence of - cardiovascular Variable in target Cardio Geminate

A. Data Pre-processing

Initially, we performed a thorough check for any null or
missing values within the provided dataset. Subsequently, we
identified and removed duplicate rows, resulting in a dataset
containing 21,558 rows of valuable data [6].

Fig. 3 shows the complete descriptive statistics of the used
dataset of all the parameters. Following this, we conducted an
outlier analysis, selecting specific parameters to refine the
dataset further, ultimately retaining 10,913 data entries.

In Fig. 4, a heatmap illustrating feature correlation is
presented. A number smaller than zero in this graphic shows a
negative correlation, zero means there is no relationship
between two features, and the depth of colour indicates how
strongly the features are correlated.

After studying the dataset, it was identified that before
training the ML models, it was necessary to scale all the
standards and turn some class grade into dummy variables
[11]. ‘Principal component analysis’, ‘linear discriminant
analysis’, and ‘generalized discriminant analysis’ are some of
the feature extraction techniques that can be employed in this
step to remove duplicates from the dataset and extract
pertinent variables.

B. Python Libraries

Python libraries are sets of modules that include pre-
written, helpful routines and functions, saving you time and
effort. In this study we used following Python Libraries
namely as Pandas, Numpy, Matplotlib, Seaborn, Sklearn etc.
High-level data sets are prepared for machine learning and
training by another Python module called Pandas. It makes use
of both one-dimensional (series) and two-dimensional (Data-
Frame) data structures. Due to its wide range of mathematical
operations, NumPy is a well-liked Python library for multi-
dimensional array and matrix processing.

count mean std min 25% sex 75% max

id 70000.000000

49972419900 28851.302323 25006750000 50001.500000 74889.250000

age 70000.000000 PXIYFLRTZd 10798.000000  17664.000000 21327.000000 23713.000000

gender  70000.000000 1349571 0476838 1.000000 1.000000 1.000000 2000000 2.000000
height 70000000000 164359229 8210126 55000000  159.000000 165000000  170.000000  250.000000
weight  70000.000000 74.205690 14.395757 10.000000 65000000 72.000000 82000000  200.000000
ap_hi 70000000000 128817286 154011419  -150.000000  120.000000 120000000  140.000000 16020.000000
ap_lo 70000000000 96630414 188472530  -70.000000 80.000000 80000000 90.000000 11000.000000
cholesterol  70000.000000 1366871 0.680250 1.000000 1.000000 1.000000 2.000000 3.000000
gluc 70000.000000 1.226457 0.572270 1.000000 1.000000 1.000000 1.000000 3.000000
smoke  70000.000000 0.088129 0.283484 0.000000 0.000000 0.000000 0.000000 1.000000
alco 70000,000000 0053771 0.225568 0.000000 0.000000 0.000000 0.000000 1.000000
active  70000.000000 0.803729 0.397179 0.000000 1.000000 1.000000 1.000000 1.000000
cardio  70000.000000 0499700 0.500003 0.000000 0.000000 0.000000 1.000000 1.000000

Fig. 3. Descriptive analysis of dataset with attributes.

195|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 15, No. 3, 2024

10
00012 00033 00038

e
)
&

Bp_hi veight height gender

000032 000 33l 0054

0048 0066

00051 (1] 203 s o a4 0024 001 006 0005 o

smoke  gluc chalesterl ap_lo

%- 400 204 [ETY [3t] 068 000032 OO [l 2,004 o4 o0 ) 02
2- oooz Q03 T 0094 0087 Q0014 o1 0036 o 034 ons 20073
.
H 00038 00% 00058 0.0068 20 33e05 00048 198 £0.0058 0021 [ L )3
: -00
T- o003 02 00081 a0 o8 0os4 0086 L2 noes 205 0 003%
3

] adz gender height weight @ hi m:\c calesterol gl: smoke dea ative o

Fig. 4. Correlation matrix of different parameters.

A Python data visualisation package called Matplotlib is
mostly used for producing eye-catching plots, graphs,
histograms, and bar charts. Plotting data from Pandas, NumPy,
and SciPy is supported. Based on NumPy and SciPy, Scikit-
learn is a widely used machine learning package.

V. RESULTS AND ANALYSIS

In this research, we began by comprehending the pre-
processed dataset through exploratory data analysis. The
dataset underwent a thorough cleaning process, involving the
removal of outliers and null values. Subsequently, we
proceeded to apply the proposed method along with various
other machine learning techniques to this meticulously
prepared dataset.

The algorithm's effectiveness is assessed in the Table IlI;
there are metrics of employing such as recall, precision, F1
Score, ROC AUC, and accuracy. Various classification
algorithms, including Naive Bayes, SVM, KNN, Decision
Tree (DT), Random Forest (RF), and Logistic Regression,
were utilized to evaluate the performance and classification
accuracy.

TABLE Ill.  SUMMARY OF RESULT OBTAINED
Algorithm Accuracy | Roc_Auc | Recall | Precision Slzé;e
KNN 84.20 0.83 0.85 0.95 0.90
Naive Bayes 87.95 0.94 0.89 0.96 0.92
SVM 88.59 0.95 0.91 0.95 0.93
Decision Tree 81.58 0.71 0.88 0.89 0.89
Random Forest 82.04 091 0.88 0.89 0.89
Eggirztsi;on 85.94 0.92 092 | 090 0.91

Logistic Regression:

Train Result:

Accuracy Score: 87.12%
CLASSIFICATION REPORT:

(2] 1 accuracy macro avg weighted avg
precision 0.68 9.91 0.87 0.79 ©.87
recall 9.59 .94 ©.87 0.76 0.87
fi1-score ©.63 ©.92 0.87 0.78 0.87
support 1434.00 6205.00 0.87 7639.00 7639.00
Confusion Matrix:

[[ 852 582]
[ 402 5803]]
Test Result:
Accuracy Score: 85.00%
CLASSIFICATION REPORT:

2} 1 accuracy macro avg weighted avg
precision 0.62 0.90 9.85 9.76 0.84
recall 0.56 9.92 9.85 0.74 9.85
fi1-score 0.59 90.91 9.85 0.75 9.85
support 625.00 2649.00 ©.85 3274.00 3274.00

Confusion Matrix:
[[ 329 276]
[ 215 2434]]

Fig. 5. Training & testing accuracy score for logistic regression classifier.
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Fig. 6. Logistic regression confusion matrix for training & testing.
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Fig. 7. ROC curve for logistic regression for training and testing.

From the data presented in Table Ill, it is evident that the
“SVM and Naive Bayes” algorithms earn the highest
accuracy, scoring 88.59 and 87.95 respectively for the testing
dataset. Fig. 5 depicts the results in the form of classification
report having precision, recall fl-score, support, and the
accuracy scores for both training and testing datasets for
‘logistic regression’. Fig. 6 shows the confusion matrix visuals
clearly for the training and testing datasets with actual &
predicted values for the Logistic regression.

The visual representation of these findings through ROC
Curves and accuracy scores in Fig. 7 further reinforces the
superiority of Logistic Regression algorithms in distinguishing
between positive and negative instances. These models exhibit
robust performance on both training and testing datasets, as
illustrated in the visualizations.

Machine learning techniques have demonstrated immense
potential for early prediction of cardiovascular disease,
enabling the analysis of extensive datasets to identify patterns
and correlations often overlooked by conventional statistical
approaches. Early prediction of heart disease is a critical yet
challenging task in the field of medicine.

VI. CONCLUSION AND FUTURE WORK

This article highlights various automated computational
approaches for predicting cardiovascular disease utilizing
supervised learning and classification techniques. Multiple
features are incorporated to test the algorithms, aiming to
deliver precise illness prognostication. The decision classifier
method leveraging variables such as age, BMI, cholesterol,
and other factors, has proven highly effective in predicting the
presence of illness. However, there are several challenges that

Vol. 15, No. 3, 2024

need to be addressed to develop robust machine learning
models for early detection of CVD.

The approaches and methods for detecting cardiovascular
disease based on several machine learning algorithm types
were discussed in this study. Include a comparison study of
the many prior studies that were conducted to diagnose
cardiovascular disease using various algorithms and
techniques, along with the accuracy of the results.

In conclusion, the analysis of the results presented in Table
Il highlights the exemplary performance of the Support
Vector Machine (SVM) and Naive Bayes algorithms in
predicting cardiovascular diseases, achieving the highest
accuracy scores of 88.59% and 87.95%, respectively, for the
testing dataset.

Future research would concentrate on other machine
learning and deep learning models like Ensemble learning
approaches (XG Boost, CAT Boost, Light GBM, Ada Boost,
MLP Classifier etc.) Ultimately, the early detection of CVD
risk factors through ML models has the dynamic to notably
alleviate the global burden of cardiovascular disease. Despite
promising results, challenges persist in developing robust
machine learning models for early prediction of CVD. A
major challenge is the lack of standardized data collection and
analysis protocols, leading to inconsistencies in the data used
during the method of training and various testing ML models.
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Abstract—Images captured underwater often exhibit low
contrast and color distortion attributed to special properties of
light in water. Underwater image enhancement methods have
become an effective solution to address these issues due to its
simplicity and effectiveness. However, underwater image
enhancement methods (such as CLAHE) face challenge of
increasing image contrast, improve generalization of method.
Here, underwater image enhancement via higher-order moment
CLAHE model and V channel substitute is proposed to enhance
contrast and correct color distortion. Firstly, analyze statistical
features of image histograms, use higher-order moments to
quantify features in a targeted manner, add them to CLAHE, so
that improved CLAHE can accurately enhance contrast of
underwater image according to dynamic features of image
blocks, avoiding over- or under-enhancement of image. Then, for
problem of color distortion, this paper novelty uses gray data to
substitutes V channel in HSV color space, compensated for lost
information, so as to achieve purpose of color correction in terms
of visual perception. Finally, color correction of image through
gray world method, which effectively improve color distortion
problem. Our method is qualitatively and quantitatively
compared with multiple state-of-the-art methods in public
dataset, demonstrating that this method better solved low
contrast and color distortion, in addition, details were more
realistic, and evaluation indexes of underwater image quality
were better.

Keywords—Underwater — images; contrast enhancement;
adaptive CLAHE; high-order moments; dynamic features

. INTRODUCTION

As a huge part of the Earth, the ocean still has many
unknown and unexplored fields for humanity. Driven by
curiosity and longing for rich resources, it becomes an
important way to know more about underwater world through
imaging systems [1], technologies linked to underwater
exploration and resource development have consistently
commanded substantial attention [2] [3]. Throughout the ages,
within exploration in this field, images have consistently been
one of essential instruments of cognition. Unfortunately, due to
strong absorption and scattering of underwater light,
underwater imaging usually faces degradation problems that
seriously affect detection of underwater environment [4],
resulting in the destruction of the structural and dynamic
properties of different areas of the image, leading to problems
such as low contrast, color distortion [5]. The degraded
underwater image severely limits performance of various
computer vision algorithms. In Fig. 1, examples of real-world

*Corresponding Author.

underwater images, which have obvious different features of
underwater image quality degradation, e.g., low contrast and
color casts. In order to promote further research and
application, it is necessary to improve underwater image. The
variation of light with different wavelengths traveling
underwater leads to uneven pixel distribution in underwater
optical images and further results in low contrast and color
distortion in images. However, using a single contrast
enhancement method ignores extraction of texture features of
images and results in localized contrast over or under
enhancement and color distortion. Similarly, a single-color
correction method cannot improve contrast and detail of
images. To address these problems simultaneously, a variety of
approaches have been presented in the last decade [6]-
[11],[13]-[17],[20]-[23], which can be broadly categorized into
three types: image enhancement methods, image restoration
methods, and deep learning methods.

A. Image Enhancement Methods

Image enhancement is based on the direct modification of
image pixel values to adjust one or more image attributes to
improve the overall visual quality of underwater images [19].
Zhang et al. [9] used an extended multiscale retinex-based
method (Lab-MSR) to process underwater images in the
CIELab color model. Zhang et al. [10] presented a new color
correction and dual-interval contrast enhancement method
supported by multiscale fusion, using a simple linear fusion
method to fuse the processed high and low frequency
components. Wang et al. [11] proposed an intelligent protocol
called meta-underwater camera that uses reinforcement
learning to intelligently configure seven underwater image
enhancement  techniques, including fading  channel
compensation, white balance, tone mapping, saturation
adjustment based on the hue-saturation-luminance (HSL)
model, contrast stretching, gamma correction, and high-pass
fusion. This protocol works while the underwater camera is
capturing the underwater image and optimizes the original,
poorly visible underwater image into a highly visible image.
With these methods, the structural and dynamic properties of
the underwater image are hardly taken into account. Image
enhancement methods aim to change the pixel values of the
image to improve the visual quality and have the advantage of
improving the contrast of distorted underwater images with
relatively little computational effort. However, the same
processing technique is used for all scene images, which means
that the texture details of underwater images are not fully
utilized, resulting in over- or underestimation [12].
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Fig. 1. (a) Real-world underwater images. (b) - (e) our method enhanced results (bottom) for several raw images with degraded quality (top).

B. Image Restoration Methods

Image restoration methods solve the parameters of the
image model using priors to restore well-visible images [13]-
[17]. A representative method is the dark channel prior (DCP)
theory proposed by He et al. [15] which was originally used for
haze removal but has been adapted by many researchers for
underwater image processing. In fact, the estimated
transmittance is too large [15], which makes final enhanced
image dark. Peng et al. [16] proposed a depth estimation
method to accurately estimate depth of underwater scene. Zhu
et al. [17] proposed an underwater image enhancement with
dark channel prior, which improves contrast and color by
advanced light estimation, retinex, and channel-specific
coefficients. These methods achieve clear images by solving an
inverse problem for the parameters of the image model.
Although certain effects are achieved, spatial and textural a
priori of the image are not adequately accounted for, resulting
in insufficient detail in the restored image [18]. More
importantly, these methods usually require a complicated
mathematical  optimization process, which is very
computationally intensive [19].

C. Deep Learning Methods

Deep learning has made remarkable advances in computer
vision and has driven the development of techniques to
enhance underwater images. The successful application of
these methods is due to the extensive training data [18]. Han et
al. [20] introduced a novel spiral generative adversarial
network (GAN) to enhance image details and remove noise
caused by scattering and attenuation. Fu et al. [21] designed
SCNet for capturing desensitized underwater representations
that can be adapted to different waters, but enhanced images
have blurred detailed textures. Meanwhile, Cycle Generative
Adversarial Network [22] and Twin Adversarial Contrastive
Learning [23] have also been used to enhance underwater
images. Although deep learning techniques have many
advantages, the parameters in the networks remain unchanged
after training is completed, which limits the adaptability of
deep learning methods [19]. Most importantly, deep learning
methods rely on an extensive dataset containing both distorted
and clear underwater images. Many of these images are
synthetically created and do not accurately represent the

features of real underwater images [24]. Furthermore, deep
learning methods require more time to train networks than
traditional methods [4] , but they still have higher requirements
for hardware equipment and training datasets. Different from
deep learning methods, image enhancement and image
restoration methods emphasize the specific performance of
degraded underwater images. Image restoration methods utilize
different prior assumptions to invert to a clear image before
degradation [25]. However, the accuracy and universality of
complex scenarios need to be improved because of the
limitations of prior knowledge [16]. Image enhancement
methods utilize processing technology to enhance contrast, i.e.,
CLAHE [26] and retinex-based [27] methods.

Compared with general natural images, underwater images
have some unique structural features. The acquisition of
underwater visual images is affected by light attenuation,
absorption, and scattering, resulting in the destruction of the
structural and dynamic properties of different areas of the
image. As a result, underwater images often suffer from color
distortion, low contrast, and blurred details. Traditional image
enhancement methods fail to effectively personalize and
improve these features. We thus propose underwater image
enhancement via a higher-order moment CLAHE model and a
V-channel substitute. More precisely, our main contributions
can be summarized as follows:

1) CLAHE is widely used in underwater images; however,
it lacks an accurate and comprehensive description of dynamic
features. We propose to utilize higher-order moments to
quantitatively portray statistical features of image histograms.
These quantitative data are incorporated into the clipping
model to improve the description of statistical features of the
histogram in CLAHE. The improved algorithm has stronger
generalization ability and a wider application range and
effectively solves the problem that underwater images are
prone to over- or under-enhancement.

2) In view of the fact that light is absorbed in water,
which leads to the destruction of the structural and dynamic
properties of the regions in the underwater image, triggering
the color distortion of the underwater image, To address this
challenge, this paper proposes a color compensation strategy
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with V-channel substitution. By compensating the color-
damaged channels with the histogram distribution
characteristics of underwater images, color correction in visual
perception is achieved.

3) We use contrast enhancement and color correction to
enhance underwater images. Compared with existing similar
methods, our proposed method has achieved better results on
PSNR, AMBE, UCIQE, and UIQM.

The rest of this paper is organized as follows: Section Il
delves into related work, proposed method is given in Section
I1l, and an experimental comparison is given in Section IV.
Finally, Section V concludes the paper.

Il.  RELATED WORK

CLAHE pipeline consists of 4 main steps. First, input
image is divided into non-overlapping blocks of equally sized,
each block contains M pixels, and histogram adjustment is
performed in each block. Secondly, histogram adjustment
includes histogram creation, clipping histogram, and
redistributing pixels according to a clipping point. The higher
clipping point is, more contrast is enhanced, clipping limit

value N, is calculated as follows:
Ncl = NAver +[ﬂx(luxxluy_NAver)] (1)
where, N,. is average number of block pixels, g is

clipping factor, 4, is number of pixels in horizontal direction
of block image; 4, represents number of pixels in vertical
direction, and calculation formula of N, is

N U xu,

Aver
L

gray (2)

where, L.,

of pixels exceeding N, in histogram of each block are cut out
and reassigned. Then, mapping function is obtained by
cumulative distribution function (CDF) of clipped histogram.

Nejip = Z{maX[H (1) =Ny ’0]}

' (€))

is number of gray levels in block. The number

)

where, H(i) is gray histogram of block; N, is total
number of cut pixels; N, is number of pixels assigned to
each gray level; after cutting, it becomes a piecewise function.

Neiips H() > N,
Neip =9 Neiip —(Ngy —H(@®),H(i)+ N = Ny
N... —N,. ,else
Clip Acp (5)
Finally, bilinear interpolation is performed to remove
artifacts that exist between blocks [28]. CLAHE not only
expands the contrast range but also optimizes the entropy of
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the image, so it is widely used in underwater image processing
[29]. CLAHE is different from conventional HE in that
contrast is limited by a clipping point, which changes the
kurtosis of each block histogram. To keep the total count of the
histogram the same, clipped pixels are required to be evenly
redistributed to each gray level. If there are pixels that have not
been allocated, cyclic allocation is required. During allocation,
the remaining pixels will be evenly allocated to gray levels less
than the clipping point until the remaining pixels are fully
allocated [30]. To eliminate artificially induced boundaries,
each pixel value is obtained by linearly interpolating the pixel
values of surrounding blocks [31]. In CLAHE, bilinear
interpolation is used; that is, interpolation is performed in two
directions. This allows CLAHE to achieve contrast
enhancement, eliminate block artifacts, and improve image
quality at a lower computational complexity [32]. Therefore,
CLAHE is widely used in underwater images to improve
contrast and to use a uniform clipping point for different image
block histograms.

Algorithml : CLAHE

Input : image-input
Parameter : block size (eg : 8 X 8), clipping limit (threshold value in
[0, 1], eg : 0.1), nbins (eg : 256)
QOutput : image-output

1 : Divide image-input into non-overlapping blocks (nbins) of
equal size

2: Calculate block histogram

3: Calculate clipping point

4: Pixel point reassignment. For each block, use extra pixels
from step 3 to reassign.

5: Histogram equalization

6: Bilinear interpolation reconstructs gray values

7: Show result image

This does not fully and accurately characterize the
dynamics of the histogram, which causes the processed image
to be prone to over-enhancement or under-enhancement. To
address this problem, researchers have proposed some
improvement methods. For example, Chang et al. [33] and Kan
et al. [28] pointed out that for uniform regions in an image,
lower shear values are needed to avoid over-enhancement,
while for textured regions (non-uniform regions), higher
clipping values are needed to emphasize texture details and
contrast. For uniform regions, a lower clipping value is used to
maintain the natural color tone and brightness of the image;
while for textured regions, a higher clipping value is used to
highlight texture details and contrast. Such processing can
more accurately capture the localized features of the
underwater image and avoid over-enhancement or under-
enhancement. Chang et al. give Eq. (6) and Khan et al. give Eq.

.

I A lo}
X oy (—
R

where, p and A are the parameters that control the
dynamic range of the histogram and the relative magnitude of

N N, +N

c = "V Aver
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data change respectively, 1, is the maximum value in the

sub-block, R indicates the dynamic range of the histogram of
the whole sub-block, and is generally taken as 255, ¢ is the
standard deviation of the sub-block, and C is a very small
value that prevents it from being divisible by zero. Chang et al.
use the sub-block mean as the main part, the sub-block
maximum value, and the standard deviation as the quantitative
index of the dynamic features, and the standard deviation is
called the second-order central moment in statistics, and the
order moment (moment) is a statistic that describes the
distribution of the data, which measures the expected value of
the values in the data set to the power of a particular value.

N LcGe

Cl

1= Nper x ( -E)

Aver

O]
®)

where, g and LcGe are both control parameters, is the

complexity of the local and global information of the image,
obtained using Laplace operator filtering, and E is the sub-
block information entropy. Khan et al. use the sub-block mean
value as the main part and use the local information, global
information, and information entropy as the dynamic feature
expression. This formula undoubtedly aggravates the
computational efficiency of the program and prevents the
algorithm from being widely used.

LcGe = Local complexity+Global complexity

Based on the three formulas introduced previously, this
paper is inspired to find a more accurate quantitative way to
feature the dynamics of histograms and hopefully to ensure the
efficiency of the algorithm.

In this work, the paper aims to improve the visual quality of
underwater images based on dynamic features of image
histograms. While CLAHE excels in local detail handling, it
suffers from over-enhancement and halo artifacts, when
processing darker images. CLAHE restricts enlargement by
pruning the histogram at a user-defined value called clipping

PROPOSED METHOD
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information in the histogram should be smoothed out and
therefore how much contrast should be increased [34]. That is
why, the global clipping point is not suitable for the
enhancement of dark regions, and adaptively setting the
clipping point is of importance in image enhancement. Eustice
et al. [35] experimented with different ideal gray distributions
and proposed that the Rayleigh distribution is most appropriate
for underwater images. Fig. 2 shows the overview of the
proposed method.

In this work, we integrate histogram dynamic features into
the clipping model to adaptively set clipping points based on
image textures for enhancing contrast. By applying this
approach to the CIELab color space, we improve the contrast
of underwater images by enhancing the L channel. Histogram
equalization applied to sub-channels ensures a more uniform
color distribution across the entire image [36]. Next, we utilize
the Gradient Correlation Similarity (Gcs) method to merge
information from the R, G, and B channels and substitute the VV
channel in the HSV color space, achieving color correction for
human visual perception. This compensates for the absence of
R channel information in underwater images. The replaced
image undergoes color correction using the gray world method,
effectively avoiding red shading in the enhanced image.
Subsequent sections will delve into the details of these sub-
modules.

A. High-Order Moment-based Clipping Point Acquisition

To improve texture and image details more effectively by
CLAHE, this paper uses mean gray value and standard
deviation represent texture of block, skewness represents
symmetry of histogram distribution, skewness is close to 0, and
histogram distribution is close to symmetry. The kurtosis
indicates peak height of histogram distribution, and high
kurtosis indicates that there are more extreme values in
histogram, and variance increases. Their combination makes
clipping value smaller in homogeneous regions and larger in
texture regions, which more accurately describes dynamic
features of different blocks. Thus, we adaptively set clipping
points as follows:

N

=N, +to+a(S+K)

value. However, clipping level determines how much noise o Aver 9)
Input Image Contrast thanced lmage +* " " Color corvection B
S O U \
../ (”" > 1 1
\ Ve “#m RGB, 1
n a7, p to cx '
, \ - ‘/I/ % J/',’ //§ HSV! '
‘ A ,*‘ A % 1 1
=\ o R '
- 1 !
> eI L " I HSV |
1 Gray world method €— ¢o 1
Contrast Enhancement Lab : RGB :
1 1
- == -
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o % o - -
1 1
\ ’
\ 7/
Fig. 2. Overview of the proposed method.
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where, « is a parameter that controls weights of dynamic
range. The S and K represent skewness and kurtosis of block
histograms, respectively. Different actual scenes can use
different «, S and K to make the method describe dynamic
feature of block more accurately, which enables the method to
obtain better contrast enhancement effects in different
underwater scenes as shown in Fig. 3.

ey~
v

it

Fig. 3. Clipping point with different block image.

To validate the validity and reliability of the proposed
formulas, we employed various combinations of clipping
models for comparison with the original model. The dataset
utilized in this experiment is the SUID dataset [37], as depicted
in Table I. From the results, it is evident that although our
method does not perform satisfactorily in no-reference
evaluation metrics (PSNR, SSIM), it exhibits a clear advantage
in underwater image evaluation metrics (UIQM, UCIQE). It is
important to note that higher values of PSNR, SSIM, UIQM,
and UCIQE indicate better performance.

TABLE I. ABLATION EXPERIMENT OF CLIPPING MODE
Quality Evaluation
Clipping Model RUN
PSNR SSIM UIQM UCIQE Timels
Original 19.83 | 0.79 | 2.88 0.49 0.0394
Nt =Npyer 0 2043 | 0.77 | 3.07 0.48 0.0843
Ny =Npper to+K 1862 | 0.76 | 3.20 0.49 0.0763
Ny =Npyer +o+S | 1983 | 079 | 310 0.48 0.0737
This study 19.37 | 080 | 321 0.51 0.0814
Ref. [28] 1408 | 061 | 3.10 0.55 0.1441
Ref. [33] 1439 | 0.62 | 1.06 0.46 0.0475
TABLE Il.  ABLATION EXPERIMENT OF CLIPPING LIMIT

Clipping Quality Evaluation

limit PSNR SSIM | UIQM | UCIQE Run Time/s
0.1 15.18 0.34 4.53 0.34 0.0783
0.2 14.17 0.61 3.21 0.51 0.0786
0.3 20.23 0.66 4.24 0.40 0.0773
0.4 21.36 0.81 3.75 0.49 0.0771
0.5 19.51 0.80 3.22 0.49 0.0781
0.6 17.28 0.74 2.77 0.50 0.0775
0.7 15.91 0.69 243 0.51 0.0785
0.8 15.08 0.65 2.20 0.51 0.0776
0.9 14.54 0.63 2.10 0.51 0.0780
1.0 19.90 0.80 1.85 0.52 0.0776
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To determine optimum clipping limit, we increased it from
0.1 to 1, each time by 0.1, to test performance of different
clipping limit on image enhancement. Table Il shows the
ablation experiment of clipping limit.

B. Color Correction Based on Fusion Channel Substitution

The Gray World method, commonly used for color
distortion correction in engineering applications [38], often
leads to red shading in underwater images when directly
applied. This is because the method assumes equal average
gray values for the R, G, and B channels. Additionally, the R
channel frequently lacks sufficient information due to
underwater imaging conditions, resulting in an overall greenish
or bluish appearance in the original image [39]. Directly
applying the Gray World method to correct the color of
original underwater images can thus lead to overcompensation
issues.

Gr_ay: R+G+B
3 (10)
k = Gray K, = Gray K, = Gray
R G B (11)

Gray represents average gray value of RGB; R, G, Bis
average value of R, G, B channels, respectively; k, , k; , k,

means gain coefficients. Based on VonKries diagonal model,
each pixel C in underwater optical image is adjusted for its R,
G, B channels.

r?

RT [k 0 07][R
G'|=| 0 k, 0[x|G
B| |0 0 k| |B

(12)

In this paper, we present a processing compound based on
HSV color space to improve overall correction algorithm and
further refine solution to underwater color distortion problem
[40].

Color-distorted images can lead to unnatural or poor visual
perception. The HSV color space was designed with
psychological and visual considerations in mind [41]. It uses
three channels to describe image to better match visual
perception of the human eye. From Eq. (15), it appears that for
underwater images, V channel more often takes pixel values
from G channel (greenish images) or B channel (bluish images)
and very rarely from R channel. To support this idea, we
counted proportion of V-channel pixels from R, G, and B
channels in 890 underwater images in the UIEB dataset. The
results show that average gray value of pixels from R channel
is 4.82, which is about five times lower than that of G channel
and six times lower than that of B channel. The average
percentage of pixels from R channel is about 9.67%, while G
channel is about 41.52% and B channel is 48.81%. Based on
this, we propose a color compensation algorithm with fusion
channel replacement, which replaces V channel with gray
image obtained by fusion of R, G, and B channels to
compensate for problem of insufficient information in R
channel of underwater images, together with gray world
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method, to visually better improve color distortion of
underwater images.

0,if max = min
GOXG;B_JrO,if max=Rand G >B
max—min
G-B .
60x ————— +360,if max =R and G < B
H = max— min
GOXLR_-F].ZO,” max =G
max—min
GOXLG_+24O,”: max = B
maxX—min (13)
0,if max =0
S= —mi i
max—min 1 min other
max max (14)

V =max{R,G,B
where, max means largest of R, G, and B, and min stands
by smallest.

Substituting V channel with a Gcs image based on criteria
of minimal loss of structural parameters and gradient
information, effectively compensating for R channel
information while preserving color image structure and detail.
Combining this with the gray world method enhances
compensation for V channel information in the HSV color
space, facilitating color correction for visual perception.
Additionally, substituting V channel with a grayscale image
derived from merging R, G, and B channels mitigates
distortion in blue or green-biased underwater images. This
method, coupled with the gray world technique, achieves color
correction. Experimental results demonstrate that the grayscale
image optimally utilizes intensity and detail information in the
RGB color space. For RGB format source images, intensity can
be computed by linearly summing R, G, and B channels with
fixed weights, exemplified by the traditional gradient error
(GE) method.

GE =0.299xR+0.587xG +0.114x B (16)

However, in some color images, such as color images with
equal luminance regions, the use of luminance channel images
alone does not truly reflect structure and contrast of image, Liu
et al. [42] proposed a decolorization model based on Gcs
measure to well solve above problem, proposed method can
better reflect degree of feature distinguishability and color
ordering preservation in color-grayscale conversion, using Gcs
image can effectively compensate for loss of R channel
information, and improve intensity values and details of
underwater color image (see Fig. 4). The core model is

2"c,x—|c,yHVgx,y‘

rw'cn—z(x,y)ep 2c={r,g.b} 2 2
llex ~ley| +[Voxy|

st. 9=Xc={r,g,b}Wclc: Ze={r,g,0}We =1 (17
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where, w; is a unique weight that determines mapping
function; p is all pixel pairs; 1 is pixel value in horizontal
direction on color map image; I , is pixel value in vertical
direction; weighting coefficients are {w, |c =r,q,b}.

Fig. 4. (a) Original image; (b) GE image; (c) Gcs image; (d) GE image
substitution V channel; (e) Ges image substitution V channel.

The proposed method possesses fast and robust
performance and runs very fast and can be used in engineering
practice. It can also be used directly in RGB color space for
color correction without conversion to other color spaces [43].

IV. EXPERIMENTAL RESULTS

To verify effectiveness of the method, six representative
underwater images were selected from public underwater
images UIEB [44] datasets. We have chosen four conventional
methods for comparison, they are HE [45]; CLAHE proposed
by Zuiderveld et al. in 1994 [46]; contrast enhancement of low-
contrast medical images using modified contrast limited
adaptive histogram equalization is an improved CLAHE
method proposed by Khan et al. [28]; automatic contrast-
limited adaptive histogram equalization with dual gamma
correction is an improved CLAHE method proposed by Chang
et al. [33], but this experiment did not reproduce double
gamma correction, only modification of CLAHE was
compared. The contrast-enhanced image is then color corrected
using gray world method. This chapter evaluates the method
from both subjective vision and objective image quality
indicators. The platform is Matlab 2018a, computer processor
is AMD Ryzen 5 5600H with Radeon Graphics, and CPU is

3.30 GHz. In this experiment, & is 0.4; distribution is rayleigh
distribution.

A. Qualitative Evaluation

The L channel of the CIELab color space underwent
processing using the corresponding method, as shown in Fig. 5,
to enhance contrast. Subsequently, color correction was applied
using the gray world method. Comparative analysis revealed
that the proposed method consistently outperformed other
methods in terms of visual effects, resulting in visually
pleasing underwater images. Histogram Equalization (HE)
tended to excessively enhance contrast, resulting in an overall
darker appearance in processed images. Specifically, Imgl,
Img2, Img5, Img7, and Img8 exhibited a reddish overall tint,
along with some loss of detail. CLAHE effectively mitigated
contrast over-enhancement caused by HE. Notably, (c)
demonstrates the excellent contrast enhancement capabilities of
CLAHE, but the processed image appears overexposed, with
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an overall tendency to be white, worsening overall visual
perception. Processing images using the method referenced in
Ref. [28] resulted in significant red shadows and blurred
details, leading to an overall poor visual impression. The
method in Ref. [33] made the image darker overall, with lower
contrast and fuzzy details. Red shading was prevalent in Img5,
Img6, Img7, and Img8. Fig. 6 shows underwater color image
enhancement results. This study resulted in images leaning

(a) _(b)
Fig. 5.

5 -

Img2

Img3

Img7

Img8

(a) (b) (c)
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towards a gray color tone while significantly enhancing
contrast and improving portrayal of details compared to other
methods. Importantly, it effectively mitigated the occurrence of
red shadows caused by the gray world method and alleviated
the common issue of underwater images appearing bluish or
greenish. To objectively analyze experimental results, this
paper selects underwater image quality measures such as
UIQM [47], UCIQE [48], PSNR [49], and AMBE [50].

(c) (d)

(a) Original image; (b) Gray world method; (c) GE + gray world method; (d) Ges + gray world method.
I

(d) (e) ®
Fig. 6. Underwater color image enhancement results based on different method. (a) Original image; (b) HE; (c) CLAHE; (d) Ref. [28]; (e) Ref. [33]; (f) Proposed
method.
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1) Underwater Image Quality measure (UIQM): UIQM is
based on a model of human visual system and works without
reference images. UIQM includes three main measurements,
UICM underwater image color measurement, UISM
underwater image sharpness measurement, and UlConM
underwater image contrast measurement [51]. Higher values
of UIQM indicate superior cumulative enhancement effects
achieved by the algorithm. The results are outlined in the table
below, with the most optimal outcome prominently
highlighted in bold for easy reference.

2) Underwater Color Image Quality Evaluation
(UCIQE): UCIQE is a perceptual image quality assessment
metric used to quantitatively assess color deviation, blurriness
and low contrast in underwater images. It is a linear
combination of color intensity, saturation and contrast. A
higher value indicates better color intensity, saturation and
contrast of the underwater image.

3) Peak Signal-to-Noise Ratio (PSNR): PSNR measures
quality of enhanced image from a statistical point of view by
calculating difference between corresponding pixel gray
values of image to be evaluated and reference image and is a
measure of peak error. The higher PSNR value, less distortion
between reference image and enhanced image, and the better
image quality.

4) Absolute Mean Brightness Error (AMBE): AMBE
helps to compute brightness content that is preserved after
process of image enhancement. Median values of AMBE
metric indicate good preservation of brightness. The results
are shown in the table below. The smaller the value, the better
the image quality.

The comparison indicates that the proposed objective
metrics have yielded favorable results. As shown in Table IlI,
images processed using the algorithms presented in this paper
exhibit good performance across the comprehensive evaluation
criteria of color, clarity, and contrast. In Table IV, except for
Img5 and Img7, the images processed by the algorithm
proposed in this paper outperform other algorithms in terms of
overall visual effect, effectively mitigating biased color
phenomena in underwater images. Table V demonstrates that
the proposed algorithm performs well in terms of image
distortion, with the enhanced images displaying improved
texture features. Additionally, as shown in Table VI, the paper
demonstrates good performance in contrast enhancement,
effectively highlighting the fine details of underwater images.

Vol. 15, No. 3, 2024

TABLE IV. EVALUATION RESULTS OF UCIQE
Images | Original HE CLAHE }[?Z%Sf] '[?38;] Proposed
Imgl 0.50 0.57 0.48 0.56 0.49 0.67
Img2 0.48 0.63 0.52 0.63 0.52 0.70
Img3 0.56 0.54 0.54 0.59 0.57 0.72
Img4 0.51 0.62 0.55 0.63 0.56 0.72
Img5 0.58 0.63 0.57 0.64 0.61 0.55
Img6 0.47 0.67 0.56 0.67 0.50 0.75
Img7 0.57 0.65 0.57 0.67 0.64 0.56
Img8 0.63 0.66 0.60 0.65 0.64 0.82

TABLEV.  EVALUATION RESULTS OF PSNR

Images HE CLAHE Ref. [28] ?36;] Proposed

Imgl 13.54 11.16 12.29 9.48 19.37
Img2 12.23 9.68 10.47 9.41 14.17
Img3 15.64 7.56 12.11 15.38 18.61
Img4 12.69 12.70 11.82 8.84 16.39
Img5 13.68 7.98 11.93 11.90 13.90
Img6 9.60 11.36 8.90 7.69 11.95
Img7 9.77 8.55 9.06 9.04 10.87
Img8 15.00 8.69 13.83 12.10 14.85

TABLE VI.  EVALUATION RESULTS OF AMBE

Images HE CLAHE Ref. [28] Ee;] Proposed

Imgl 51.92 48.10 48.34 88.48 11.37
Img2 35.06 51.91 27.74 83.85 13.97
Img3 24.38 86.98 26.62 20.57 4.92
Img4 51.67 33.32 47.59 95.74 19.48
Img5 0.38 78.16 5.65 49.39 25.29
Img6 46.34 25.94 39.89 91.32 10.58
Img7 55.55 63.59 49.86 65.02 33.03

TABLE Ill.  EVALUATION RESULTS OF UIQM
Images | Original HE | CLAHE | Ref. [28] Eg] Proposed
Imgl 5.46 6.63 | 7.41 6.01 7.67 7.73
Img2 1.85 6.62 | 5.64 6.71 3.38 7.00
Img3 3.07 6.64 | 5.08 6.55 5.59 6.79
Img4 1.40 530 | 557 6.38 4.17 4.46
Img5 0.50 6.66 | 5.83 6.68 4.18 6.81
Img6 -0.83 4.79 | 10.39 6.85 1.24 5.92
Img7 -3.12 1.20 | 2.25 2.57 0.58 4.10
Img8 2.25 581 | 6.16 5.93 5.45 7.16

Hence, it can be concluded that the proposed method
exhibits significant improvements in contrast, chromaticity,
and brightness based on objective evaluation metrics.

V. CONCLUSION

We propose a method for underwater images through the
higher-order moments CLAHE model and V-channel
substitution. Specifically, in the contrast enhancement stage,
higher-order moments describe the dynamic features of image
sub-blocks, improving CLAHE's fuzzy and incomplete
description of histogram statistical features and achieving more
accurate contrast enhancement. In the color correction stage,
we utilize gray data instead of the VV-channel to compensate for
information loss in the color channel, effectively achieving
color correction aligned with human visual perception.
Extensive experiments on real underwater images across
various challenging scenarios demonstrate the robustness and
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effectiveness of the proposed method in contrast enhancement
and color correction. Both qualitative and quantitative
experimental results further validate the method's superiority
over other state-of-the-art methods.

In summary, our proposed method effectively addresses
color distortion, low contrast, and blurred details in underwater
images, offering valuable insights into the marine world.
Future research may consider introducing higher-dimensional
histogram dynamic features or unique scene-specific features
to further enhance the effect and quality of image
enhancement.
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Abstract—Over the past few decades, Malaysia has undergone
remarkable technological advancement, establishing itself as a
vibrant hub for innovation in Southeast Asia. However,
technological progress must be harmonized with preserving and
promoting the country's cultural heritage. Digital preservation of
cultural heritage emerges as a critical endeavor, particularly for
future generations. Nonetheless, there remains a notable
deficiency in preservation methodologies for cultural heritage,
particularly concerning technological approaches. This paper
delves into the realm of cultural heritage and presents findings
from a study on preserving Songket's heritage. Interviews were
conducted with three experts on Songket heritage, revealing a
prevailing lack of awareness regarding Songket heritage
preservation. Additionally, the analysis highlights inherent flaws
in current preservation methods, hindering efforts to engage a
wider audience, particularly the younger generation. The experts
unanimously advocate digitizing heritage knowledge, including
the integration of serious games, to facilitate Songket
preservation and safeguarding efforts. The use of serious games
can also attract and engage the younger generation to the
heritage of Songket.

Keywords—Cultural Heritage; digital preservation; serious
game; Songket

. INTRODUCTION

Malaysia has witnessed significant technological growth
over the past few decades, transforming into a thriving hub for
technological innovation and development in Southeast Asia
[1]. The country has created an atmosphere favorable for the
expansion of wvarious industries, including information
technology, electronics, and telecommunications, by strongly
emphasizing the development of its digital infrastructure.
Traveling through time, the rapid growth of technology is
especially apparent among the youth. The younger generation
drives and shapes the digital landscape through smartphones,
social media, creative applications, and digital platforms [2].
They possess a profound understanding of technology and are
adept at utilizing it to create, connect, and communicate in
previously unimaginable ways. Technology integration has
been essential to protecting and promoting Malaysia's rich
cultural heritage. Technology is advancing so quickly and
permeating every aspect of our lives that we must think about
how best to use it to promote cultural heritage, which is also
being impacted [3].

Cultural heritage is an essential element in forming identity
and society. Heritage plays a role in shaping a person's identity,
while culture can sustain development in a country. Moreover,

heritage is an important component that creates character,
identity, and image for a country. The importance of cultural
heritage is undeniable as it contributes to economic growth and
intrinsic value at all levels and spans countries [4]. Thus,
attracting the younger generation to experience cultural
heritage in new and more engaging ways in a modern context
is essential.

Furthermore, the challenges to cultural heritage are
exacerbated by the swift progression of modern life,
technological advancements, and economic growth [5]. This
situation poses increased difficulty for younger generations to
uphold the cultural heritage esteemed by their predecessors.
Malaysia possesses a wealth of precious cultural heritage,
including the art of Songket weaving, which requires dedicated
preservation endeavors. The present younger generation must
be able to access and appreciate cultural heritage according to
their preferred learning styles and methods of obtaining
cultural heritage knowledge [6]. It is imperative to employ
contemporary technology to safeguard and promote cultural
heritage. Addressing these gaps is crucial for developing
targeted digital preservation strategies that resonate with and
actively involve the youth in cultural heritage preservation.

Various technological advancements have been globally
embraced to preserve our rich cultural heritage. This discussion
provides insights into the diverse specialized strategies that can
be implemented to actively promote and enhance our
understanding and appreciation of cultural heritage [7].
Nowadays, serious games are widely used in cultural heritage
to convey heritage content and educate the younger generation.
The use of serious games in cultural heritage is significant in
attracting the younger generation to learn cultural heritage
since they are very fond of digital games. Serious games
enhance learning by offering a diverse array of engagement
opportunities [8]. Virtual environments have been utilized in
cultural heritage, providing the general public with the
opportunity to engage in an immersive experience and
appreciate cultural content that is distant both spatially and
temporally [9]. Cultural heritage serious games can present
heritage information in a fun way [10].

The main emphasis of this paper lies in the analysis of
gathered data, indicating a shift towards digitalization methods
to preserve the heritage. The remaining paper is organized
accordingly: Section Il discusses the related work and
background of cultural heritage preservation. In contrast,
Section Il discusses the method used in this study to obtain
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information. Next, Section IV presents the results and findings
of the study, and lastly, Section V presents the conclusion.

Il. RELATED WORKS

A. Cultural Heritage

Cultural heritage is a treasure that has been or is owned by
a person or a group of societies or people who collectively
share responsibilities for protection and retention. Cultural
heritage symbolizes all civilizations' spiritual and intellectual
wealth [11]. The United Nations Educational, Scientific, and
Cultural Organization, also known as UNESCO, popularized
"cultural heritage" in the middle of the 20th century. In its
document from the 1972 Convention for the Protection of the
World Cultural and Natural Heritage held in Paris, UNESCO
defined it as all tangible and intangible cultural [7].

Culture is a term that defines the way of life, thoughts, and
behaviors of a civilization inherited from one generation to
another. Furthermore, some experts have explained that culture
is the value in humans that helps create and build identity.
Heritage can be defined as a valuable thing inherited from
previous generations that will be inherited by future
generations [12]. Cultural heritage is divided into two
categories, which are tangible and intangible [11]. Physical
artifacts, buildings, and other items having cultural significance
that are valued and deserving of preservation within a specific
community or society are referred to as tangible cultural
heritage [12]. At the same time, intangible cultural heritage is a
vast range of customs, knowledge, skills, and rituals firmly
ingrained in a group's cultural identity [13]. Tangible aspects of
culture often have a longer-lasting impact than intangible
elements, emphasizing the enduring nature of physical artifacts
and structures in shaping our understanding of cultural heritage
over time [14].

Moreover, heritage is a key component that plays a vital
role in creating a character, identity, and national image. It is a
treasure that has been or is being owned by a person or a group
of society or people who collectively share responsibilities for
protecting and retaining that treasure. To summarize, cultural
heritage can be depicted as the legacy of physical artifacts and
intangible attributes of a group or society inherited from past
generations, maintained in the present, and presented for future
generations [11].

B. Songket

Songket is a valued cloth in Southeast Asia due to its
unique quality and historical and cultural significance. Songket
is a textile classified within the brocade family from Indonesia,
Malaysia, and Brunei. This fabric, meticulously hand-woven
using silk or cotton, features elaborate patterns enriched with
threads of gold or silver [7]. It is a monument to traditional
weavers' ability and inventiveness and is still cherished as a
sign of cultural identity and heritage. Moreover, Songket is an
intangible cultural heritage art form that serves as a national
symbol and identity [15]. Songket is an everlasting textile worn
by Malays, notably at ceremonial functions or cultural events
[16]. Songket was registered as an intangible cultural heritage
in 2021 at its headquarters in Paris, France, during the 16th
Session of the Intergovernmental Committee for the
Safeguarding of Intangible Cultural Heritage.

Vol. 15, No. 3, 2024

However, this craft had to face various challenges to
remain relevant. Despite the beautiful design and pattern,
Songket is becoming less popular because of the increased
pricing and the difficulties in getting high-quality raw materials
[15]. Perbadanan Kemajuan Kraftangan Malaysia is an agency
in charge of preserving the quality of Songket to
commercialize craft products through market, product, and
entrepreneur development.

C. Cultural Heritage Preservation

Cultural heritage preservation is essential to ensure that
these elements are passed down to the next generations,
preserving a link to the past and contributing to an appreciation
of identity. Preservation encompasses a range of academic
disciplines, including  documentation, safeguarding,
reconstruction, restoration, conservation, dissemination, and
widespread sharing of cultural heritage [14]. Several factors
have pushed the handicraft to extinction: lack of government
support, a shift towards mass-produced goods, and competition
from cheaper imported products [15]. Other than that, the
heritage is still practiced but gradually declined among
younger people, especially among the educated members of the
community [17].

Many preservation steps have been taken seriously by the
government. As stated in the Malaysia National Heritage Act,
2005 (Act 645), preservation is an act that aims to stop further
deterioration, decay, or obsolete conditions of buildings,
monuments, and sites [12]. United Nations Educational
Scientific and Cultural Organization (UNESCO) has also
established working committees and manuals to ensure that
cultural heritage worldwide receives proper protection and
attention to preserve its originality[11]. Some innovations have
also been identified in Songket weaving, which are modern
motifs in Songket weaving [15]. It is to make this handicraft
more attractive to current customers, increase customer
demand, and remain relevant across the generation. Computer
games or serious games can also be used indirectly to preserve
cultural heritage and create interest and awareness among the
public [11].

D. Serious Game for Preservation of Cultural Heritage

According to Lazarinis [18], cultural heritage is a fitting
domain for serious games, and this method can also help
support the preservation of heritage and its reproduction.
Game-based learning is an effective way to teach and learn. It
can help develop interest and motivate learners to enjoy and
engage in education [19]. Furthermore, various research and
development projects related to traditional heritage have been
carried out over the years. When more researchers take up
similar projects, more young people become aware of their
culture[20]. A researcher from Indonesia [21] has created 3D
visualization and animation as content development for digital
learning materials for traditional Indonesian cloth (Songket
Palembang). Some of the scenes captured from the 3D
experience are shown in Fig. 1.

Serious games are effective in promoting pro-social
development and learning of a variety of topics, including
health, environment, human rights, and international relations,
the ability to attract interest, drive effort, encourage persistence
of tasks [22], [23] and provide opportunities for problem-based
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learning [24]. Serious games can take various forms, such as
mobile apps, straightforward web solutions, intricate 'mashup’
apps (blends of social software apps), or sophisticated
computer games. These games utilize modern gaming
technologies to construct virtual environments, offering
interactive experiences that may involve social interactions.
Additionally, mixed-reality games merge real and virtual
interactions, all applicable to cultural heritage applications
[25]. The structure of a serious game is contingent upon factors
like the learning goals, the genre (such as adventure or
simulation), and the specific context of its application [8]. For
example, Lazarinis [18] developed a serious game supporting
learning in the cultural heritage domain focused on an ancient
Macedonian (Greek) city. The game objective is to provide the
ability to adapt the application's content to accommodate
various learning aims.

Fig. 1. 3D environment of Songket gallery.

Innovations in traditional handicraft development must
prioritize authenticity and heritage value [15]. This entails
ensuring that any advancement or changes align with the craft's
genuine essence and cultural significance, preserving its
traditional and historical worth.

Il.  METHOD

This study utilizes an interview method to collect data
through a survey. For this method, there are three phases
involved: setup, data collection, and data analysis. This
approach aims to identify cultural heritage awareness,
preservation techniques, and the necessity of digital cultural
heritage preservation from the viewpoints of experts.

For the first phase, which is the setup phase, the objectives
were identified, and the list of the questions for the interview
was constructed based on the literature. The questions were
divided into four stages: Section A: Demographics, Section B:
General Knowledge about Songket, Section C: Songket
Development, and Section D: Cultural Heritage Innovation in
Technology. They are three experts in the Songket industry;
two are experienced weavers of Songket, and the last is an
officer from Perbadanan Kemajuan Kraftangan Malaysia
Cawangan Terengganu. They all have over ten years of
experience in the Songket industry.

Then, for the data collection phase, semi-structured
interviews were carried out. In a semi-structured interview, the
interviewer used a set of open-ended questions with predefined
follow-up questions. Still, the interviewee's answers allowed
the interviewer to go deeper into a topic. Each interview
session was recorded for use during the data analysis process.
The experts' answers were analyzed using thematic analysis
techniques for the last process. The technique used to identify,
analyze, and report themes within the data.

Vol. 15, No. 3, 2024

IV. FINDINGS AND DISCUSSION

In this section, we discuss the outcomes based on the
information obtained from the interviews.

A. Findings on Songket Information

In this interview, we have gathered substantial information
about Songket from the insights of three experts. The word
'Songket' originates from 'menyungkit' because in Thai, 'kek'
means to hook or pick up, similar to 'songkok' in Chinese,
which carries the same meaning. Songket utilizes a weaving
method that involves interweaving gold threads with silk
threads on the fabric base. This opulent and expensive cloth
illustrates the hierarchical structure among the Malay nobles.

1) Process of producing the songket: There are eight
processes in the making of Songket. Each process needs to be
thoroughly made to produce high-quality products.

a) Dyeing the yarn (Mencelup Benang): Before dipping
the yarn into the dye, it must be thoroughly washed. Fig. 2
shows the process of dyeing the yarn. The yarn must be dried
after dyeing before proceeding with the next steps.

Fig. 2. Process of dyeing the yarn.

b) Untangling the yarn (Melerai Benang): The small
bamboo-made spindle is used to spin the yarn. This process
involves a "Darwin" tool and a comfortable spinning tool (see
Fig. 3).

Fig. 3. Process of untangling the yarn.

¢) Winding the yarn (Menganeng Benang): The process
of stretching the yarn on the loom is done to determine the
length or the number of threads of fabric to be woven (see Fig.
4).
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Fig. 4. Process of winding the yarn.
d) Rolling the vyarn (Menggulung Benang): The

stretched threads on the warping frame are rolled onto a
wooden board (see Fig. 5).

Fig. 5. Process of rolling the yarn.

e) Spooling the yarn (Menyapuk Benang): After the
warping threads are inserted into the teeth or brush of the
machine, the spooling work is carried out. Two threads of the
warping yarn are hooked through each gap in the machine's
teeth (see Fig. 6).

Fig. 6. Process of spooling the yarn.

f) Stretching the yarn (Mengarak Benang): The "karak"
is made from twisted foreign threads. The warping threads,
both even and odd, are alternately raised and lowered during
the weaving process (see Fig. 7).

g) Lifting the yarn (Menyongket Benang): Creating
patterns on the warp threads is done using a "lidi" tool by
weaving the warp threads in groups of three or five and then
tying them, known as the button-tying process (see Fig. 8).

h) Weaving the yarn (Menenun): The shuttle, filled with
the weft thread or gold thread, is inserted left and right into the
gaps between the warp threads according to the predetermined
pattern until it becomes a piece of cloth. Once the fabric is
completed, it is cut to size (see Fig. 9).

Vol. 15, No. 3, 2024

Fig. 9. Process of weaving the yarn.

2) Songket pattern and motif: The motif and pattern used
in Songket can vary based on the design customer’s request.
Every motif and pattern have its own meaning behind it that
show the unique identity of Malay itself [26]. It portrays the
cultural inclinations and preferences of a vibrant and
flourishing society within an environment characterized by its
rich tapestry of beauty and distinctive attributes. The Table |
shows the major pattern that was used in designing Songket
[27].

The Table Il shows the popular motifs used to design the
beautiful Songket [26]. Lots of motif was inspired by flora and
fauna. The designs were mostly inspired by the natural
environment that encircles the weavers [28] [26]. Thus, the
wearing Songket could be meaningful as it reflects the Malay
culture and traditions.
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THE CLASSIFICATION OF PATTERN IN SONGKET

Songket

Name
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TABLE Il THE CLASSIFICATION OF MOTIF IN SONGKET

Full pattern (corak penuh)

Songket Name

Scattered pattern (corak tabur)

-Bunga Baling

wTwTYTw
EILILIE

plojojo o4
ploioio|o|s

Scattered repeated bricks pattern
(corak bertabur ulangan batu bata)

Diagonally  repeated  scatterings
pattern  (corak bertabur ulangan
serong)

-Bunga Cina Floral Motif
-Bunga Mawar Baling Putar
ﬁ -Bunga Bintang (pecah lapan)
) Chicken Fauna Motif

Alternating  scattered  repetitions
pattern  (corak bertabur ulangan
selang-seli)

Figurative Motif

I I I- Butterfly

000GCO00000000C
000000000000C
000000000000C

Crosswise pattern (corak melintang)

»)O0000000
) 0000000

0000000

Stripes pattern (corak jalur)

Chevron or zigzag pattern (corak siku
keluang)

Checkers pattern (corak petak catur)

B. Findings on Cultural Heritage Awareness

As shown in Fig. 10 below, 67% of the informants believed
that the level of cultural heritage awareness is low among the
community, especially the younger generation. People are not
interested in preserving cultural heritage because they are
unaware of its importance. Some of them find it challenging to
learn about heritage because of the complicated processes
involved in making it. Following the COVID-19 pandemic,
numerous Songket weavers have encountered financial
difficulties, leading some to cease their weaving activities.
However, many organizations have made various efforts to
raise awareness following the decreasing awareness, such as
campaigns, exhibitions around the country and overseas,
workshops, and many more. These efforts can raise awareness
among the community to preserve the heritage.

Hlow M high

Fig. 10. Level of cultural heritage awareness.
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C. Findings on Cultural Heritage Preservation Method

Fig. 11 is the result from the interview that showed the
knowledge of Songket weaving is handed down from the
ancestors, making there no specific preservation method and no
improvement in preserving the knowledge, whether by
documentation or technological method.

W by themselves M other

Fig. 11. Current preservation method of cultural heritage.

Nevertheless, a Perbadanan Kemajuan Kraftangan
Malaysia representative highlighted their extensive efforts in
cultural heritage preservation. They have set up the Institut
Kraf Negara, a dedicated institution for theoretical and
practical learning of heritage crafts. Among the various
traditional arts taught there, Songket weaving is a crucial
component. This initiative serves as an excellent platform for
those eager to delve into the intricacies of Songket even though
they do not have Songket weaver in their family background.
Through such an approach, heritage knowledge becomes
readily accessible to all interested in exploring it.

In addition to its educational efforts, Perbadanan Kemajuan
Kraftangan Malaysia has also introduced a novel approach to
safeguard the authenticity of its products. This initiative
addresses the challenge posed by the influx of counterfeit
items, often sold at lower prices than genuine ones. They have
implemented authenticity tags to recognize consumers'
difficulty distinguishing between authentic and fake products.
These tags serve as a mark of genuineness for each product, as
illustrated in Fig. 12 below, ensuring customers can easily
verify the authenticity of their purchases.

Fig. 12. The tag to preserve the authenticity of the product.
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D. Findings on the Need for Digital Preservation

The discussions highlight a unanimous agreement among
interviewees on the importance of digital preservation for
traditional heritage. They all agreed to shift towards digital
preservation and technological advancement. They are
convinced that digital preservation can spark interest among
younger generations to engage with and learn about cultural
legacy. There is a growing consensus that the evolution of
traditional heritage must be synergized with technological
advancements, thereby enhancing accessibility to preservation
efforts. Hence, serious games emerge as a promising method
for digital preservation, particularly in engaging younger
demographics. Consistently, all interviewees affirmed the
efficacy of serious games as a tool for digital preservation
initiatives. Furthermore, there is a shared belief in digitizing
heritage knowledge and skills, ensuring their permanent
storage for future safeguarding and preservation.

From the findings of this study, it is evident that cultural
and heritage elements can be integrated into digital games,
paving the way for the development of games as a means of
digital preservation. This enables future generations to access
and experience cultural heritage interactively, ensuring broader
preservation and understanding of historical and cultural
richness.

V. CONCLUSION

Today's generation is responsible for preserving and
safeguarding our country's cultural heritage as it embodies the
identity of our communities. Sustaining its relevance and
preservation for future generations necessitates further efforts
on all fronts. As a result, the integration of digital preservation
is critical, in line with the importance of emerging
technologies. Several methods can be used for the digital
preservation of cultural heritage, such as digitization, metadata
creation, and digital storage and archiving. Besides, serious
gaming is one method that can be utilized to digitally preserve
cultural heritage while simultaneously attracting and engaging
the younger generation with it.

This paper has discussed the topic of cultural heritage and
provided findings from an initial study into issues surrounding
it, particularly emphasizing the necessity for increased
initiatives in its preservation. The awareness and interest of
cultural heritage could be higher, especially among youngsters.
Considering the knowledge of Songket weaving is presently
safeguarded solely by its practitioners and the decreasing
number of Songket weavers, it underscores the imperative for
digital preservation initiatives. Therefore, digital preservation
is vital for safeguarding the sophisticated craftsmanship and
profound historical significance of cultural heritage like
Songket weaving for posterity, ensuring its beauty and
preservation are accessible to future  generations.
Consequently, serious games can be used as a digital
preservation method that effectively engages the younger
generation in cultural heritage initiatives.
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Abstract—At present, the recommendation of massive
commodities mainly depends on the short-term click through
rate of commodities and the data directly browsed and clicked by
users. This recommendation method can better meet the
shopping needs of users, but there are two shortcomings. One is
to recommend homogeneous commodities to long-term shopping
users; second, we can't grasp the real-time changes of users'
interests, and can only recommend results similar to the recently
clicked products. Therefore, this study intends to establish a
time-varying expression method of users' interest intensity to
solve the deviation of real-time recommendation content, and
propose a recommendation model RUICP based on users’ time-
dependent interest and commodity heat. Firstly, the user's basic
data and cumulative usage information are used for portrait,
specifically, the user's usage data is divided into isochronous and
deep-seated semantic feature analysis, the model is optimized and
the user's long-term interest intensity is obtained after parameter
estimation; Then, the user's short-term interest is obtained by
splitting the user's short-term use data, and the user's final
interest is calculated by combining the short-term interest and
the user's long-term interest intensity; Then calculate the
product popularity score by adding the repeated click through
rate of products, and then update the ranking of products;
Finally, the classic item based collaborative filtering algorithm is
used to calculate the matching degree of user interest and goods,
and then recommend. The results of simulation experiments
show that compared with other methods, RUICP has higher
recommendation accuracy for old users and has certain value for
solving the cold start problem.

Keywords—User real time interest; commodity popularity;
recommend

. INTRODUCTION

According to the "48th Statistical Report on Internet
Development in China," with the development of mobile
internet, China has reached 1.007 billion mobile internet users,
and the scale of online shopping users has reached 812 million,
with an internet penetration rate of 80.3%. In the vast sea of
users and commodities, personalized recommendation systems
play an extremely important role. They can meet the
personalized needs of users, quickly and accurately find
products, on the other hand, help high-quality products be
discovered by more users, thus benefiting merchants and
achieving a win-win situation for both users and merchants.

The commodity recommendation system will establish a
corresponding interest model according to each user's basic

*Corresponding Author.

information, likes, browsing and other operations, and can
recommend commaodities with corresponding topics according
to the model. This model is based on the stability of user
interest, that is, the overall interest of users does not change
much with time, and then adjust the interest direction.
According to partial feedback, many scholars also put forward
corresponding models based on this, relying on matrix
decomposition technology [1] to learn the potential
characteristics of users and projects. He et al. [2] established
the NCF model, and the neural network method is used for the
interaction between users and project features of the
recommendation system, making the recommendation
officially enter the research field with deep learning as the
main technology.

However, in practical use, user interests change over time.
The time sequence of interactions between users and items can
reflect changes in user interests. Commodity recommendation
systems achieve real-time recommendation based on this
principle. However, existing hardware computing power is
limited, and recommendation systems based on long sequence
information of users often suffer from slow computation or
sacrifice a certain degree of accuracy for computational speed.
Regardless of the method chosen, it results in poor user
experience. To address this challenge, some scholars have
begun to study recommendation systems based on short
sequence information. This approach focuses on the activities
of users in the recent past, modeling user short-term interests
through actions such as browsing and liking, to capture short-
term changes in user interests. This method not only avoids the
high time complexity of processing long sequence information
but also allows for real-time tracking of user interest changes,
thereby achieving precise recommendations in the short term.
However, this approach also has significant limitations in
capturing user interests and preferences over long periods.

In response to the aforementioned issues, this paper
conducts an in-depth analysis of the shortcomings in existing
research and proposes a recommendation model named
RUICP, based on real-time user interest and commodity
popularity. This model not only captures the characteristic of
user interests changing over time and adjusts recommendations
in real-time to meet personalized user needs but also
effectively addresses the cold start problem by introducing the
factor of commodity popularity. Through this research, we aim
to provide new ideas and methods for the development of
recommendation systems, further promoting innovation and
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application of personalized recommendation technology. The
main contributions of this paper ar