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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to technology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Abstract—In the volatile and uncertain financial markets of
the post-COVID-19 era, our study conducts a comparative
analysis of traditional econometric models—specifically, the
AutoRegressive Integrated Moving Average (ARIMA) and Holt's
Linear Exponential Smoothing (Holt's LES)—against advanced
machine learning techniques, including Support Vector
Regression (SVR), Long Short-Term Memory (LSTM) networks,
and Gated Recurrent Units (GRU). Focused on the daily stock
prices of the S&P 500 and SSE Index, the study utilizes a suite of
metrics such as R-squared, RMSE, MAPE, and MAE to evaluate
the forecasting accuracy of these methodologies. This approach
allows us to explore how each model fares in capturing the
complex dynamics of stock market movements in major
economies like the U.S. and China amidst ongoing market
fluctuations instigated by the pandemic. The findings reveal that
while traditional models like ARIMA demonstrate strong
predictive accuracy over short-term horizons, LSTM networks
excel in capturing complex, non-linear patterns in the data,
showecasing superior performance over longer forecast horizons.
This nuanced comparison highlights the strengths and limitations
of each model, with LSTM emerging as the most effective in
navigating the unpredictable dynamics of post-pandemic
financial markets. Our results offer crucial insights into
optimizing forecasting methodologies for stock price predictions,
aiding investors, policymakers, and scholars in making informed
decisions amidst ongoing market challenges.

Keywords—Machine learning; Holt's LES; SVR; LSTM; GRU

. INTRODUCTION

The post-COVID-19 era has ushered in an era of
heightened volatility and uncertainty in financial markets
worldwide [1]. Particularly, the stock markets of China and the
United States, two leading global economies, have garnered
significant attention from investors, policymakers, and scholars
alike. Precise forecasting of stock prices in these markets is
crucial for informed decision-making and effective risk
management. However, the challenge of accurate stock price
prediction remains formidable due to the complex interplay of
factors such as economic indicators, market sentiment,
geopolitical events, and policy changes.

Our study adopts a two-pronged methodological approach.
Initially, we leverage traditional econometric models,
specifically the AutoRegressive Integrated Moving Average
(ARIMA) model [2] and Holt's Linear Exponential Smoothing
(Holt's LES) [3], known for their robustness in time series
forecasting. These models, grounded in historical data patterns
and statistical principles, offer a foundational understanding of

stock price movements, emphasizing the linear aspects of
financial time series. However, the intricate dynamics of post-
pandemic markets—characterized by abrupt changes and non-
linear patterns—necessitate a more adaptive and sophisticated
analysis framework. Enter machine learning techniques:
Support Vector Regression (SVR) [4], Long Short-Term
Memory (LSTM) networks [5], and Gated Recurrent Units
(GRU) [6]. These methods bring to the fore the capability to
model complex, non-linear relationships and capture deep
temporal dependencies, which are often missed by traditional
models. By incorporating both traditional and machine learning
methodologies, our study aims to harness the complementary
strengths of each approach, ensuring a comprehensive and
nuanced exploration of forecasting accuracy in the tumultuous
environment of post-COVID-19 stock markets. This hybrid
approach not only facilitates a direct comparison of predictive
performances but also sheds light on the evolving nature of
financial time series analysis in response to unprecedented
market conditions.

In this study, we conduct a comparative analysis of the
forecasting performance of both traditional and machine
learning models on the daily stock prices of the S&P 500 Index
in the United States and the SSE Index in China in the post-
COVID-19 period. We assess the forecasting accuracy of
ARIMA, Holt's LES, SVR, LSTM, and GRU models using
evaluation metrics such as R-squared (R?), Root Mean Square
Error (RMSE), Mean absolute percentage error (MAPE), and
Mean Absolute Error (MAE). By shedding light on the
strengths and weaknesses of different forecasting approaches,
this study seeks to contribute to the ongoing pursuit of effective
stock market prediction tools in the post-COVID-19 era.

Il.  RELATED WORK

Traditionally, stock price prediction has relied on
econometric models and time-series analysis techniques like
AutoRegressive Integrated Moving Average (ARIMA) and
Linear Exponential Smoothing Model (LSE) . These models
excel at capturing linear relationships and seasonality in the
data. Nevertheless, their ability to handle the inherent
complexities and non-linearities of stock market dynamics is
limited [7].

Machine learning and deep learning techniques have
emerged as promising alternatives for stock market prediction,
offering the potential to capture intricate patterns and
relationships in financial data [8], [9]. Methods such as Support
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Vector Regression (SVR), Long Short-Term Memory networks
(LSTM), and Gated Recurrent Units (GRU) can process large-
scale datasets, recognize non-linear relationships, and learn
from sequential information, making them well-suited for
forecasting stock prices.

For instance, Gilmez [9] explored machine learning
models for stock market prediction, underscoring the
effectiveness of the LSTM model with two dropout layers. The
study noted the potential for performance improvement by
optimizing hyperparameters such as the number of neurons,
batch size, and epoch count. Glilmez's research also employed
the Support Vector Regression (SVR) model, optimizing
hyperparameters via grid search with Scikit-learn's library.
Employing 10-fold cross-validation and RMSE as a loss
measurement, the study highlighted that hyperparameter tuning
significantly impacts the SVR's forecasting performance.

Md et al. [10] introduced a novel Multi-Layer Sequential
Long Short-Term Memory (MLS LSTM) model for stock price
prediction, utilizing Samsung stock data from 2016 to 2021.
Comprising three vanilla LSTM layers and a dense layer, the
MLS LSTM model exhibited high accuracy (95.9% and
98.1%) and a low average error percentage (2.18%) on the
testing dataset. The study revealed that multi-layered LSTMs
outperform single-layered LSTMs, with added layers
enhancing accuracy.

In another study, Yu et al. [11] proposed a predictive model
for stock price index realized volatility (RV) based on
optimized variational mode decomposition (VMD), deep
learning models, including LSTM and GRU, and the Q-
learning algorithm. The model was applied to the RV
sequences of the SSEC, SPX, and FTSE indices. The VMD
method decomposed the RV sequences into intrinsic mode
functions (IMFs), which were then predicted using the LSTM
and GRU models. Q-learning determined the optimal model
weights for an integrated approach. Performance evaluation
using MAE, MSE, HMAE, HMSE, and MDM demonstrated
the model's superior performance over comparison models in
both emerging and developed markets.

Recent literature shows that machine learning methods,
including SVR, LSTM, and GRU, have gained popularity due
to their ability to tackle non-linear problems and learn complex
patterns in large-scale datasets [12]. These models can capture
complex relationships in financial data and enhance prediction
accuracy. However, they come with drawbacks such as high
computational requirements, risk of overfitting, and reduced
interpretability [13], [14]. Additionally, machine learning
models often require meticulous hyperparameter tuning, which
can be time-consuming and computationally intensive [15].

I1l. METHODOLOGY

In this study, we examine the predictive performance of
both traditional statistical methods and machine learning
techniques for forecasting the stock price. We compare the
ARIMA model and the ETS model from the traditional
methods against the SVR, LSTM networks, and GRU networks
from the machine learning approaches. Our analysis focuses on
one-step-ahead out-of-sample forecasting.

Vol. 15, No. 4, 2024

A. AutoRegressive Integrated Moving Average (ARIM)

The ARIMA model, commonly recognized as the Box-
Jenkins model, is a fundamental tool in time-series forecasting.
It merges autoregressive (AR) and moving average (MA)
components to effectively model stationary time series with
minimal parameters. In contrast to pure AR and MA models,
the ARIMA model introduces a differencing (I) component to
ensure stationarity of the series [2]. By blending these three
components—autoregressive, differencing, and moving
average—the ARIMA model offers a holistic approach to
capturing temporal dependencies in data [16].

It is expressed as follows:
A= plHA - L)X, =1+ XL, 0;L)e, (1)

Here, ¢; denotes the AR parameters, 6; the MA
parameters, d is the order of differencing, L is the lag operator,
X, is the time series value at time t, and ¢, signifies the white
noise error term.

B. Holt's Linear Exponential Smoothing Model (Holt's LES)

Holt's Linear Exponential Smoothing model, also known as
the Holt's Linear model, is a time-series forecasting method
that captures the linear trend and level components in the data.
It is particularly useful for datasets with trends but no seasonal
patterns. The model uses two smoothing equations to estimate
the level and trend components, respectively [17].

Let y, be the observed value at time t, [, be the estimated
level at time t, and b, be the estimated trend at time t. The
smoothing equations are given by:

ly=ay.,+ (1 —a)(le_y + be_q)

by =B —le—1) + (1 = B)bi—q @)

Here, y, is the observed value, [; the estimated level, and b,
the estimated trend at time t.a and 8 are smoothing parameters
between 0 and 1. The h-period ahead forecast is:

Vesn=1lL+h- b (3)

In this study, the optimal values of @ and 5 a re determined
by minimizing the Mean Squared Error (MSE) of the model on
the training data.

C. Support Vector Regression (SVR)

SVR is a machine learning algorithm for regression
analysis. It extends the concept of Support Vector Machines
(SVM) used for classification tasks to the regression context.
SVR aims to find a hyperplane that best fits the data points
while maximizing the margin from the closest data points
(support vectors) (Liu, Wang and Gu, 2021).

Given a training dataset D = {(x1, 1), --., (X, v2)}, SVR
aims to find a function f (x) = w - x + b that approximates the
relationship between the input features x and the target variable

y.
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SVR introduces the g-insensitive loss function, meaning
that the error is only considered if it exceeds a certain threshold
£. The SVR objective is to minimize the cost function:

Lw,b) =l w 1P+ C Xy (G + 6 @

subject to the constraints:

yi—W‘Xi—bSE‘Ffl‘
W‘xi+b_yiSE+€i* (5)
§u§0 =0

where, w denotes the weight vector and b is the bias term.
C is the regularization parameter that controls the trade-off
between maximizing the margin and minimizing the error. The
slack variables, &; and &/, handle instances that are difficult to
separate perfectly.

In this study, we use the Radial Basis Function (RBF)
kernel, which is defined as:

K(x,z) = exp(—y Il x — z II?) (6)

D. Long Short-Term Memory (LSTM)

LSTM networks, introduced by Hochreiter and
Schmidhuber [5], are a specialized variant of recurrent neural
networks (RNN) meticulously engineered to address sequence
prediction challenges. Their distinctive architecture, which
facilitates the retention of patterns over extended durations,
renders LSTMs especially proficient for time series modeling.
In the context of this study, we harness the capabilities of the
LSTM network for our forecasting endeavors.

LSTM networks consist of memory cells that are regulated
by three gates: forget, input, and output gates. These gates
determine how information flows through the memory cells.

Forget Gate:
fe = U(W} [he—x] + bf) (7
Input Gate:
ir = o(W; - [he_y, ] + by) ®)
C, = tanh(W, - [hy_q, x.] + bc)
Update of Cell State:
Ce=fe X Coq + i X C; 9)
Output Gate:
o = 0oWylhe—q,x] + by) (10)

h; = o, %X tanh(C,)

where, o represents the sigmoid function, W and b are the
weight matrices and biases for each gate, respectively, x; is the
input at time ¢, and h; is the output.

Vol. 15, No. 4, 2024

E. Gated Recurrent Unit (GRU)

Introduced by [18], GRUs are a streamlined variant of the
RNN designed to adeptly capture long-term sequence
dependencies. Functioning as a simplified version of LSTMs,
GRUs are characterized by two pivotal gates: the update gate
and the reset gate. The update gate is instrumental in
determining the proportion of the preceding hidden state that
should be relayed to the subsequent state. Concurrently, the
reset gate ascertains the extent to which the prior hidden state
is disregarded. The computations for the GRU model are as
follows:

r, =0, [hey, x] + b))

zg =W, - [he_q,x] + by)

hy =tanh(W - [r, © he_q,x.] + b)
he 2(1_Zt)Oht—1+ZtOFlt

(11

where, r, and z, are the reset and update gates at time t
respectively, o denotes the sigmoid activation function, W and
b are the weight matrices and bias vectors, © represents
element-wise multiplication, and h, is the hidden state at time
t.

F. Grid Search Hyperparameter Tuning

In this study, optimizing hyperparameters becomes
paramount to ensure the robustness of machine learning
models. As demonstrated in Fig. 1, our approach harnesses a
comprehensive grid search to navigate the vast hyperparameter
space. For the SVR model, adjustments are made to the
regularization parameter, gamma, and epsilon values.
Meanwhile, the LSTM's performance is fine-tuned considering
the number of units, dropout rate, and batch size. On the other
hand, the GRU model sees alterations in its units, batch size,
and number of epochs. This methodical approach, anchored in
a three-dimensional exploration, seeks to refine our forecasting
tools, aligning them with the sophisticated dynamics of today's
financial markets.
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Fig. 1. 3D visualization of grid search.
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G. Evaluation Metrics

To evaluate the predictive performance of the models,
followed by [19] and [20], we utilize several well-established
metrics: R-squared (R?), Root Mean Square Error (RMSE),
Mean Absolute Percentage Error (MAPE) and Mean Absolute
Error (MAE). Each metric provides a different perspective on
the quality of the predictions.

R?: R? measures the proportion of the variance in the
dependent variable that is predictable from the independent
variable. It ranges from 0 to 1, with 1 indicating perfect
prediction. It is calculated as follows:

_5.)2
R2 =1 _2 e=vt) (12)

Y ve-9)?

RMSE (Root Mean Square Error); RMSE represents the
square root of the second sample moment of the differences
between predicted and observed values or the quadratic mean
of these differences. It is interpreted as the standard deviation
of the unexplained variance:

RMSE = \/iz:;l e = 902 (13)

The Mean Absolute Percentage Error (MAPE): MAPE
provides an easy-to-interpret measure of the average prediction
error in percentage terms. It is especially useful when
comparing the performance of different models on the same
dataset.

The MAPE is calculated as follows:

_ 100 &y Y=t
MAPE = 257, |—yt | (14)

Mean Absolute Error (MAE): MAE measures the average
of the absolute differences between the predicted and observed
values. It provides an idea of the magnitude of the error,
without considering the direction. Lower MAE values indicate
a better fit to the data. It is calculated as:

MAE = =30, |y = 9l (15)

where, y, is the actual value at time ¢, y, is the predicted
value at time , and y represents the mean of the actual values.

H. Forecasting Algorithm

Our methodology, detailed in Fig. 2, commenced by
dividing the data into training and testing subsets. Depending
on the chosen model-traditional techniques like ARIMA and
Holt's LES or more contemporary machine learning
approaches-appropriate parameter optimization processes were
undertaken, with the latter employing a grid search. Using a
rolling window framework, we executed forecasts for three
distinct time horizons: H=1, 10, and 30 days. Utilizing the
rolling window approach, each forecast integrated the most
recent observation from the testing set into the training dataset.
This method allowed our models to consistently update and
adapt based on the newest economic data available. Once the

Vol. 15, No. 4, 2024

end of the testing data was reached, we compared the
performance of the various models under different forecasting
time horizons using key metrics such as R?, RMSE, MAE and
MAPE.

Split data

Is it machine learing?
I

es
‘Compare performance based on R*2, MSE, MAE, MAPE

Grid Search for hyperparameter tuning

Fig. 2. Flowchart of algorithm.

IV.  NUMERICAL RESULTS

A. Data Description

This study evaluates the daily performance of two major
stock market indices, the S&P 500 and the Shanghai Stock
Exchange (SSE) Composite Index, spanning December 31,
2012, to December 31, 2022. These indices were chosen due to
their importance in representing overall stock market
performance in the United States and China, respectively, and
their influence on global financial markets. Both are market-
capitalization-weighted, capturing broad market movements
efficiently.

We obtain daily closing prices of the indices from the
Yahoo Finance API, a publicly accessible and reliable data
source extensively used in financial research. The data,
adjusted for splits and dividends, provide an accurate
representation of the indices' performance over the period.

The data are partitioned into training and testing sets. The
training set, consisting of data before 2020, is used to calibrate
forecasting models, while the testing set, from January 1, 2020,
to December 31, 2022, evaluates their out-of-sample
performance.

Table | summarizes the descriptive statistics of the daily
closing prices for both indices over the study period. The S&P
500 index, with a mean of 2742.1700 and standard deviation of
873.0140, traded between 1426.1900 and 4796.5600. The SSE
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index had a mean of 3017.0600, standard deviation of
527.9180, and prices between 1950.0100 and 5166.3500. The
S&P 500 displays a negative kurtosis of -0.6494 and positive
skewness of 0.6749, suggesting a less peaked and right-skewed
distribution. The SSE index, with a kurtosis of 0.8312 and
near-zero skewness of 0.0525, indicates a more peaked and
symmetric distribution. There are 2519 and 2428 observations
for the S&P 500 and SSE indices, respectively. Fig. 3 and Fig.
4 depict the time series of daily closing prices for the S&P 500
and SSE indices.

TABLE I. DESCRIPTIVE STATISTICS FOR THE S&P 500 AND SSE INDICES
Index S&P500 SSE

Mean 2742.1700 3017.0600

Std 873.0140 527.9180

Minimum 1426.1900 1950.0100

Maximum 4796.5600 5166.3500

Kurtosis -0.6494 0.8312

Skewness 0.6749 0.0525

Count 2519 2428
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Fig.3. S&P 500 index price.

—— SSE Stock Price
5000

4500

&
o
=1
3

3500

SSE Stock Price

3000

2500

2000

2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
Date

Fig. 4. SSE index price.

B. Determination of Parameters of Traditional Methods

For the ARIMA models, we use an automatic order
selection method that seeks to minimize the Akaike
Information Criterion (AIC). The ARIMA model parameters
include the order of the autoregressive (AR) and moving
average (MA) components, as well as the degree of
differencing. Given the daily frequency of the data, we focus
on non-seasonal models. Through this procedure, we identify
ARIMA (2,1,0) as the best model for the SSE index, while

Vol. 15, No. 4, 2024

ARIMA(1,1,1) with an intercept is chosen for the S&P 500
index.

For the Holt's LES models, an optimization procedure is
applied to estimate the smoothing parameters for the level and
trend components. The models are fitted to the training data of
both indices. For the SSE index, the estimated smoothing level
is approximately 0.995, and the smoothing trend is about
0.0237. For the S&P 500 index, the respective values are
approximately 0.907 and 0.0212. The initial level and trend for
both models are estimated based on the training data.

C. Determination of Optimal Hyperparameters

In this study, we employ a grid search approach to optimize
the hyperparameters for the SVR, LSTM, and GRU models
across different time horizons (H=1/10/30). For the SVR
model, we consider three hyperparameters: the regularization
parameter (C), gamma (y), and epsilon (¢). For the LSTM and
GRU models, the hyperparameters assessed include the
number of units, dropout rate, and batch size. The selection of
these hyperparameters is crucial as they directly affect the
models' forecasting performance. We evaluate various
hyperparameter combinations using a training dataset to
identify the best-performing models, which are subsequently
tested on a separate test dataset. We use a radial basis function
(RBF) kernel for the SVR model. For the LSTM and GRU
models, we compile them using the Adam optimizer and mean
squared error (MSE) loss function, which is well-suited for
regression tasks like stock price prediction. This
hyperparameter optimization process is conducted across
different forecasting horizons to evaluate the models' suitability
for both short-term and long-term forecasting. The
Hyperparameters are given in Table I1.

TABLE II. HYPERPARAMETER SETTINGS FOR MACHINE LEARNING
MODELS ACROSS VARIOUS TIME HORIZONS (H=1/10/30)
Model Name of Parameter S&P 500 SSE
SVR E:r%‘r‘]'fergf“o” 10/10/10 10/10/10
Gamma 0.1/0.1/0.1 0.1/0.1/0.1
Epsilon 0.1/0.1/0.1 0.1/0.1/0.1
LSTM Units 100/100/50 100/100/100
Drop out 0.2/0.2/0.2 0.2/0.5/0.5
Batch size 16/16/64 16/32/16
GRU Units 70/70/30 50/50/50
Batch size 16/64/32 16/64/16
epochs 30/70/50 50/50/50

D. Comparison and Analysis

Table 111 presents the evaluation results for forecasting the
S&P 500 index using various models: ARIMA, Holt's LES,
SVR, LSTM, and GRU. The performance of each model is
assessed across three-time horizons: 1-day, 10-day, and 30-
day.

For the 1-day time horizon, the ARIMA model stands out,
achieving an R? of 99.04%, MAPE of 1.06%, RMSE of 53.93,
and MAE of 38.78. The Holt's LES model closely follows,
with similar metrics. Both SVR and GRU models exhibit
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strong performance, with R? values exceeding 98%. Notably,
the LSTM model shows the lowest R? of 94.70% and the
highest MAPE of 2.71%.

Vol. 15, No. 4, 2024

97.78% and similar MAPE values of 0.81%. LSTM and GRU
models also perform well, with R?values above 97.5% and
MAPE values under 0.85%.

TABLE Ill.  EVALUATION OF S&P 500 INDEX FORECASTING ACROSS TABLE IV.  EVALUATION OF SSE INDEX FORECASTING ACROSS
DIFFERENT TIME HORIZONS DIFFERENT TIME HORIZONS
Models R? MAPE RMSE MAE Models R? MAPE RMSE MAE

Time Horizon =1 Time Horizon =1

ARIMA 99.04% 1.06% 53.93 38.78 ARIMA 97.78% 0.81% 36.25 26.34

Holt's LES 99.02% 1.06% 54.48 38.62 Holt's LES 97.72% 0.81% 36.31 26.25

SVR 98.95% 1.18% 56.31 43.16 SVR 97.81% 0.80% 35.97 25.98

LSTM 94.70% 2.71% 126.80 108.05 LSTM 97.49% 0.85% 38.54 27.72

GRU 98.16% 1.60% 74.72 61.29 GRU 97.65% 0.83% 37.27 27.19
Time Horizon =10 Time Horizon =10

ARIMA 95.52% 2.27% 116.65 83.72 ARIMA 90.16% 1.65% 76.34 53.31

Holt's LES 94.93% 2.34% 124.00 87.07 Holt's LES 88.84% 1.78% 81.26 57.34

SVR 94.18% 2.77% 132.87 103.20 SVR 90.48% 1.56% 75.05 50.38

LSTM 91.89 3.271% 156.82 131.59 LSTM 94.74% 1.27% 55.82 40.89

GRU 94.18% 2.73% 132.84 100.79 GRU 92.98% 2.91% 145.90 113.95
Time Horizon = 30 Time Horizon = 30

ARIMA 83.94% 4.35% 220.74 157.45 ARIMA 77.34% 2.73% 115.69 88.71

Holt's LES 75.48% 5.02% 272.73 181.37 Holt's LES 72.21% 2.95% 128.34 95.70

SVR 81.06% 5.21% 239.69 189.03 SVR 77.271% 2.54% 116.00 82.29

LSTM 85.80% 4.42% 207.60 176.05 LSTM 94.78% 1.25% 55.61 40.98

GRU 80.21% 5.34% 245.04 194.03 GRU 58.89% 3.80% 156.00 123.29

In the 10-day horizon, the ARIMA model again leads with
an R? of 95.52% and the lowest MAPE of 2.27%. Holt's LES,
SVR, and GRU models all report R?values above 94% and
MAPE values under 3%. The LSTM model lags, with the
lowest R? of 91.89% and the highest MAPE of 3.27%.

For the 30-day horizon, the LSTM model surprisingly
achieves the highest R? of 85.80%, but with a relatively high
MAPE of 4.42%. The ARIMA model follows with an R?of
83.94% and the lowest MAPE of 4.35%. The Holt's LES
model's performance diminishes, recording the lowest R? of
75.48% and a higher MAPE of 5.02%. SVR and GRU models
display similar R? values around 80% and MAPE values above
5%.

In summary, the ARIMA model consistently performs well
across all time horizons, exhibiting the highest R?and the
lowest MAPE for the 1-day and 10-day horizons. While the
LSTM model underperforms in shorter horizons, it surprisingly
has the highest R? for the 30-day horizon. The Holt's LES
model performs well for shorter horizons but declines for the
30-day horizon. SVR and GRU models show moderate
performance across all horizons.

Table 1V presents the evaluation results of forecasting the
SSE index. For the 1-day horizon, all models display strong
performance, with R? values exceeding 97%. The SVR model
leads with an R? of 97.81% and the lowest MAPE of 0.80%.
ARIMA and Holt's LES models both achieve R? values around

In the 10-day horizon, the LSTM model stands out with the
highest R? of 94.74% and the lowest MAPE of 1.27%. SVR
closely follows with an R%of 90.48% and a low MAPE of
1.56%. ARIMA and Holt's LES models both report R? values
around 90% and MAPE values under 1.8%. The GRU model
exhibits a solid R? of 92.98% but the highest MAPE of 2.91%.

For the 30-day horizon, the LSTM model clearly dominates
with an R? of 94.78% and the lowest MAPE of 1.25%. The
ARIMA and SVR models perform similarly, both achieving R?
values around 77% and MAPE values under 2.75%. The Holt's
LES model lags, with an R? of 72.21% and a higher MAPE of
2.95%. The GRU model shows the lowest performance with an
R? of 58.89% and the highest MAPE of 3.80%.

In summary, the LSTM model consistently performs well
across all time horizons, especially for the 30-day horizon,
where it excels. The ARIMA and SVR models display similar
moderate performance across all horizons. The Holt's LES
model's performance declines for longer horizons. The GRU
model exhibits strong performance in the 10-day horizon but
struggles in the 30-day horizon.

V. CONCLUSION

The task of predicting stock market indices is essential for
risk management, portfolio allocation, and derivative pricing,
all of which contribute to stabilizing the financial market order.
In this study, we compared the performance of several
predictive models—ARIMA, Holt's LES, SVR, LSTM, and
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GRU—across different time horizons (1-day, 10-day, and 30-
day) for two prominent stock indices: the S&P 500 and the
SSE. The models were evaluated based on four metrics: R-
squared (R?), Mean Absolute Percentage Error (MAPE), Root
Mean Squared Error (RMSE), and Mean Absolute Error
(MAE).

Our empirical results indicate that:

e LSTM consistently performs well across all time
horizons for both indices, especially in the 30-day
horizon. It outperforms the other models in terms of
both R and MAPE. This result can be attributed to the
model's ability to capture long-term dependencies in the
data and its inherent adaptability in learning complex
nonlinear relationships.

e ARIMA and SVR models display moderate
performance across all time horizons for both indices,
showcasing their robustness and applicability. The
ARIMA model benefits from its ability to account for
time trends, seasonality, and autoregressive behaviors.
On the other hand, the SVR model leverages its
capacity to model nonlinear relationships by using
kernel functions.

e Holt's LES model performs well for the 1-day and 10-
day horizons but struggles for longer horizons. The
model’s declining performance is attributed to its
primary reliance on short-term trends, which may not
capture more complex behaviors over longer time
horizons.

e The GRU model performs well for shorter horizons but
faces difficulties in the 30-day horizon. This could be
due to the challenges posed by long-term dependencies
in the data. GRU, similar to LSTM, is designed to
address such challenges, but our results suggest that
LSTM may be better suited for this particular dataset.

e Through extensive experimentation, we confirmed the
robustness and applicability of our findings. For both
indices, the results were consistent across different time
horizons and evaluation metrics, confirming the validity
of our conclusions.

In summary, our study provides valuable insights for
investors and market analysts. The results can be used to
enhance trading strategies, optimize portfolio allocations, and
improve risk management approaches. Regulators may also
benefit from these insights by identifying market anomalies
and intervening when necessary to ensure financial market
stability.

Despite the contributions of this study, we acknowledge
that multivariate prediction was not considered. In future
research, we will incorporate additional factors closely related
to the stock indices' movements, such as macroeconomic
indicators and sentiment analysis, to enhance the accuracy of
our predictions. Incorporating these factors will not only
improve the forecasting accuracy but also contribute to a
deeper understanding of the underlying relationships that drive
stock market dynamics. Besides, the methodologies and
insights gained from this study hold the potential for broader

Vol. 15, No. 4, 2024

applications beyond the S&P 500 and SSE indices. For
instance, these models could be adapted to forecast emerging
market indices, where volatility and data irregularities present
unique challenges.
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Abstract—Most Chest X-Rays (CXRs) are used to spot the
existence of chest diseases by radiologists worldwide. Examining
multiple X-rays at the busiest medical facility may result in time
and financial loss. Furthermore, in the detection of the disease,
expert abilities and attention are needed. CXRs are usually used
for the detection of heart and lung region anomalies. In this
research, multi-level Deep Learning for CXRs ailment detection
has been used to identify solutions to these issues. Spotting these
anomalies with high precision automatically will significantly
improve the processes of realistic diagnosis. However, the
absence of efficient, public databases and benchmark analyses
makes it hard to match the appropriate diagnosis techniques and
define them. The publicly accessible VINBigData datasets have
been used to address these difficulties and researched the output
of established multi-level Deep Learning architectures on various
abnormalities. A high accuracy in CXRs abnormality detection
on this dataset has been achieved. The focus of this research is to
develop a multi-level Deep Learning approach for Localization
and Classification of thoracic abnormalities from chest
radiograph. The proposed technique automatically localizes and
categorizes fourteen types of thoracic abnormalities from chest
radiographs. The used dataset consists of 18,000 scans that have
been annotated by experienced radiologists. The YoloV5 model
has been trained with fifteen thousand independently labeled
images and evaluated on a test set of three thousand images.
These annotations were collected via VinBigData's web-based
platform, VinLab. Image preprocessing techniques are utilized
for noise removal, image sequences normalization, and contrast
enhancement. Finally, Deep Ensemble approaches are used for
feature extraction and classification of thoracic abnormalities
from chest radiograph.

Keywords—Localization; classification; ensemble learning;
YOLOV5; VINBigData; thoracic abnormalities; deep learning

l. INTRODUCTION

In accordance with the changing to the atmosphere,
lifestyle, climate change, and other elements, disease on health
is increasingly growing. That has raised the risk of illness. In
2016, around 3.4 million people have deceased from Chronic
Obstructive Pulmonary Disease (COPD), which is most
regularly caused by smoking and pollution, and 400,000
people deceased from asthma, according to the World Health
Organization (WHO) [1]. Especially in developing countries
and countries with low or intermediate incomes, where

millions of people live in powerty and are exposed to air
pollution, the chances of chest disease are extremely high. As
said by the World Health Organization, over four million
premature people die each year as a result of diseases caused
by household air pollution. Therefore, the steps required to
minimize air pollution and carbon emissions need to be taken.
Implementing effective diagnostic systems that can help
diagnose chest diseases is also important. A new coronavirus
disease recognized as COVID-19 has been causing serious
chest damage and respiratory issues since late December
2019. Moreover, pneumonia, a type of chest disease, may be
caused by the COVID-19 causative virus or other viral or
bacterial infections [2].

Currently, the huge amount of Chest radiographs produced
is nearly entirely examined via visual inspection, which is
performed by an expert. This necessitates a wide range of
skills and concentration, but it also provides a chance to
employ automatic computational procedures such as
Computer-Aided Diagnosis (CADs). In recent times,
considerable focus and effort have been devoted to refining
CAD systems using Computer Vision (CV) approaches [3-4].
The classification of medical images is one of the most
difficult challenges and the most important task. The goal of
the categorization procedure is to provide images with
diagnoses based on their content.

Image analysis systems that are automated permit
radiologists to drastically minimize their burden while
simultaneously improving the standard of patient treatment.
Earlier techniques frequently included both handcrafted
feature representations and classifiers. Unfortunately,
establishing algorithms for extracting features demands a great
deal of domain knowledge and is a time-consuming
procedure. Intrinsically, computer-aided diagnostics of
thoracic disorders comprised of two sequential steps: the
identification of pathologic irregularities and the classification
of those abnormalities [5]. Computer-Aided detection and
diagnosis systems will decrease the burden on doctors in
urban hospitals and increase the quality of diagnosis in rural
areas. Firstly, the radiologist is helped by CAD instruments to
produce a statistical and well-educated decision. When the
amount of data increases, radiologists will find it extremely
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difficult to undergo all the X-Rays that are taken to retain the
same degree of quality [6].

Automation and augmentation play a critical role in
supporting radiologists in maintaining the diagnostic standard.
As a result, early detection of chest illnesses is now more
important than ewver. Detecting abnormalities on chest
radiographs is a tough task because of the complex nature and
variety of thoracic disorders, as well as the low quality of
chest X-ray. The majority of publicly free available chest X-
ray datasets are labelled, but do not provide the locations of
abnormalities that were present in each case [7]. The
classification of pathologic irregularities in a chest radiograph
is also a difficult task, because a chest radiograph may
comprise numerous sorts of thoracic disorders, and their
locations and sizes are typically widely varied, as presented in
Fig. 1.

During the last few years, Deep Learning has attained
extraordinary performance on a variety of classification
grounded on images [8]. This achievement in identifying
objects in natural photographs has revived interest in pursuing
Deep Learning to medical images. The ability of Deep
Learning models to interpret and identify images has obtained
accuracy at the human lewel. In terms of medical image
analysis, Deep Learning, that has a broad field of applications,
particularly in medicine, fulfilling high achievements.
Consequently, with the aid of Deep Learning, it has become
an essential component of the medical sector [9].

The research objective is precise and automated
localization and classification of Chest X-ray pictures are
needed in medical health care units. Much work has been done
to assist radiologists during recent years, but still accuracy,
robustness and optimization are issues to address.

The first significant issue is that the exact disease location
in Chest X-Ray pictures is currently not specified. The second
major issue is that it has not yet been found to classify
abnormalities in pictures. The accuracy of the existing model
was needed to be improved. The present research is carried
out to resolve the challenges.

Infitration Atelectasis Cardiomegaly

§

Fig. 1. Emmple of chest disease.
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1. LITERATURE REVIEW

In recent years, several researchers have focused their
efforts on the localization and classification of thoracic
abnormalities from chest radiography using deep learning
architecture. In study [10] the authors introduced a new
approach utilizing Convolutional Neural Networks (CNN) to
work using unstable lower class X-ray images [11]. The
methodology used by the author increased the specificity by a
wide margin for classifying multiple TB manifestations. In
training the network, they inwvestigated the feasibility and
effectiveness of shuffle sampling with cross-validation and
found its outstanding impact in the classification of medical
images. In big TB image dataset from Peru, they achieved
85.68% classification accuracy, exceeding modern
classification precision in this region. In healthcare services in
low and middle-income states, their techniques and findings
indicate an optimistic route for further precise and quick
diagnosis of TB [12].

In study [13] the authors introduced seven days monitored
deep learning system filled with squeeze-and excitation blocks
multi-map transfer and maximum minimum pooling for
identifying thoracic sicknesses and locate doubtful lesion
regions. On the Chest X-ray 14 dataset the detailed discussion
and lessons have completed. Quality of the presented deep
learning system and its enhanced efficiency against the
modern pipelines have been demonstrated by both numerical
and visual findings, which suggested an integrated weakly
monitored deep learning system for mutually conduct thoracic
illness classification and localization on chest X-rays utilizing
just the multi-class disruptive sickness mark with a mean
accuracy of 83.2 %.

Researchers proposed a completely unique approach
relying on vicinity conscious Dense Networks (DNetLoc), for
category of pathologies, wherein they considered each spatial
facts and high-decision photograph statistics for irregularity
category, ensuing in an extra correct category of the
abnormalities. Two datasets, particularly ChestX-Rayl4
statistics set and PLCO statistics set, were used in this
research. The ChestX-Rayl4 statistics set incorporated thirty
thousand, eight hundred and five sufferers and one hundred
twenty chest X-ray snap shots. The resultant file consisted of
fourteen pathology classes. In the PLCO statistics set, there
were 185,421 snap shots from fifty-six thousand and seventy-
one sufferers. Twelve most normal pathology labels were
selected, among which five pathology labels also consisted of
spatial facts. For all trials, the distinct facts were as follows:
70 percent for training, 10 percent for validation, and 20
percent for testing. For the PLCO facts set, a completely
closing mean AUC score of 87.4 percent was achieved [14].

In research [15], two methods were explored for detecting
pulmonary TB using CNNs which was based on the patient
CXR image. Many image preprocessing techniques have been
tested to identify the variety which delivers the maximum
accuracy. A hybrid method also investigated with the main
statistical CAD framework along through neural nets.
Simulations were performed on the base of four hundred and
six normal and 394 abnormal images. Simulations displayed
that excellent results were provided by a trimmed area of
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interest combined with contrast enhancement. The proposed
method obtained 92.54% accuracy. Still better outcomes were
obtained when images have been further improved with the
hybrid process. They used Montgomery country and Shenzhen
hospital x-ray set. The main advantage of the hybrid method
was its significantly better accuracy by reducing over fitting.
In the future, they wanted to obtain more clinical data and thus
vastly improwve the accuracy of the detection [16].

Tuberculosis is a transferable sickness that motives
unpleasant health and demise in tens of lots and lots of people
each 12 months worldwide. The MODS is a test to diagnose
TB infection and drug sensitivity in 7-10 days with minimum
rate and immoderate specificity and sensitivity proper far from
a sputum sample, based completely on the seen recognition of
particular Mycobacterium tuberculosis boom cording patterns
in a broth culture. Despite of its benefits, in remote,
constrained useful resource environment, MODS stays limited
because it needs eternal and professional technical frame of
employees for image-based completely diagnostics. Therefore,
it is much critical to create possibility solutions that are based
mostly on accurate automated interpretation and assessment of
MODS cultures. In [17], CNN was validated for automated
assessment of Microscopic Observed Drug Susceptibility
(MODS) cultures digital snap shots. CNN become
professional on a dataset of 12,510 MODS top notch and
horrible snap shots obtained from 3 wonderful laboratories, in
which it completed 96.63 percent accurateness and a
sensitivity and specificity beginning from ninety-one
percentage to ninety-nine percentage [18]. The variations
discovered out features resemble seen cues used by expert
diagnosticians to explain MODS cultures and proposing that
our model can also have the capability to simplify and scale. It
accomplished strongly whilst validated during held-out
laboratory datasets and can be advanced upon with facts from
novel laboratories [19]. This CNN can help laboratory
personnel, in low useful resource settings and is a step towards
easing automatic diagnostics get right of entry to dangerous
areas in developing countries [20].

1. STRATEGY AND METHODOLOGY FOR DISEASE
DETECTION

As the purpose of this project is implementing a localizer
and classifier, it will be reached by making a program able to
localize and classify thoracic abnormalities using multi-level
deep learning. This research is not only technical, developing
and implementing a software to distinguish different types of
disorders and defects with the present technologies; but it is
also a research project, since it examines the already existing
knowledge and implementations related to this field of study.
So, the strategy followed will be the one denominated as
‘Design and Creation” [21]. Following the Design and
Creation plan is using an iterative process and keeping in mind
that each step must be ended before moving on to the next as
shown in Fig. 2.

A. Image Data Acquisition and Preprocessing

A publicly available image dataset present on Kaggle
database is used in this study [22]. The corresponding website
and unique 1D for the dataset is:

Vol. 15, No. 4, 2024

https://imww.kaggle.conv/c/vinbigdata-chest-xray-
abnormalities-detection/data. It is available with over 14
different sets of observations for chest radiographs as
mentioned below:

e Another lesson.

e Pleural effusion.

o Pleural thickening.
e Pneumothorax.

¢ Nodule/Mass

e Transfer Learning with Yolo5
e Aortic enlargement
e Atelectasis

e Calcification.

e Cardiomegaly.

e Consolidation.

e ILD.

o Infiltration.

e Lung Opacity.

Awareness
(Theoretical Framework)

|

Suggestion
(Prototype)

'

Development
(Implementation and Training )

!

Evaluation

A 4

Y

Validati
No (Validation)

Are the results are good Enough

l Yes

Conclusion
(Written Results)

Fig. 2. Strategy diagram representation.

Since Yolo5 comes with Transfer Learning (TL)
technique, it is briefly explained here. TL is a machine
learning technique in which a model developed for one job is
utilized as the basis for another task. The accuracy of the
model must be sufficiently high, which requires a huge
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amount of training data. TL is used to address the issue of
sparsity. Transfer learning occurs when a network or model is
trained on a dataset and a certain domain and then applied to
train on a different dataset and task [23]. The source domain is
referred to as the training domain, whereas the target domain
is referredto as the target domain.

Similarly, tasks in distinct domains are referred to as
source and target tasks. For instance, a classifier trained on
book reviews can be used to categorize movie reviews: two
domains, but the same goal. Transfer learning also occurs
when the source and target are distinct; for example, a
classifier for handwritten letters is used to classify numerical
numbers. An image classifier used to conduct object detection
is another example of transfer learning; once again, the
domains are similar but the goals are distinct. This research
concentrated on the case of jobs that span multiple domains
yet are performed in a comparable manner (classification).
Specifically, an ImageNet-trained CNN was used for another
image-related dataset which is a well-known technique in the
deep learning literature [24, 25, 26]. Yolo5 is illustrated in
Fig. 3 for transfer learning, and the same statistics are applied
to the dataset Investigated for this research.

............................................................

(ne-Stage Detector [
- . W —
Input Backbone Neck [ Sparse Prediction

Dense Predictlon

Fig. 3. Transfer learning using Yolo5.

B. Transfer Learning Strategy for Deep Learning

Deep learning systems and models are multi-layered
architectures that acquire knowledge of various aspects at
various stages (hierarchical representations of layered
features). To obtain the last output these layers are connected
to the final layer (often a completely connected layer in the
case of supervised learning). This tiered architecture enables
us to use a pre-trained network (such as ResNets or Inception
V3) for other tasks without having to use its final layer as a
fixed feature extractor. Deep learning systems and models are
composed of multiple layers with distinct layer characteristics.
Finally, these layers are joined to the last layer to produce the
final output [27]. This layered architecture enables us to use a
pre-trained network (for example, ResNets or InceptionV3) as
a fixed feature extractor for a variety of tasks without
requiring it to have a final layer [28]. Fig. 4 shows transfer
learning cutting approach.
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Fig. 4. Transfer learning cutting approach.

V. ProrPoSED MODEL

The proposed framework makes use of an image collection
to localize and classify several catheters abnormalities plant
diseases. The block diagram in Fig. 5 demonstrates that the
suggested paradigm persists across major phases.

Faster R-CNN
&
—) .
I‘“ ~] 4x4
'i ----1 Feature
/| Maps
W
Cony-1 Max Pooling  Prediction Layers
Object Detection Process

Fig. 5. Methodology diagram of proposed method.

A. Evaluation Measuresfor Classification

After the training process, algorithms were tested on the
testing dataset. The performance of the model was validated
by utilizing accuracy, recollection, precision and F1-score.
Performance metrics that were employed in this research are
exploredin detail below.

1) Classification accuracy: The  accurateness  of
classification is measured as the proportion of correct
predictions to the total number of accurate predictions.

Number of Correct Predictions

Accuracy = *100% (1)

Total Numer of Predictions

2) Precision: Classification accuracy is not always a
reliable indicator of a model's owerall performance, as
demonstrated by several examples. One of these cases is when
the distribution of classes is imbalanced. If all the samples are
treated as if they are of the highest quality, a high accuracy
rate will be received, which does not make sense. Precision,
on the other hand, indicates the inconsistency you find when
utilizing the same instrument over and over again, for as when
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measuring the same part again. Precision is one of such
measures, which is characterized in Eq. (2):
Precision = True Positives 2
FECISION = T e Positives + False Positives @
3) F1 score: Fl-score is a well-known metric that
combines recall and precision. It is defined in Equation 3 as
follows:

1 ) Precision * Recall 3
= *
score Precision + Recall ®)

4) AUC score and ROC curve: Area under curves (AUC)
reflects the level of separability, and receiver operating
characteristic (ROC) is a probability curve. ROC curwe is a
graph that displays the relationship between sensitivity (true
positive rate) and specificity (rate of false positives).

V. EXPERIMENTAL RESULTS

The proposed framework makes use of an image collection
to localize and classify sewveral. We accomplished lung
segmentation to focus the learning around the lung area, where
the COVID-19 radiomic features are located. For this, the U-
net model that had been popular for biomedical image
segmentation was adopted [29]. The Segmentation model was
trained using three publicly available lung segmentation
datasets: Montgomery [11], HIN [25], and JSRT [13]. The
three datasets provided manual segmentation masks (i.e.,
segmentation labels) [30]. The segmentation was not perfect.
The resulting output mask often contains only part of the lung
area and tend to be scattered over the whole lung area. To
minimize the possibility of missing COVID-19 related
radiomic features, the smallest square area was cropped out
that enclosed the predicted mask. All such square lung areas
were subsequently resized into 512 x 512, whether they were
larger or smaller [31].

Label Distribution

SEEENNEREER

Fig. 6. Label distribution for catheter.

The dataset contains the X-rays of patients, multiple X-
rays for individual patients, where the observation of each
patient is documented in the dataset. The observation interval
is different for patients. The distribution is represented in bar
graph shown in Fig. 6.

Fig. 7 represents the bounding box area per percentage of
image for each disease. The error and histogram are
represented in boxes for ILD calcification, infiltration, lung
opacity, Nodule Mass and pulmonary fibrosis for the dataset.

Vol. 15, No. 4, 2024

Bounding Box Area % of Image

loDSooEoEEm

e
D -
O} ———
|

Fig. 7. Bounding area of image for figure.

Predicted Distribution of Validation Datasst

Fig. 8. Predicted distribution of validation dataset.
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Actual Distribution of Validation Dataset
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Fig. 9. Actual distribution of dataset.

Fig. 8 represents the predicted distribution of validation
dataset while Fig. 9 shows the actual distribution of the
dataset, where each defect is represented in bar graph and with
different color for individual defect.

VI. CoNcLUSION AND FUTURE WORK

Most Chest X-rays are used to spot the existence of chest
diseases by radiologists worldwide. By studying several X-
rays in busiest health center can lead to a loss of money and
time. Furthermore, in the detection of the disease, expert
abilities and attentions are needed. CXRs are usually used for
the detection of heart and lung region anomalies. In this
research, multilevel deep learning is used for chest X-rays
ailment detection to identify solutions to these issues. Spotting
these anomalies with high precision automatically
significantly improves the processes of realistic diagnosis.
Howewer, the absence of efficient, public databases and
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benchmark analyses makes it hard to match the appropriate
diagnosis techniques and define them. The publicly accessible
VINBigData dataset is used to address these difficulties, and
the output of established multi-level deep learning
architectures is studied on various abnormalities. A high
accuracy in chest X-Ray irregularity detection is achieved on
this dataset. The focus of this research is to develop a Multi-
level Deep learning approach for Localization and
Classification of thoracic abnormalities from chest radiograph.
The proposed technique automatically localizes and classifies
fourteen types of thoracic abnormalities from chest
radiographs. The used dataset consisting of eighteen scans that
have been explained by experienced radiologists. The YoloVb
model is trained with fifteen thousand independently labeled
images and evaluated on a test set of three thousand images.
These annotations are collected via VinBigData's web-based
platform, VinLab. Image preprocessing techniques are utilized
for noise removal, image sequences normalization, and
contrast enhancement. Finally, Deep Ensemble approaches are
used for feature extraction and classification of thoracic
abnormalities from chest radiograph.
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Abstract—This research investigates the fusion of the Analytic
Hierarchy Process (AHP) with clustering techniques to enhance
project outcomes. Two quantitative datasets comprising 20 and
100 software requirements are analyzed. A novel AHP dataset is
developed to impartially evaluate clustering strategies. Five
clustering algorithms (K-means, Hierarchical, PAM, GMM,
BIRCH) are employed, providing diverse analytical tools. Cluster
quality and coherence are assessed using evaluation criteria
including the Dunn Index, Silhouette Index, and Calinski
Harabaz Index. The MoSCoW technique organizes requirements
into clusters, prioritizing critical requirements. This strategy
combines strategic prioritization with quantitative analysis,
facilitating objective evaluation of clustering results and resource
allocation based on requirement priority. The study
demonstrates how clustering can prioritize  software
requirements and integrate advanced data analysis into project
management, showcasing the transformative potential of
converging AHP with clustering in software engineering.

Keywords—Requirements prioritization; next release plan;
software product planning; decision support; MoSCoW; AHP; k-
Means; GMM; BIRCH; PAM; hierarchical; clustering; clusters
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I.  INTRODUCTION

Software engineering is built on several pillars and involves
more than just programming. It contains every piece of
supporting information, design principle, or idea required to
make these programmes function as intended. Software
requirements prioritisation (SRP) is one of the design
principles that enable software that is being considered for
development to function as intended [1].

A subfield of requirements engineering called requirements
prioritisation assists in selecting requirements based on the
interests of stakeholders. Giving each requirement a priority to
decide the order in which they should be implemented is a step
in the software engineering process. A requirement engineering
decision process is used to decide which features or
requirements will be developed in the upcoming release while
considering technical, resource, risk, and budget constraints
[2]. Choosing the order in which requirements should be
addressed is a crucial step in the software development
process. This process aids in managing the priority and
urgency of software requirements while considering
stakeholders’ interest, cost, resource, and time issues.
Numerous academics have provided definitions for the ranking

of software demands in order of importance. Software
requirement prioritisation is a process that determines the order
in which needs will be implemented [3]. The process of
selecting the best set of requirements from several conflicting
and competing expectations gathered from various
stakeholders participating in a software development project,
according to Karlsson and Ryan [4].

The success or failure of a project is largely dependent on
the software requirements specification in general and the
prioritisation of software requirements in particular. Almost
80% of software projects fail to achieve the Standish Group's
definitions of success based on time, cost, and scope criteria
each year [5]. The failure is often due to shifting requirements,
as requirements are often documented and rarely changed. This
suggests that software projects fail due to their inability to
evolve efficiently to match shifting requirements or
accommodate new ones. This highlights the importance of
release management and the need for proper decision-making
about the functionality of a software product's release. A well-
selected release will minimize problems with shifting
requirements in future releases.

As a remedy to this issue, many requirements prioritisation
techniques have been put forth. These techniques aim to reduce
the length and cost of software development projects by
supporting developers in identifying the most important and
urgent requirements. Each method has limitations and makes
both explicit and implicit assumptions about the project context
during requirements prioritisation [6]. These presumptions
must be considered while experimentally assessing a
requirement prioritisation approach for usefulness, utility,
application, or effectiveness.

One technique for ranking software requirements is to use
clustering techniques. Similar observations, data points, or
feature vectors can be clustered together based on shared
characteristics using the clustering technique [7]. Clustering
algorithms are used in the prioritising process to group and
categorise requirements based on similarity or relatedness. This
enables effective requirements prioritisation based on the
characteristics of each cluster and the discovery of patterns and
relationships between them. Clustering algorithms can assist in
managing the complexity of prioritising various requirements
by organising requirements into meaningful clusters that can
then be prioritised more successfully.
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This study thoroughly explores an innovative and
promising method for requirement prioritisation that combines
the Analytic Hierarchy Process (AHP) and clustering
techniques. With the use of the data mining approach known as
clustering, it may be possible to group together requirements
that are similar, making it easier to handle them and improving
the decision-making process. AHP, on the other hand, is a
structured method for making decisions based on several
factors and enables the creation of priorities based on both
qualitative and quantitative judgments.

As we seek to assess the accuracy of quantitative records, it
is crucial to assign requirements the proper level of importance
to determine the core set of requirements. To do this, the
MoSCoW technique, a tried-and-true framework for
prioritising requirements, is used that divides each into Must-
haves, Should-haves, Could-haves, and Won't-haves categories
based on how important and consequential they are. A robust
evaluation framework is also developed using metrics like the
Dunn Index, Silhouette Index, and Calinski Harabaz Index.
These metrics provide quantitative insights into the quality and
cohesion of clusters, aiding decision-making processes.

Let’s suppose a software development team is tasked with
prioritizing features for an e-commerce platform using
clustering techniques. They assign priorities within each cluster
based on business impact and technical complexity. For
example, they prioritize product search functionality (Cluster
A) and payment processing (Cluster B) based on their
significance for user experience and revenue generation. This
approach streamlines decision-making, ensuring high-priority
features align with business goals and user needs, ultimately
optimizing the software development process.

Our overarching objective in this research is to evaluate the
results of combining clustering methods with the Analytic
Hierarchy Process (AHP). Our view of this integration's
potential impact will be greatly influenced by the outcomes of
this integration, which are expected to provide a distinctive
perspective on requirement prioritisation and project
management. In keeping with this goal, we have developed two
key research questions that will direct our empirical studies and
provide the information required to make well-informed
decisions.

RQ1: Is a semi-automated approach to SRP processes
possible with the incorporation of clustering techniques?

RQ2: Does the fusion of AHP and clustering generate
better results?

The remainder of the paper is structured as follows: It
commences with the state of the art for clustering algorithms
and prioritisation techniques in Section Il. Following this,
Section Il gives an overview of established techniques for
clustering and requirements prioritisation. In Section 1V, we
elaborate on the methodology proposed for clustering
requirements using AHP including how to determine the
number of clusters, evaluate clusters, and associate MoSCoW
categories with them. Section V presents and analyzes the
results of an effectiveness study conducted on two different
datasets. Section V1 is dedicated to addressing the effectiveness
of the proposed method. Lastly, Section VII presents the
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Results. Section V11 encapsulates the conclusions drawn from
the research.

II. LITRUTURE REVIEW

Table | extensively evaluates several works on algorithms
for clustering and requirements prioritisation. Notably, a wide
range of techniques were investigated within the state of the
art, including Binary Search Tree, Analytic Network Process,
Spanning Tree, Numerical Analysis, Bubble Sort, MoSCoW,
and Analytical Hierarchical Process. Remarkably, the
Analytical Hierarchical Process (AHP) was the method of
choice among researchers due to its constant production of
superior results. The section also discusses several clustering
techniques, such as K-Means, Partition Around Medoids,
BIRCH, Agglomerative Hierarchical Clustering, and Gaussian
Mixture Model (GMM). This review of the literature provides
an overview of the field and paves the way for the creation of
an original and useful framework, laying the groundwork for
succeeding research phases.

TABLE I. LITERATURE REVIEW
. Techniques
Year Title Used Results Ref.
The AHP
technique
Applying the effectively
. - removes
analytical hierarchy discrepancies
2015 process to system | AHP betwegn [8]
qu_all_ty rgqmrements stakeholders’
prioritisation -
interests and
the  business
goals.
binary  search
tree, AHP,
Comparison of hlerar_chy AHP,
Requirement spanning _tree
A matrix, priority
Prioritisation :
2015 . . group/Numerical [9]
Techniques to Find -
RN Analysis, bubble
the Best Prioritisation sort. . MoSoW.
Technique S .
simple ranking,
and Planning
Game
AHP is the
. best
ANP, binary .
An  Evaluation of | search tree, ri(i]:rlil;?sn;teigts
Requirement AHP, hierarchy fechni ue
2016 Prioritisation AHP, spanning amonqst all [10]
Techniques with | tree matrix, the g
ANP priority  group .
and bubble sort | "eauirements
prioritisation
techniques
An approach to the
estimation of the AHP
degree of Framework framework
2016 customization for using AHP ave  better [11]
ERP projects using 9 ?esults
prioritised
requirements
Fuzzy_MoSCoW: A ANP is the
fuzzy based best
MoSCoW method for technique
2017 the prioritisation of Fuzzy MoSCoW among the (12]
software seven
requirements techniques,
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Year Title TecSrS:gues Results Ref. Year Title TecS;:gues Results Ref.
though it Algorithm data analysis
consumes and business
time decision-

A Novel Approach | MAHP, a making
for Software | combination of K-means

2020 ) [13]

B | o ™
e on K-Means
Prioritisation of AHP Clusterin and K-Means  and | large datasets
Software Functional Spanning  Tree | framework 2020 Agglome?ative Agglomerative and [22]
2020 [R)(Z(\]/z:geprzre;rllts from and AHP gave  better [14] Hierarchical Hierarchy ﬁ?grﬁr;ﬁ:;a;;vii
Perspective results Clustering better for
E-AHP: An smaller ones.
Enhanced Analytical Experiments
ey P o o e
2022 Pri%ritisin Large Enhanced AHP for large [15] 2021 Model Clustering | GMM of the [23]
9 g . g with Incomplete Data
Software projects proposed
Requirements algorithm.
Numbers Bayesian Inference- BGMM-OCE
Experimental Based Gaussian outperforms
results  show Mixture Models with other
.- - consistent Optimal Components synthetic data
Eﬁllcol fnnetrative Eﬁllcol ;netrative performance 2022 Estimation Towards | BGMM-OCE generators in | [24]
2015 h?egrarchical h?grarchical across various | [16] Large-Scale terms of
- . settings, Synthetic Data computational
clustering Clustering proving Generation for In efficiency and
efficient AHP Silico Clinical Trials unbiasedness
to be reliable. Enhanced
Proposed Design and algorithm
clustering 2022 Implementation of an | Improved K- | works better [25]
A hierarchical method yields Improved K-Means | Means than
clustering method for Aglomerative satisfactory Clustering Algorithm conventional
2016 ering hierarchical results [17] K-Means.
multivariate .
- clustering compared to Results from
geostatistical data other GMMs  were
s Gaussian mixture
g:é:t;tgélsstlcal model clustering g:)%sgrll)]lent
PAM 2002 | Agorithms  for the | oy, with  values | [26]
- outperforms analysis  of high- that had
Milling tool wear K-means  and precision mass revious|
state recognition fuzzy o measurements Eeen y
2017 based on partitioning PAM means in Ti- [18] published.
around medoids
. 6Al-4V alloy
(PAM) clustering end  milling A. Research Gap
‘éxl%egﬁe”ts- The limited investigation of the Analytical Hierarchy
excels in Process (AHP) as a technique for clustering requirements in the
malware context of planning a project's next release is the area of
Malware family family research that will be addressed in this research. Although most
2017 | identification  with | BIRCH identification | [19] of the literature now in existence focuses on the use of AHP in
BIRCH clustering with h'gz requirements prioritisation and decision-making, there is a
?gfvugfﬁg’teﬁgg striking paucity of studies that explore its potential utility in
time. grouping or clustering requirements to speed up the release
The Uk- planning process. In the context of release planning, AHP in
means integration with clustering can be used to enhance how
) algorithm is requirements are organised, classified, and prioritised. This will
Unsupervised K= )0 ervised K- | FoPUst to data ultimately result in more effective and efficient project
2020 Means Clustering Means structure and | [20] management
Algorithm performs g )
better  than
existing I1l. TECHNIQUES USED IN THE STUDY
Igorithms. . L .
KM iﬁom ms A. Requirements Prioritisation Techniques
Applications of | oMeans, € paper . . . . .
Clustering Hierarchical emphasises Software engineering professionals utilise a collection of
2020 | Techniques in Data gégzte”g%ﬂgg :?em::r:ge of | 1211 methodologies called software requirements prioritisation
Mining: A Dens'ity_Based : clustering in techniques to rank the importance or priority of various
Comparative Sdy | &) \cioring, EM | consumer software project requirements. Because not all requirements
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can be addressed at the same time during software
development due to restricted resources (such as time and
money), prioritising requirements is essential. To ensure the
successful delivery of a software product, it is crucial to
identify and concentrate on the most important and significant
needs. The two techniques that we will be using in this study
are AHP and MoSCoW.

1) Analytical hierarchical process: The Analytical
Hierarchy Process (AHP) is a systematic decision-making
technique [27] proposed by Thomas L. Saaty in the 1970s. It
was developed for complex decision-making so that the
decision-maker could set priorities and get to the best option
possible [28]. AHP starts by modeling the decision issue as a
hierarchical structure and breaks it into three parts: a goal or
aim, criteria that help achieve the goal, and alternatives or
possibilities that need to be examined. In the next step, experts
or decision-makers are requested to compare the criteria and
options at each level of the hierarchy in pairs. They utilise a
scale to indicate the relative importance of things, often
ranging from 1 (equal importance) to 9 (much more essential).
Then a consistency check is done to make sure the
comparisons are reliable. To determine if decision-makers
judgments are consistent, the AHP technique uses
mathematical calculations. It may be necessary for decision-
makers to reevaluate their conclusions if contradictions are
found.

AHP uses pairwise comparison data to determine the
relative weights or priorities of the criteria and alternatives.
These weights reflect the preference for each choice relative to
the criteria and the significance of each criterion in reaching
the overall aim. The scores of the options for each criterion are
then combined using the estimated weights. Depending on the
decision context, different aggregation techniques, such as
weighted sum or weighted average, might be used. To rank and
evaluate the options based on their overall desirability or
performance in relation to the goal, AHP aggregates the
aggregated scores. Lastly, decision-makers can use the
prioritised rankings and scores to make decisions. Based on the
established criteria and their relative relevance, AHP offers an
organised and clear way to assess and choose the best
alternative.

2) MoSCoW: The Dynamic Software Development
Method (DSDM) provides the foundation for the MoSCoW
method [29]. It is a common strategy for prioritising
requirements. As a matter of fact, it is one of the easiest
techniques [30]. The acronym stands for must have, should
have, could have, and won't have. The importance or priority
of a certain feature within a project is represented by each
category. The core project scope is made up of must-haves,
which are important and non-negotiable components
necessary for project success. Should-haves are crucial
characteristics that greatly enhance the value of the project
and ought to be applied whenever practical. Could-haves offer
flexibility for prospective improvements because they are
desired but not necessary. To manage scope and avoid feature
creep, won't-haves are expressly left out of the current phase
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or project. MoSCoW supports resource allocation and project
planning by assisting project teams and stakeholders in
prioritising requirements, ensuring that critical components
are addressed first while providing clarity on what may be
postponed or excluded.

B. Clustering Algorithms

The need to find knowledge in multidimensional data is
growing since massive volumes of data are being continuously
collected today. One of the crucial steps in mining or extracting
massive information is data miming. Clustering is the most
intriguing area of data mining, which seeks to identify
underlying patterns in data and identify some useful subgroups
for additional investigation. Each group, or cluster, is made up
of things that are dissimilar from those in other groups yet like
one another [31].

A total of five clustering algorithms have been used in this
paper and each algorithm is briefly discussed in this section.

1) K-Means: In machine learning and data mining, the
clustering algorithm K-Means is very famous and frequently
employed [32]. It requires the number of clusters to be
specified prior to the operation [33]. It seeks to divide a given
dataset into the specified number of clusters (K) according to
how similar the data points are to one another to maximise
certain clustering criteria. K-Means is an iterative technique
that minimises the sum of squared distances between data
points and the centroids of each cluster to give results. The k-
means algorithm is a well-liked clustering technique that
minimises clustering error [34].

2) Partition Around Medoids (PAM): The PAM method
partitions a distance matrix into a predetermined number of
clusters [35]. The goal of PAM is to divide a dataset into a
predetermined number of clusters by choosing actual data
points, known as medoids, as representatives of the clusters.
PAM is meant to work with dissimilarity or distance matrices.
Like centroids, medoids are chosen from the actual data
points, which makes PAM more resistant to noise and outliers.

3) Agglomerative hierarchical clustering: The process of
clustering data points into a hierarchical structure of clusters is
called agglomerative hierarchical clustering. Due to the
exponential rise of real-world data, hierarchical clustering is
crucial for data analytics [36]. In this type of clustering, each
item at first represents a separate cluster. The appropriate
cluster structure is then created by repeatedly merging clusters
until all data points are members of a single cluster, or until a
stopping requirement is satisfied. A dendrogram, which is a
tree-like structure created because of this procedure, shows the
clustering hierarchy visually.

4) Gaussian Mixture Models (GMM): Gaussian Mixture
Models (GMMs) are probabilistic models used for modelling
complicated data distributions in statistical analysis and
machine learning. Much research has been done on it due to
its usefulness and efficiency [37]. They presume that a variety
of Gaussian (normal) distributions, each with its mean and
covariance, were combined to produce the data. These

18|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

parameters are intended to be learned, and GMMs estimate the
likelihood that data points will belong to each Gaussian
component. They are frequently used for tasks like clustering,
density estimation, and data generation.

5) BIRCH: Balanced Iterative Reducing and Clustering
Using Hierarchies is an effective hierarchical clustering
algorithm made for grouping huge datasets. Its key
characteristic is to employ low memory resources for high-
quality clustering of large-scale data datasets and to only scan
datasets once to reduce 1/0 overhead [38]. A comparable B +
tree structure known as a Clustering Feature Tree (CF Tree) is
used by Birch to perform clustering [39].

IVV. PROPOSED METHODOLOGY

Requirements
Elicitation

Requirements
Analysis

Clusters Problem
Evaluation Silhouette Formulation
Connectivity |’ Calinski- Elbow
Index Harabasz Method
Requirementsy «— [ Clusteringof
Prioritisation Requirements
< -~ 1 ]

Fig. 1. Proposed methodology.

This study presents a method for prioritizing requirements
for the next release using requirements prioritisation methods.
It considers the effort required for implementing a requirement
and its satisfaction with stakeholders. Clustering algorithms are
applied to cluster requirements, and the technique is used to
extract a group of requirements for the next release. The
validity of clusters is evaluated. In the end MoSCoW is applied
to assign importance to the clusters. The Fig. 1 provides a
bird's eye view of the process.

A. Requirements Elicitation

Requirement elicitation is a crucial step in requirement
engineering, gathering stakeholders' needs and expectations for
a software project through discussions, interviews, and
surveys, ensuring comprehensive documented requirements.

B. Requirements Analysis

Requirements Analysis involves a thorough examination of
requirements to eliminate ambiguity, address inconsistencies,
and evaluate feasibility. It aims to create a refined
representation of the software's functionalities.

C. Stakeholders’ Input

Vol. 15, No. 4, 2024

Stakeholders actively contribute to the decision-making
process by offering critical input on two important factors: the
amount of work necessary to accomplish the project and the
expected degree of satisfaction. Their insights cover both effort
(resource allocation, time commitments, and potential
obstacles) and satisfaction (alignment with organisational goals
and client needs). Through the careful balancing of resource
optimisation and stakeholder satisfaction throughout project
planning, this dual input enables informed decision-making.

D. Problem Formulation

1) Quantitative data: Consider a situation where we have
a list of requirements, R = r1, r2 ,..., rn, that reflect the new
features that various customers have recommended for a
forthcoming software version. Each stakeholder i is given a
weight wi to indicate their significance. This implies that some
stakeholders' preferences will be taken into consideration
more so than others when deciding what issues need to be
solved in a software version. The set of customer weights is
denoted by the notation W = w1, w2, ..., wn.

Each requirement rj in the set R has a corresponding
development effort value ej that calculates the resources or cost
necessary for its implementation. The notation for this
collection of effort values is E = el, €2 ,..., en. This is measured
by a value vij, which expresses the significance of need rj for
customer i. In essence, higher vij values indicate that
stakeholder i is given more priority.

Summing up a requirement's importance ratings across all
stakeholders yields the total value of including it in the
upcoming software release, or its global satisfaction,
abbreviated as sj (sj = m i=1 wi vij). By considering each
stakeholder's own priorities and weights, this indicates the
overall satisfaction that the addition of requirement rj would
offer to all stakeholders. The set of requirement satisfactions
that result is denoted by S = s1, s2,..., sn [40].

2) AHP dataset: For the pairwise comparisons of each
criterion in this study, the quantitative data set is used. As a
result, the AHP data set for our requirements generated.
Following the collection of pairwise comparison judgments,
the eigenvector approach is used to determine the respective
weights of the two criteria, effort, and satisfaction. Then, a
square matrix known as the comparison matrix is formed, with
elements cij standing in for the weighting of the criteria effort
(ci) and satisfaction (cj). By dividing each column by its sum,
the matrix is normalised, producing a matrix of normalised
values. To determine the priority vector for each level, the
normalised values in each row are averaged. The consistency
ratio (CR), which assesses whether the judgments line
coherently, is used in a consistency check to ensure consistent
pairwise comparisons. Adjustments are made if the CR
exceeds a predetermined limit, which is commonly set at 0.1.
The priority vectors show the relative weights of the
requirements after the consistency check has been successful.

E. Elbow Method

The elbow method is a heuristic in data science and
machine learning for determining the optimal number of
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clusters in a dataset. It involves considering a range of potential
cluster numbers and computing the sum of squared distances
between data points and cluster centers. The study applies the
elbow method to the requirements dataset, calculating the
within-cluster sum of squares (WCSS) for varying cluster
numbers and plotting these values.

F. Clusters Formation

In this phase clusters of requirements are formed. It
involves organizing and grouping similar requirements into
clusters using techniques like similarity analysis or domain
categorization. This process enhances manageability and
provides a structured approach for analysis. Five distinct
clustering algorithms will be employed: K-Means,
Agglomerative Hierarchical Clustering, Partitioning Around
Medoids (PAM), Gaussian Mixture Model (GMM), and
BIRCH. These algorithms help extract meaningful patterns and
structures from requirements, aiding in informed decision-
making during the prioritization process.

G. Clusters Evaluation

The evaluation of clusters is crucial for assessing the
quality and validity of data analysis or machine learning
algorithms. Three mechanisms are used: Dunn Index,
Silhouette Index, and Calinski-Harabasz Index, which are
calculated after cluster formation and used to rate them.

1) Dunn index: The Dunn Index is a clustering validation
statistic that unsupervised machine learning researchers use to
rate the accuracy of their clustering findings. It gauges the
separation between clusters, or how far away various clusters
are, in relation to the compactness of clusters, or how near the
data points inside a cluster are to one another. Better
clustering with smaller within-cluster distances and larger
between-cluster distances is indicated by a higher Dunn Index.

Dunn Index = min_intercluster_distance /
max_intracluster_distance

Where:

Min_intercluster_distance: The minimal distance between
any two centroids that belong to separate clusters.

Max_intracluster_distance: The maximum distance

between any two data points within the same cluster.

2) Silhouette index: The Silhouette Index is a tool for
clustering evaluation that assesses how cohesive and well-
separated clusters are. Higher values denote better clustering
quality; the range is -1 to 1. (b(i) - a(i)) / maxa(i), b(i) is the
formula for calculating the silhouette score for a single data
point, where a(i) is the average distance inside the same
cluster and b(i) is the smallest average distance to another
cluster. Greater clustering is suggested by average silhouette
scores that are higher across all data points.

S(i) = (b(i) - a(i)) / max{a(i), b(i)}
Where:

S(i): The silhouette score for data point i.
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a(i): The average distance between data points i and all
other data points in the same cluster.

b(i): The shortest average distance between data point i and
all other data points in a distinct cluster.

3) Calinski-Harabasz index: The Calinski-Harabasz
Index, commonly referred to as the Variance Ratio Criterion,
is a clustering evaluation metric used in unsupervised machine
learning to rate the calibre of clusters. It calculates the
difference between the variances within and between clusters.
Better-defined and more distinct clusters are indicated by
higher Calinski-Harabasz Index values.

CH= B/W{(N-K)/(K-1)}

Where:

B: Between-cluster variance, which measures the variance
between different clusters.

W: Within-cluster variance, which measures the variance
within individual clusters.

N: Total number of data points.
K: Number of clusters.

H. Requirements Prioritisation

The MoSCoW approach is used in this study as a useful
tool to prioritise requirements clusters. Requirements clusters
are systematically classified and ranked using MoSCoW based
on their importance and criticality to the project. This will help
in improving efficiency and efficacy of the project planning
and resource allocation and will make sure that the
development efforts are concentrated on the most important
and impactful clusters of needs.

V. METHODOLOGY IMPLEMENTATION

A. Formulation of Problem

1) 20 Requirements Problem: There are twenty
requirements and five stakeholders in this dataset, and it was
drawn from [41]. The level of priority or value assigned by
each stakeholder to each requirement is shown in Table Il
along with the development effort connected to each
requirement. The stakeholder weights are offered in the range
of 1 to 5 (Table Ill). These values might be thought of as
linguistic terms like "without importance" (1), "less
important” (2), "important” (3), "very important" (4), and
"extremely important" (5). They also line up with the relative
importance of each need. There is an estimated effort score
that corresponds to each requirement, ranging from 1 to 10.

TABLE II. 20 REQUIREMENTS PROBLEM
C1 2 C3 c4 (6} Effort
R1 4 4 5 4 5 1
R2 2 4 3 5 4 4
R3 1 2 3 2 2 2
R4 2 2 3 3 4 3
R5 5 4 4 3 5 4
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b) 20 Requirements Problem using AHP: This Table V
was created by using the same data set to get the AHP values
for effort and satisfaction.

R6 5 5 5 4 4 7

R7 2 1 2 2 2 10

R8 4 4 4 4 4 2

R9 4 4 4 2 5 1

R10 4 5 4 3 2 3

R11 2 2 2 5 4 2

R12 3 3 4 2 5 5

R13 4 2 1 3 3 8

R14 2 4 5 2 4 2

R15 4 4 4 4 4 1

R16 4 2 1 3 1 4

R17 4 3 2 5 1 10

R18 1 2 3 4 2 4

R19 3 3 3 3 4 8

R20 2 1 2 2 1 4
TABLE Ill.  CUSTOMERS. WEIGHTS FOR 20 REQ. PROBLEM

Customers' Weights Cl1 Cc2 Cc3 4 C5
1 4 2 3 4

a) 20 Requirements Problem using Quantitative

Approach: To convert the data into two dimensions to apply
clustering on it, we considered Section 4.4.1. Here:

R={rl,12,....... , 120},

This is how ‘S’ (Satisfaction) was calculated for r1.
S=% (Vij * Wi)

S={(4*1) + (4*4) + (5*2) + (4*3) + (5*4)}

S=62

So, satisfaction for r1 was calculated to be 62 whereas the
effort is 1. The rest was also calculated similarly, and this
Table IV was generated as a result.

TABLE V. AHP DATASET FOR 20 REQ. PROBLEM
D Effort Satisfaction

R1 12.7640176 3.24660865
R2 3.19100441 3.65981339
R3 6.38200881 6.9410254

R4 4.25467254 4.90950577
RS 3.19100441 3.4705127

R6 1.82343109 3.19507518
R7 1.27640176 8.38707236
RS 6.38200881 3.59445958
R9 12.7640176 3.72758771
R10 4.25467254 4.10795381
R11 6.38200881 4.47310526
R12 2.55280353 4.10795381
R13 1.5955022 5.75113533
R14 6.38200881 4.02579473
R15 12.7640176 3.59445958
R16 3.19100441 7.45517543
R17 1.27640176 5.1612753

R18 3.19100441 5.75113533
R19 3.19100441 4.37586384
R20 3.19100441 10.0644868

2) 100 Requirements Problem: There are five

stakeholders in this data set as well, but there are 100
requirements this time and it was obtained from [42].The
difficulty of selecting requirements from a bigger set in the
early timeboxes of establishing true agile software projects led
to the selection of this dataset. Because of this, we now have
100 requirements rather than simply 20. For the development
effort, each requirement has a value that runs from 1 to 20.
The maximum development effort in this case is 20 units, or 4
weeks, which roughly corresponds to the timescale set by
agile approaches (such as Scrum's proposed iteration length of
2 to 4 weeks). Stakeholders rate the significance of criteria on
a scale of 1 to 3. Here, the digits 1-3 stand for (1) not
necessary, (2) preferable, or (3) required [43].

The Effort and Satisfaction for each requirement was
calculated in the similar way as it was calculated for 20
Requirements problem. The Quantitative and AHP datasets for
100 requirements problem is given in Table VI:

TABLE IV.  QUANTITATIVE DATASET FOR 20 REQ. PROBLEM
ID Eff. Sat. D Effort Sat.
R1 1 62 R11 2 45
R2 4 55 R12 5 49
R3 2 29 R13 8 35
R4 3 41 R14 2 50
RS 4 58 R15 1 56
R6 7 63 R16 4 27
R7 10 24 R17 10 39
RS 2 56 R18 4 35
R9 1 54 R19 4 46
R10 3 49 R20 4 20

TABLE VI.  QUANTITATIVE DATASET (LEFT) AND AHP DATASET (RIGHT)
FOR 100 REQ. PROBLEM
D Effort | Satisfaction ID Effort Satisfaction
R1 16 29 R1 0.35245612 | 0.87906114
R2 19 23 R2 0.29680515 | 1.10838143
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R3 16 18 R3 0.35245612 | 141626516 R48 | 6 21 R48 | 0.93988298 | 1.21394157
R4 |7 21 R4 | 0.80561398 | 1.21394157 R49 | 6 28 R49 | 0.93988298 | 0.91045618
RS 19 22 RS | 029680515 | 1.15876241 R50 | 6 32 R50 | 0.93988298 | 0.79664915
R6 15 20 R6 | 037595319 | 1.27463865 R51 |6 34 R51 | 0.93988298 | 0.74978744
R7 |8 22 R7 | 0.70491224 | 1.15876241 R52 |2 27 R52 | 2.81964894 | 0.94417678
RS 10 29 R8 | 056392979 | 0.87906114 R53 | 17 24 R53 | 03317234 | 1.06219887
RO |6 27 R9 | 093988298 | 0.94417678 R54 | 18 30 R54 | 031329433 | 0.8497591
R10 | 18 21 R10 | 031329433 | 1.21394157 R55 |1 24 R55 | 5.63929788 | 1.06219887
R11 | 15 31 RI1 | 037595319 | 0.82234751 R56 |3 35 R56 | 1.87976596 | 0.72836494
RI2 | 12 33 R12 | 046994149 | 0.77250827 R57 | 14 35 R57 | 040280699 | 0.72836494
R13 | 16 33 R13 | 0.35245612 | 0.77250827 RS8 | 16 18 R58 | 035245612 | 1.41626516
R14 | 20 25 R14 | 0.28196489 | 1.01971092 R59 | 18 23 R59 | 031329433 | 1.10838143
R15 |9 25 R15 | 0.62658865 | 1.01971092 R60 | 7 26 R60 | 0.80561398 | 0.98049127
R16 | 4 30 R16 | 1.40982447 | 0.8497591 R61 | 10 18 R61 | 056392979 | 1.41626516
R17 | 16 25 R17 | 0.35245612 | 1.01971092 R62 | 7 28 R62 | 0.80561398 | 0.91045618
RIS |2 28 RI8 | 2.81964894 | 0.91045618 R63 | 16 29 R63 | 035245612 | 0.87906114
R19 |9 35 R19 | 0.62658865 | 0.72836494 R64 | 19 38 R64 | 0.29680515 | 0.67086245
R20 |3 29 R20 | 1.87976596 | 0.87906114 R65 | 17 25 R65 | 03317234 | 1.01971092
R21 |2 27 R21 | 2.81964894 | 0.94417678 R66 | 15 22 R66 | 0.37595319 | 1.15876241
R22 | 10 23 R22 | 0.56392979 | 1.10838143 R67 | 11 23 R67 | 051266344 | 1.10838143
R23 | 4 28 R23 | 1.40982447 | 0.91045618 R68 | 8 26 R68 | 0.70491224 | 0.98049127
R4 |2 29 R24 | 2.81964894 | 0.87906114 R69 | 20 34 R69 | 0.28196489 | 0.74978744
R25 |7 36 R25 | 0.80561398 | 0.70813258 R70 |1 15 R70 | 5.63929788 | 1.6995182
R26 |15 28 R26 | 0.37595319 | 0.91045618 R7l |5 23 R71 | 1.12785958 | 1.10838143
R27 |8 30 R27 | 0.70491224 | 0.8497591 R72 |8 32 R72 | 0.70491224 | 0.79664915
R28 | 20 22 R28 | 0.28196489 | 1.15876241 R73 |3 28 R73 | 1.87976596 | 0.91045618
R29 |9 30 R29 | 0.62658865 | 0.8497591 R74 | 15 29 R74 | 037595319 | 0.87906114
R30 | 11 32 R30 | 0.51266344 | 0.79664915 R75 | 4 21 R75 | 140982447 | 121394157
R31 |5 20 R31 | 1.12785958 | 1.27463865 R76 | 20 21 R76 | 0.28196489 | 121394157
R32 |1 31 R32 | 5.63929788 | 0.82234751 R77 | 10 31 R77 | 0.56392979 | 0.82234751
R33 | 17 24 R33 | 03317234 | 1.06219887 R78 | 20 39 R78 | 0.28196489 | 0.65366084
R34 |6 26 R34 | 0.93988298 | 0.98049127 R79 |3 21 R79 | 1.87976596 | 1.21394157
R35 |2 24 R35 | 2.81964894 | 1.06219887 R80 | 20 23 R80 | 0.28196489 | 1.10838143
R36 | 16 23 R36 | 0.35245612 | 1.10838143 R81 | 10 22 R81 | 0.56392979 | 1.15876241
R37 |8 26 R37 | 0.70491224 | 0.98049127 R82 | 16 22 R82 | 035245612 | 1.15876241
R38 | 12 32 R38 | 0.46994149 | 0.79664915 R83 | 19 24 R83 | 0.29680515 | 1.06219887
R39 | 18 26 R39 | 0.31329433 | 0.98049127 R84 |3 25 R84 | 1.87976596 | 1.01971092
R40 | 5 27 R40 | 1.12785958 | 0.94417678 R85 | 12 29 R85 | 0.46994149 | 0.87906114
R4l | 6 32 R41 | 0.93988298 | 0.79664915 R86 | 16 15 R86 | 035245612 | 1.6995182
R42 | 14 30 R42 | 0.40280699 | 0.8497591 R87 | 15 28 R87 | 037595319 | 0.91045618
R43 | 15 15 R43 | 0.37595319 | 1.6995182 R88 | I 21 R88 | 5.63929788 | 1.21394157
R44 | 20 26 R44 | 0.28196489 | 0.98049127 R89 |6 34 R89 | 0.93988298 | 0.74978744
R45 | 14 29 R45 | 0.40280699 | 0.87906114 RO |7 32 R90 | 0.80561398 | 0.79664915
R46 |9 28 R46 | 0.62658865 | 0.91045618 R9I | 15 27 R91 | 0.37595319 | 0.94417678
R47 | 16 27 R47 | 0.35245612 | 0.94417678 R2 | 18 32 R92 | 0.31329433 | 0.79664915
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R93 4 27 R93 1.40982447 | 0.94417678
R94 7 25 R94 0.80561398 | 1.01971092
R95 2 21 R95 2.81964894 | 1.21394157
R96 7 24 R96 0.80561398 | 1.06219887
R97 8 24 R97 0.70491224 | 1.06219887
R98 7 39 R98 0.80561398 | 0.65366084
R99 7 18 R99 0.80561398 | 1.41626516
R100 | 3 27 R100 | 1.87976596 | 0.94417678

B. Determining No. of Clusters

To determine the ideal number of clusters, the elbow
approach was used on data sets from the 20 and 100
Requirements Problem. The ideal number of clusters is

depicted in Fig. 2 and 3.
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Fig. 3.  Optimum no. of clusters using AHP Dataset for 100 req. problem.

C. Clusters Formation and Evaluation

The elbow method's findings show that three clusters are

the ideal number for both the 20 and 100 Requirements
Problems. We made 3 and 4 clusters because we are
employing MoSCoW in addition to AHP for requirement
prioritising. This is because MoSCoW has four characteristics.

In the publication [40], quantitative dataset was used to
evaluate three clustering algorithms: K-means, Hierarchical
Clustering, and Partition Around Medoids (PAM). In this
research, we compare the values acquired by the Analytic

Vol. 15, No. 4, 2024

Hierarchy Process (AHP) approach to the values of
quantitative dataset. The benefits and drawbacks of various
techniques are better understood through holistic comparison,
which also advances knowledge of efficient clustering
methodologies and their real-world applications.

The graphical depiction of 100 requirements datasets for
Agglomerative Hierarchical Clustering is illustrated in Fig. 4
and 5. This visualization provides a clear representation of the
analyzed data, offering insights into the observed trends and
patterns.

To gain a deeper knowledge of how the proposed technique
interacts with various clustering algorithms, evaluation indices
for both types of data sets, namely Quantitative and AHP, are
also calculated using Gaussian Mixture Models (GMM) and
BIRCH (Fig. 6 and 7).
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All in all, five clustering algorithms: K-Means, Partition
Around Medoids, Agglomerative Hierarchical Clustering,
Gaussian Mixture Models, and BIRCH and three evaluation
metrics: the Dunn Index, the Silhouette Index, and the
Calinski-Harabasz Index are used in this research.

The outcomes of each clustering algorithm for cluster
evaluation metrics are provided in the Tables VII-XVI.

Dunn 4 0.2527 0.2417

Silhouette 4 0.4176 0.4863

CH 4 24.3832 34.1044
TABLE VIII. EVALUATION METRICS FOR 100 REQ. PROBLEM

100 Requirements Problem

1) K-Means

2) PAM

3) Hierarchical

4) GMM

5) BIRCH

TABLE VII. EVALUATION METRICS FOR 20 REQ. PROBLEM
20 Requirements Problem
Clusters Quantitative AHP

Dunn 3 0.209 0.4336
Silhouette 3 0.4666 0.5690
CH 3 22.9273 33.7443

Clusters Quantitative AHP
Dunn 3 0.0548 0.2364
Silhouette 3 0.4283 0.4632
CH 3 89.5132 89.7174
Dunn 4 0.0783 0.2377
Silhouette 4 0.3993 0.4766
CH 4 90.9959 96.8018
TABLE IX. EVALUATION METRICS FOR 20 REQ. PROBLEM
20 Requirements Problem
Clusters Quantitative AHP
Dunn 3 0.2607 2.7100
Silhouette 3 0.4843 0.5208
CH 3 22.6144 31.1727
Dunn 4 0.3151 1.5103
Silhouette 4 0.4116 0.4374
CH 4 24.0329 31.2174
TABLE X. EVALUATION METRICS FOR 100 REQ. PROBLEM
100 Requirements Problem
Clusters Quantitative AHP
Dunn 3 0.0831 0.3396
Silhouette 3 0.4308 0.3943
CH 3 89.5132 46.9101
Dunn 4 0.0696 0.3024
Silhouette 4 0.3993 0.3998
CH 4 88.7641 64.6714
TABLE XI. EVALUATION METRICS FOR 20 REQ. PROBLEM
20 Requirements Problem
Clusters Quantitative AHP
Dunn 3 0.2576 2.9804
Silhouette 3 0.4549 0.5690
CH 3 18.6832 33.7443
Dunn 4 0.2482 2.7427
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Dunn 3 8.9139 0.665
Silhouette 3 0.4384 0.4053
CH 3 96.1607 79.1779

Silhouette 4 0.3561 0.4863
CH 4 18.7909 34.1044
TABLE XIl. EVALUATION METRICS FOR 100 REQ. PROBLEM
100 Requirements Problem
Clusters Quantitative AHP
Dunn 3 0.1096 0.3472
Silhouette 3 0.4278 0.4327
CH 3 88.0933 82.8722
Dunn 4 0.1096 0.2518
Silhouette 4 0.3964 0.4576
CH 4 82.5902 95.1834
TABLE XIIl. EVALUATION METRICS FOR 20 REQ. PROBLEM
20 Requirements Problem
Clusters Quantitative AHP
Dunn 3 0.2739 0.3723
Silhouette 3 0.4568 0.5690
CH 3 22.5821 33.744
Dunn 4 0.1796 0.310
Silhouette 4 0.3839 0.4905
CH 4 22.0866 33.633

TABLE XIV. EVALUATION METRICS FOR 100 REQ. PROBLEM

100 Requirements Problem

Clusters Quantitative AHP
Dunn 3 0.7259 0.1706
Silhouette 3 0.4285 0.0743
CH 3 90.674 26.5032
Dunn 4 0.5557 0.077
Silhouette 4 0.3721 0.1082
CH 4 90.7001 36.2847

TABLE XV. EVALUATION METRICS FOR 20 REQ. PROBLEM

20 Requirements Problem

Clusters Quantitative AHP
Dunn 3 12.9526 7.249
Silhouette 3 0.4672 0.5690
CH 3 18.9442 33.744

TABLE XVI. EVALUATION METRICS FOR 100 REQ. PROBLEM

100 Requirements Problem

Clusters

Quantitative

AHP

D. Prioritisation of Requirements

The MoSCoW method is used to prioritize requirements
clusters. Clusters with higher satisfaction and minimal effort
were given the highest priority and are designated as "MUST"
fulfillments. Clusters with higher satisfaction and minimal
effort are designated as "SHOULD" requirements. Clusters in
the "COULD" category are considered for enhancement due to
their higher effort cost. Clusters in the "WON'T" category are
intentionally deferred due to higher effort requirements. This
dynamic prioritization methodology offers a nuanced
perspective for optimizing software requirements in line with
project goals.

VI. DiscussioN

Our study compared the Analytic Hierarchy Process (AHP)
with quantitative dataset approaches in requirement
prioritization and clustering, highlighting performance
differences across multiple evaluations. Each comparison table
illustrates instances where either AHP or the quantitative
dataset method performed better, with the superior values
highlighted for clarity Table (VII-XVI). Out of 54 evaluations,
AHP showed superior performance in 39 cases, emphasizing
variability between methods.

The effectiveness of AHP in generating compact and
meaningful clusters underscores its potential for handling
complex datasets in software engineering. By leveraging a
structured decision-making approach that incorporates both
qualitative and quantitative judgments, AHP successfully
groups requirements with closer features or similarities
together more cohesively. This results in coherent and relevant
requirement groupings, which in turn facilitates improved
decision-making and  prioritization  within  software
development processes. AHP's ability to create compact
clusters highlights its utility in enhancing the efficiency and
effectiveness of software engineering practices.

VII.RESULTS

The Analytic Hierarchy Process (AHP) and the quantitative
datasets were compared 54 times in total using evaluation
metrics. The purpose of these comparisons was to assess the
efficiency and performance of the AHP approach in
comparison to the quantitative data representation. 39 of these
54 comparisons revealed that the AHP technique performed
better than other approaches. This indicates that, in contrast to
the quantitative data technique, AHP typically produced more
favorable outcomes or results.

This finding's relevance stems from the AHP approach's
consistent propensity to outperform the quantitative data
representation over a sizable majority of the comparisons. This
series of outcomes highlights the possible advantages of
applying the AHP approach to cluster or analyse the provided
dataset, suggesting that it might be a more efficient and reliable
method for producing valuable insights or groups.
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VIIl. CONCLUSION AND FUTURE WORK

The importance of using data mining techniques to
efficiently prioritise requirements in software engineering is
shown by this study. It also emphasises the extraordinary
excellence of the Analytic Hierarchy Process (AHP) in the
context of software engineering for prioritising software
requirements. Based on a detailed analysis of five clustering
algorithms and three cluster assessment indices, our results
consistently demonstrate that AHP outperforms traditional
quantitative data representations in the majority of the 54
comparisons conducted. Furthermore, the combination of AHP
with the MoSCoW needs prioritisation framework not only led
to better results but also enhanced resource allocation, flexible
planning, and increased stakeholder satisfaction. This study
recommends using AHP, data mining techniques, and the
MoSCoW framework as the suggested methodology for
prospective projects.

Since the data sets were generated manually with the help
of stakeholders in this research. In the future, we can use
machine learning algorithms. These algorithms can be trained
on historical project data to learn the underlying patterns and
characteristics of similar projects. By improving the overall
efficiency of requirements prioritisation techniques, this
integration could pave the way for more sophisticated and
context-sensitive  approaches to  managing  software
requirements.
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Abstract—Telemedicine, driven by technology, has become a
game-changer in healthcare, with the COVID-19 pandemic
amplifying its significance by necessitating remote healthcare
solutions. This study explores the evolution of telemedicine
through news big data analysis. Our research encompassed a vast
dataset from 51 media outlets (total 28,372 articles), including
national and regional dailies, economic newspapers, broadcasters,
and professional journals. Using LDA analysis, we delved into
pre- and post-pandemic telemedicine trends comprehensively. A
crucial revelation was the prominence of "medical law" in
telemedicine discussions, underscoring the need for legal reforms.
Keywords like ™artificial intelligence”™ and "big data"
underscored technology's pivotal role. Post-pandemic, keywords
like "COVID-19," "online healthcare,” and "telemedicine’
surged, reflecting the pandemic’s impact on remote healthcare
reliance. These keywords' increased frequency highlights the
pandemic's transformative influence. This study stresses
addressing healthcare's legal constraints and maximizing
technology's potential. To seamlessly integrate telemedicine,
policy support and institutional backing are imperative. In
summary, telemedicine’s rise, propelled by COVID-19, signifies a
healthcare paradigm shift. This study sheds light on its trajectory,
emphasizing legal reforms, tech innovation, and pandemic-
induced changes. The post-pandemic era must prioritize
informed policy decisions for telemedicine's effective and
accessible implementation.

Keywords—Telemedicine; COVID-19; medical law; healthcare
transformation; LDA topic modeling

I.  INTRODUCTION

One important factor that is rapidly evolving in the modern
healthcare environment is the increase in telemedicine services.
This is achieved through the combination of advancements in
information technology and innovative approaches in the
medical field, providing patients with more effective and
convenient healthcare services. Particularly, the importance of
telemedicine has been further emphasized after the outbreak of
COVID-19 in early 2020.

The COVID-19 pandemic has placed a significant burden
on the global healthcare system. With the increase in patients
and limitations in healthcare personnel, traditional methods of
healthcare service delivery have faced constraints. As an
alternative, telemedicine has gained prominence, offering
patients the opportunity to safely receive medical consultations
from their homes. This transformation has become a significant
catalyst for revolutionizing the healthcare system, especially as

the COVID-19 pandemic has brought about revolutionary
changes in the medical field worldwide. Patients can now
consult with doctors through computers or smartphones within
the comforts of their own homes. In response to these changes,
healthcare institutions have strengthened their telemedicine
systems and strived to introduce new technologies to provide
the best possible healthcare services to patients.

Extensive research has been conducted on telemedicine in
the last decade [1-4]. However, these studies predominantly
focus on specific geographical regions or timeframes, resulting
in a constrained understanding of telemedicine trends pre- and
post-COVID-19 pandemic. Moreover, the reliance on survey-
based methodologies in these studies introduces potential
biases due to subjective responses and recall inaccuracies. To
address these shortcomings and enhance the accuracy of
findings, leveraging big data from news sources for
unsupervised topic modeling emerges as a promising
alternative. This method offers an objective and expansive
analysis of telemedicine’s evolution and its perception in media
discourse across different temporal contexts.

Unsupervised topic modeling has been extensively applied
in research utilizing text data, such as identifying industrial
accident-related issues using website text data [5], discerning
attitudes towards vaccines via Twitter [6], exploring topics on
climate change through news articles [7], and investigating
topics related to the Omicron variant [8]. With the increasing
prevalence of such studies, the efficacy of unsupervised topic
modeling applied to news articles has been substantiated [9,
10].

An examination of telemedicine trends pre- and post-
COVID-19 constitutes a critical area of inquiry within
contemporary healthcare research. Such comparative analyses
are instrumental in elucidating the evolution and emerging
patterns in telemedicine, thereby offering valuable insights for
the enhancement of future healthcare systems and the
optimization of patient services.

The organization of this study is as follows: Section Il
delineates the methodology for data collection and the
implementation of Latent Dirichlet Allocation (LDA)
modeling. Section Il details the outcomes of the network
analysis conducted, Section 1V discusses the implications of
these findings. Finally, Section V concludes the paper.
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Il. MATERIALS AND METHODS

A. Data Collection

This study utilized news articles from a total of 51 media
outlets, including 10 national dailies, 8 economic dailies, 26
regional dailies, 5 broadcasting companies, and 2 professional
journals, analyzed through the news big data analysis service,
BIGKinds, provided by the Korea Press Foundation (see Table
I). BigKinds integrates big data analytics with a database
composed of news articles, offering analytical support. Since
1990, approximately 70 million news contents have been
transformed into big data within this platform. Furthermore, by
converting unstructured text into structured data, it provides
information, making it a service capable of analyzing societal
phenomena through articles.

TABLE I. MEDIA SUBJECT TO ANALYSIS

Category (Number) Daily newspaper name

Professional journals (2) Electronic Newspaper, Digital Times

Broadcasting  company KBS. SBS. MBC. YTN. OBS

Q)]

Kyunghyang Shinmun, Chosun Ilbo, Donga llbo,
National daily Hankook  IlboHankyoreh, JoongAng llbo,
newspaper (10) Kookmin llbo, Munhwa llbo, Naeil Shinmun,

Segye llbo, Seoul Shinmun

Maeil Economy, Money Today, Seoul Economy,

Economic daily Asia Economy, Aju Economy, Financial News,

Newspaper (8) Korea Economy, Herald Economy
Busan Ilbo, Chungbuk Daily, Chungcheong
Daily, Chungcheong Today, Daegu libo,
Daejeon Ilbo, Gangwon llbo, Gwangju Daily,
Gwangju llbo, Gangwon Provincial Daily,
. Gyeonggi llbo, Gyeongin Ilbo, Gyeongnam
rl;g\,f,il galelry(%) Newspaper, Gyeongnam  Provincial Daily,
pap Gyeongsang Daily,Halla  DailyInternational
Newspaper, Jemin Daily, Jeonbuk IlIbo, Jeonbuk
Provincial Daily, Jeonnam llbo, Joongbu Daily,
Joongbu Daily, Maeil Daily, Mudeung llbo,
Ulsan Daily, Yeongnam Ilbo
TABLE II. NUMBER OF ARTICLES ANALYSIS
Before the COVID-19 | After the COVID- Total
pandemic 19 pandemic
To_tal number  of 5,232 23,884 29,1
articles 16
Nu_mber of excluded 9 652 744
articles
Nu_mber of analysis 5,140 23232 28,3
articles 72

To investigate the trends in remote healthcare before and
after the COVID-19 pandemic, keywords such as telemedicine,
remote medical treatment, and non-face-to-face medical care
were searched and analyzed. The collected articles were
divided into two periods: pre-COVID-19 pandemic period,
from January 1, 2016 to November 30, 2019, and post-
COVID-19 pandemic period, from December 1, 2019 to the
endemic declaration date on May 5, 2023. After excluding
duplicate and irrelevant news articles, a total of 5,140 and

Vol. 15, No. 4, 2024

23,232 articles were analyzed for the two respective periods
(see Table I1).

B. Analysis Method

Firstly, frequency analysis was conducted to investigate the
occurrence of words based on the collected text data of news
articles, followed by the analysis of word weights using TF-
IDF. TF-IDF is the most commonly used weighting algorithm
and is widely used in keyword extraction and topic
classification [11]. LDA topic modeling is an algorithm that is
useful for extracting latent topics from big data consisting of
text [12]. LDA (Latent Dirichlet Allocation) is one of the most
common topic modeling methods, contributing to the
extraction of coherent topics from data [13]. The fundamental
concept of LDA is to represent the latent topics in a document
composed of text data as a random mixture, wherein topics are
characterized by the distribution of words [14]. A diagram of
the procedure for this study is presented in Fig. 1. All analyses
conducted in this study were performed using Python.

"Data Upload” "Data Parsing” "Data Filtering” "Topic Modeling”

Send Data
——

Send Parsed Data
Y

Send Filtered Data
N

"Data Upload” "Data Parsing” "Data Filtering"” "Topic Modeling"

Fig. 1. Flowchart of the research procedure.

C. Network Analysis

Fig. 2 present the results of a keyword network analysis
conducted on keywords related to telemedicine. The network
analysis depicts the interconnectedness between words using
noun phrases extracted through Structured SVM from the top
100 articles with high accuracy.

Fig. 2 represents the pre-pandemic network, with weights
ranging from 6 to 58. The keyword analysis revealed that
medical law exhibited the strongest association. This suggests
that telemedicine is currently considered illegal under existing
medical laws, and therefore, it is speculated that the revision of
medical laws is crucial for the implementation of telemedicine.
Additionally, keywords such as Ministry of Health and
Welfare, United States, China, and Japan emerged as related
keywords for similar reasons.

Fig. 3 illustrates the network configuration in the post-
pandemic context, characterized by varying connection weights
that range between 8 and 71. The keyword analysis revealed
similarities to the pre-pandemic network, with the addition of
keywords related to COVID-19, National Security Council,
and Deputy Chief of Policy Committee. This difference can be
attributed to the temporary rise in the importance of
telemedicine due to the enabling of remote medical services
during the COVID-19 pandemic.
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Fig. 2. Analysis of the relationship between keywords related to telemedicine: A comparative study before the COVID-19 pandemic.
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Fig. 3. Analysis of the relationship between keywords related to telemedicine: A comparative study after the COVID-19 pandemic.
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I1l. RESULTS

A. Frequency Analysis Result

Table 1l presents the frequency analysis of relevant
keywords before and after the COVID-19 pandemic. The
results show that after the pandemic, additional keywords
related to COVID-19, online, and telemedicine were identified.

B. LDA Topic Modeling

Fig. 4 illustrates the results of calculating coherence scores
using Gensim, a Python package. Gensim is a tool for topic

Vol. 15, No. 4, 2024

modeling, analyzing the interrelationships between words to
reinterpret the content of documents in a new and profound
meaning. Additionally, by simplifying the representation of
documents, it is utilized to enhance the efficiency of
information processing [15]. The number of topics is
determined based on the coherence scores, resulting in three
topics before the occurrence of COVID-19 and seven topics
after. The optimal number of topics is determined by the
highest coherence score.

TABLE Ill.  Top 15 KEYWORDS BEFORE AND AFTER THE COVID-19 PANDEMIC
Before the COVID-19 pandemic After the COVID-19 pandemic
Word Frequency TF-IDF Word Frequency TF-IDF
Telemedicine 1550 1857.13745 COVID-19 11943 7945.69675
Korea 1230 1757.94827 The coronavirus 4257 7222.98417
United States 950 1602.92958 Online 3643 6748.47047
Telemedicine 781 1470.58678 Confirmed case 2981 6119.80347
China 750 1442.55203 Face-to-face 2893 6025.80369
Job 748 1440.69989 United States 2757 5875.23554
Korea 564 1245.3022 Seoul 2391 5435.70132
Japan 482 1139.8296 Korea 2377 5417.82679
Seoul 448 1092.12789 Remote Healthcare 1850 4680.13852
Medical Law 432 1068.79851 Infectious disease 1849 4678.6079
Big Data 429 1064.35893 Al 1659 4377.62493
A pilot project 399 1018.78418 Medical staff 1632 4333.1425
Cheong Wa Dae 383 993.565504 Start-up 1579 424451904
Smartphone 365 964.393884 Coronavirus 1526 4154.11628
Competitiveness 347 934.33424 Job 1480 4074.16339
0.42
o 0.44
0.40 0.42
§ 0.39 E 0.0
g 038 g
8§ o3 g o3s
. 0.36 8 0.36
0.3s
0.34 o34
2 3 a s 6 7 8 s 10 2 3 a 5 6 7 8 ° 10

Number of topics

Number of topics

Fig. 4. Coherence scores before and after the COVID-19 pandemic.

The results of topic modeling before and after the COVID-
19 pandemic are presented in Table IV and Table V. Since the
topic weights were low in the 6th word of each topic, the top 5
words for each topic are provided. Before the COVID-19
pandemic, topics related to remote healthcare and technology
(Topic 1), global remote healthcare (Topic 2), and remote
healthcare and medical law (Topic 3) were identified, focusing
on the definition and technological aspects of remote
healthcare, global implementation of remote healthcare, and

policy and technological considerations in the adoption of
remote healthcare.

The results of topic modeling after the COVID-19
pandemic are presented in Table V. It was observed that topics
related to COVID-19 emerged, given the temporary allowance
of remote healthcare during the pandemic. Additionally, topics
related to the definition of remote healthcare and its social

31|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

implications were identified, such as Topic 6 and Topic 7, in
order to facilitate the full implementation of remote healthcare.

TABLE IV.  TopiC MODELING BEFORE THE COVID-19 PANDEMIC
Group Topic name Top 5 words
Remote _healthcare Seoul, Network, Artificial Intelligence, Big
1 and Science and - s
Data, Deputy Prime Minister
Technology
2 Global remote Korea, United States, China, jobs
healthcare
Remote healthcare Remote healthcare, medical law, pilot
3 . projects, telemedicine, Ministry of Health
and medical law
and Welfare
TABLEV.  TopiCS MODELING AFTER THE COVID-19 PANDEMIC
Group Topic name Top 5 words
1 Temporary Remote healthcare, Telemedicine,
introduction Temporary, Medical, Medical law
Medical circles, medical associations,

Position on remote : 2 -
2 Korean Medical Association, collusion,

healthcare Cheong Wa Dae

COVID-19 and Confirmed cases, Health centers, Medical

3 remote healthcare institutions, Respiratory tract, Patients with
diseases

COVID-19 and
4 remote  healthcare
in major countries

Korea, United States,
COVID-19

online, China,

COVID-19 and | COVID-19, Seoul, Online, Coronavirus,

5 home treatment Confirmed Cases
Remote _healthcare Al Artificial intelligence, Untact, Big data,
6 and Science and
Cloud
Technology
7 Social Effects of | New Deal, Jobs, Korean Version, COVID-

remote healthcare 19, Infectious Diseases

V. DISCUSSION

In this study, we analyzed keywords related to telemedicine
and visualized the relationships between them in a network
format. Through this, we were able to explore the trends and
implications for the adoption of telemedicine before and after
the COVID-19 pandemic. Particularly, we found that the
keyword "medical law" had the highest centrality in both
networks. This indicates that telemedicine is currently
constrained by medical laws and suggests the need for policy
discussions to improve this situation [15,16]. Additionally,
keywords such as "Ministry of Health and Welfare," "United
States," "China," and "Japan" appeared frequently in both
networks for similar reasons, indicating significant discussions
regarding telemedicine in each country [17-20]. In summary,
this study confirms the importance of the legality of medical
laws for the expansion and development of telemedicine.

In this study, we also observed that various forms of
medical technology and artificial intelligence are closely linked
with the activation of telemedicine. Keywords such as "Seoul,"
"network," “artificial intelligence,” "big data,” and "Deputy
Prime Minister" were connected in the network. These
connections indicate a strong association between telemedicine
and scientific technology and emphasize the importance of
technology in the future of the medical field [21, 22].
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Frequency analysis revealed that after the COVID-19
pandemic, not only keywords related to COVID-19 but also
keywords related to online, non-face-to-face, and remote
consultations increased. This indicates an increased need for
telemedicine due to the COVID-19 pandemic. Moreover, these
keywords carry higher weights compared to before,
highlighting the impact of COVID-19 on the medical and
health sectors [23, 24].

Furthermore, through LDA topic modeling, we identified
three topics before the COVID-19 pandemic and seven topics
after. This revealed various subjects such as telemedicine and
scientific technology, global telemedicine, and telemedicine
and medical laws. This diversity demonstrates the rapid
activation of telemedicine and the ongoing discussions and
research from various aspects [25, 26].

In synthesizing these findings, it becomes evident that the
COVID-19 pandemic has amplified awareness and
underscored the necessity of telemedicine. Nevertheless, legal
constraints within the medical field persist, necessitating future
discourse and policy development to rectify these issues.
Moreover, comprehensive research exploring the social
impacts and equity of telemedicine from multifaceted
perspectives remains a critical need.

V. CONCLUSION

This study has established the role of the COVID-19
pandemic as an accelerating force in the transformation of the
telemedicine sector, highlighting the importance of adaptive
medical regulations and the application of advanced scientific
technology, with our big data analysis emphasizing the
growing necessity of telemedicine and the essential nature of
structured policies for its effective deployment. Future research
should build on this groundwork by integrating an expanded
range of big data sources, such as social media, healthcare
forums, and patient surveys, while implementing longitudinal
studies to thoroughly characterize the long-term sustainability
and patterns of telemedicine utilization.

Further investigations are warranted to probe the public's
acceptance of telemedicine and its incorporation into health
systems, necessitating the application of sophisticated opinion
analysis methods—including sentiment analysis—and the
execution of comparative international studies. Such
exploratory research is necessary to delineate strategies that are
sensitive to cross-cultural differences and capable of adjusting
to the evolving healthcare demands informed by global
technological trends and shifting societal expectations in the
aftermath of the pandemic.
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Abstract—There are problems such as low scalability and low
convergence accuracy in the economic dispatch of smart grids.
To address these situations, this study considers various
constraints such as supply-demand balance constraints, climb
constraints, and capacity constraints based on the unified
consensus algorithm of multi-agent systems. By using Lagrange
duality theory and internal penalty function method, the
optimization of smart grid economic dispatch is transformed into
an unconstrained optimization problem, and a distributed
second-order consistency algorithm is proposed to solve the
model problem. IEEE6 bus system testing showed that the
generator cost of the distributed second-order consistency
algorithm in the first, second, and third time periods was 2.2475
million yuan, 5.8236 million yuan, and 3.7932 million yuan,
respectively. Compared to the first-order consistency algorithm,
the generator cost during the corresponding time period has
increased by 10.23%, 11.36%, and 13.36%. The actual total
output has reached supply-demand balance in a short period of
time with the changes in renewable energy, while maintaining
supply-demand balance during the scheduling process. The
actual total output during low, peak, and off peak periods was
9IMW, 147MW, and 120MW, respectively. This study uses
distributed second-order consistency algorithm to solve the
economic dispatch model of smart grid to achieve higher
convergence accuracy and speed. The study is limited by the
assumption that the cost functions of each power generation unit
are quadratic convex cost functions under ideal conditions. This
economic dispatch model may not accurately reflect practical
applications.

Keywords—Distributed  consistency
optimization; economic dispatch; smart grid

algorithm;  convex

I.  INTRODUCTION

In the context of rapid climate change and the crisis of
non-renewable energy, traditional power grids have faced
enormous challenges, such as low stability, strong
concentration, and poor coordination of the power system.
Therefore, the development of smart grids is urgent, and their
advantages are as follows: they can achieve bidirectional flow
of electricity and information, are suitable for different types
of storage facilities and power generation equipment, and can
automatically detect and repair system faults. Under the goal
of ensuring stability, economy, and sustainability, smart grids
are developing towards a more environmentally friendly,
economical, safe, and efficient direction. The economic

dispatch of smart grids (EDoSG) is a process that considers
multiple constraints to ensure the overall stability, safety, and
economic operation of the system. Its essence is a
multi-objective optimization problem. Studying EDoSG under
the dual carbon target has positive significance [1-3]. With the
complexity of smart grid network structure and the increase in
grid scale, EDoSG has encountered significant obstacles. For
example, in practical situations, factors such as energy storage
devices (ESD) and renewable energy are complex and variable,
and the accuracy of model solving algorithms is low.
Centralized power grid economic dispatch has poor scalability,
low flexibility, and low robustness, while distributed
economic dispatch (DED) can achieve plug and play of power
sources, avoiding the drawbacks of the former [4-5]. At the
same time, the consistency theory of multi-agent systems
(MAS) has been recognized by economic dispatch researchers
due to its own characteristics [6-7]. In response to various
constraints such as supply-demand balance (SDB) constraints,
climb constraints, and capacity constraints in EDoSG
optimization problems, this study will transform the
optimization problem into an unconstrained optimization
problem through Lagrange duality theory (LDT) and internal
penalty function method (IPFM). Additionally, it combines
with the consistency algorithm to design a distributed
second-order consistency algorithm (D20OCA), aiming to
improve the operational accuracy and convergence effect of
the solving algorithm, and thereby reduce the cost of smart
grids. As one of the fundamental issues in the operation of
smart grids, the economic dispatch problem of smart grids is
studied. A more practical smart grid economic dispatch model
is considered for distributed dispatch analysis. Intelligent
economic dispatch with energy storage devices and renewable
energy under complex constraint conditions has outstanding
advantages in practical applications. The advantages of the
research are as follows: Based on the D20OCA, a consistency
algorithm that can be used to solve economic scheduling
problems considering generators, energy storage units (ESU),
and renewable energy is proposed. The convergence
performance of the proposed algorithm is verified through
simulation comparison with traditional consistency algorithms.
The constructed economic dispatch model achieves
collaborative optimization by exchanging information with
adjacent units and making autonomous decisions to adjust its
own output in the communication network. The technology
proposed in the study can always meet the SDB constraints
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and the capacity constraints of each power generation unit
during the scheduling process, and can converge to the
optimal solution in a relatively fast time. This scheduling
method has advantages such as strong scalability, information
confidentiality and security, and robustness. It is of great
significance in the fields of smart grid economy, stability, and
safe operation. This study elaborates on the content from the
following four sections. Section | analyzes the current
situation of centralized EDoSG and smart grid DED both
domestically and internationally. Section Il focuses on the
first-order consistency algorithm (10CA) and D2OCA in
EDoSG problems. Section Il analyzes the convergence
performance and accuracy of D20CA. Section IV summarizes
the research results and elaborates on the limitations and
shortcomings of the study.

Il. RELATED WORKS

Against the backdrop of the continuous development of
new energy technologies, scholars in the field of smart grids
have conducted extensive research on economic low-carbon
scheduling. Guo R et al. established a stepped carbon trading
model with different carbon emission ranges corresponding to
different carbon trading prices. The goal of this model was to
minimize the sum of power generation costs and carbon
emissions, while considering safety constraints. Case studies
have shown that analyzing the tiered carbon trading
mechanism (TCTM) has great advantages in guiding the
operation of low-carbon economy (LCE) in the system,
providing necessary support for the LCE operation of smart
grids [8]. Cui D’s teams have proposed a peak shaving and
valley filling model to regulate the LCE clean power system.
It could preliminarily achieve LCE scheduling of integrated
energy systems [9]. Scholars such as Zhu X have established
an LCE scheduling model under TCTM, focusing on electrical
and thermal integrated energy systems. Through comparative
analysis of multiple scenarios, the proposed technology
improved the economic benefits of the system by consuming
wind power, thereby reducing the cost of the power grid [10].
Fu Y and researchers proposed a DED scheme that combines
consensus theory and deep strong zeroing learning theory to
solve the problems of low security and scheduling
effectiveness of centralized algorithms in the optimization
scheduling of smart grids. This scheme used Adam algorithm
and consistency algorithm to obtain the optimal economic
scheduling of unit output. This scheme was suitable for smart
grids with complex network structures and could handle
economic dispatch problems with large-scale data, reducing
the impact of the objective function on economic dispatch
results [11].

Ayalew F et al. summarized relevant literature reports on
existing economic dispatch problems in smart grids, including
economic dispatch, centralized and distributed algorithms,
demand side management, etc. [12]. Ismi et al. analyzed the
economic dispatch problem under assumed uncertainty and
solved it through centralized methods under load or energy
changes to maintain the stability of the power system [13].
Wang et al. proposed an economic scheduling algorithm for
parallel computing in distributed power nodes, which has
higher convergence performance compared to centralized
methods [14]. Sadouni H et al. analyzed the current research
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status of smart grid DED problems, including efficient
uninitialized processes, distributed power generation systems
with practical constraints, and safety [15]. Liu H et al.
proposed a finite time DED model suitable for smart grids.
The simulation results obtained through DED algorithm had
high robustness in time-varying communication networks [16].

Table I refers to the limitations of the relevant research work.

TABLE I. LIMITATIONS OF RELATED RESEARCH WORK
Reference Achievement Limit
Established a tiered carbon trading only considering
Guo R [8] mo_del_ with - different f:arbon carbon constraints and
emission ranges corresponding to emissions
different carbon trading prices
Proposed a peak shaving and valley -

. filling model to regulate the The appllcablllty qf
Cui D [3] economic, low-carbon, and clean s_chgdulmg models is
power system limited

. . Mainly  aimed  at
Zhu X [10] Eisst;gtlc';h;doc?ell3\:]\'(;2?:(%%%2”Om'c minim_izing economic
operating costs
Obtained the optimal economic
dispatch of wunit output through .
Fuy[11] Adam algorithm and consistency DED not considered
algorithm
Analyzed relevant literature on
existing economic dispatch
Ayalew F | problems, including economic | No mention of
[12] dispatch, centralized and distributed | D20OCA
algorithms, demand side
management, etc.
Solved economic dispatch under | There are too many
Ismi [13] load or energy changes through | assumptions in the
centralized methods model
Proposed an economic scheduling | But compared to the
Wang S al_gorithm for parallel con_1puting in Iatest_ scheduling
[14] distributed power generation nodes, | algorithms, the
which  has high convergence | convergence
performance performance is average
. Analyzed the current situation of Fallu!'e 1o analyze _the
Sadouni H distributed power generation algorithm for solving
[15] systems the DED model of the
smart grid
Distributed economic scheduling . .
Liu H [16] algorithms have extremely high ng%eiﬂ\émg without
robustness in time-varying - .
communication networks consistency algorithms

Based on the current situation of centralized smart grid and
DED, current consistency algorithms have a positive role in
EDoSG optimization problems, but EDoSG also has
prominent problems. In economic dispatch, few scholars
analyze energy storage equipment, renewable energy, and
power generation constraints. Based on this, this study
proposes D20CA to achieve EDoSG on the basis of
multi-agent consensus algorithms, providing new development
directions for the sustainable development of smart grids.

I11. EDOSG MoDEL oF D20CA

The goal of EDoSG is to find the optimal power
generation with the minimum economic cost while ensuring
that the system constraints are met. The economic scheduling
method commonly used in the past for generator scheduling
was centralized, but the optimal scheduling solution obtained
from this method cannot meet the real-time requirements of
distributed power consumption and power outage. DED has
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advantages such as simple protocol, strong scalability, and low
complexity, which can achieve safe and stable economic
operation of smart grids. The study examines different
limitations, including SDB and climb constraints. Using the
unified consensus algorithm of multiple intelligent systems, it
transforms the optimization problem of smart grid economic
dispatch into an unconstrained optimization problem through
LDT, IPFM, and the alternating direction multiplier method
(ADMM). At the same time, a D20OCA is proposed to solve
the optimization model problem of smart grid economic
dispatch.

A. EDoSG and Multi-Intelligent 10CA

The research content of DED problem in smart grid is to
maximize the economic effect of power generation under the
constraint of power generation unit, that is, to find the optimal
power generation required at the lowest cost. The research on
DED problems can be divided into three parts: problem
modeling, algorithm design, algorithm analysis, and validation
[17-18]. Problem modeling is a convex optimization problem,
but it involves constraints such as SDB and capacity
constraints in economic scheduling problems. Therefore, this
study utilizes IPFM to remove capacity constraints, while
utilizing LDT to address SDB constraints and climb
constraints. If the set is a convex set, then all points on the line

connecting any two points X, and X, inset CeR" arein
set C, then it can be considered a convex set, that is, Eq. (1).

P +(1-p)x, €C (1)

In Eq. (1), B refers to any real number within 0-1, and
the convex function (CF) f of C on the convex set must
satisfy Eq. (2).

F(A+(A=p)x) < B (6)+(1-A) T (%) @

When the coordinates of points X, and X, are the same.

Eq. (2) takes equal sign. At this point, f is a strictly CF on
the convex set C . The optimization problem with constraints

A

f(x)

of (x)+(1+a) f(x,)

f(ax +(1+a)x,)
f(x)
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can be referred to by Eg. (3).
min f (x) stg;(x)<0,h;(x)<0 ©)

and g,(x) are different CFs, h,(x)
[

InEq. (3), f(X)
is an affine function, i=1---,n, m=4---m,
Fig. 1(a) is a schematic diagram of a CF.

The methods for solving convex optimization problems
include Newton's method, Lagrangian dual function method,
IPFM, etc. The solving principle of IPFM is shown in Fig. 1
(b). IPFM converts constraint conditions into obstacle terms
that constrain the objective, and the iteration point needs to be
far away from the boundary of the feasible domain to find the
optimal solution. When the iteration point approaches the
boundary of the feasible domain, the value of the obstacle
term tends to infinity. The augmented objective function

L(x,y) constructed by this method is represented by Eq. (4).

L(x,y)=f(x)+yb(x) )

In Eq. (4), the penalty factor is 7. To reduce the impact of
this parameter on the function value, it is defined as a
first-order jump function, and the value increases with time.
The obstacle function is b(X), characterized by continuous
numerical values within the feasible domain. If the constraint
conditions are met, its numerical value is a finite positive
number. LDT is suitable for raw optimization problems that
are difficult to handle. A generalized Lagrangian function
based on Eq. (3) is built and the Eq. (5) is used to refer to it.

L(xab)=1(x)+>ag (x)ébjhj (x) 5)

In Eqg. (5), the Lagrange multiplier is represented by b,
and the dual variable is @. The dual problem of the original
problem can be represented by Eq. (6).

max L, (a,b) = max minL(x,a,b) (6)

a,b,3;>0

Boundary
high-end

Initial Extremely
point small
point

Optimize the path
Feasible domain

(a) Schematic diagram of
convex functions

(b) The Principle of Solving Internal
Penalty Function Method

Fig. 1. The schematic diagram of CFs and the principle of solving IPFM.
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In Eq. (6), D={xeR":k (x)=0} refers to the feasible

region and k;(x) refers to the boundary function of the
feasible region. The optimal solutions for the original problem
and the dual problemare p” and d*, respectively, as shown
in Eq. (7).

d" = max min L(xab)< mJnaTgi>Z<oL(x,a,b) =p (7

The ADMM, as an extension of augmented Lagrangian, is
a framework for solving large-scale data in machine learning.
It can transform large-scale image problems into relatively
simple local sub-problems, and obtain global solutions by
calculating the solutions of local sub-problems. ADMM solves
constrained local problems by introducing auxiliary variables,
decomposing the objective function containing the original
problem into multiple easily solvable local sub-problems.
ADMM is related to iterative algorithms such as splitting,
multiplier methods, and dual decomposition methods, and is
very suitable for solving distributed convex optimization
problems. On the basis of augmenting the Lagrangian function,
ADMM has multiple advantages in simplicity, efficiency, and
convex optimization solving. It can solve the minimization
problem with equality constraints on two variables and the
objective function, as shown in Eg. (8).

min f(x)+g(z) stWx+Bz=c (8)

In Eq. (8), X, z, and C refer to vectors, W, and B
matrices. X and Z are the optimization variables for the

demand solution. f(x)+g(z) refers to minimizing the

objective function, which can be composed of the function of
variable X and z. They can handle regularization terms in
optimization objectives of statistical learning problems,
consisting of equality constraints. The specific process of
minimizing iterative solutions and updates is as follows.
Combining the linear part with the quadratic term yields a
concise scaling form, with the specific iteration process as
follows. One is to calculate and minimize related problems,
and solve variables. The second is the calculation and related
minimization problem. The third is to update the dual
variables until the algorithm reaches the convergence
condition. The multiplier method in ADMM refers to the dual
ascent method of augmented Lagrangian functions, while the
alternating direction refers to the alternating updates between
the original variable and the dual variable. Fig. 2 is a
schematic diagram of ADMM.

Vol. 15, No. 4, 2024

B. EDoSG Combined with D20CA

The EDoSG problem considers ESDs, renewable energy,
and generators, due to differences in ideal models and power
generation equipment. Therefore, the generator set needs to
consider capacity constraints, climb constraints, and SDB on
both sides, and based on this, construct D20CA to solve the
EDo0SG problem. The MAS is a system that places individual
agents to achieve overall optimization goals. According to
different control strategies, MASs can be divided into three
structural systems: hybrid, distributed, and centralized [19-20].
Fig. 3 is a diagram of a distributed system.

Start

T No
Initialize
variables and
multipliers Termination
. conditions
Variable update Update * Yes
variables nd
Multiplier af‘d_
update ultipliers

Fig. 2. Schematic diagram of alternating direction multiplier method.

Fig. 3. Schematic diagram of a distributed system.

In a distributed architecture system, the task of each agent
is to collect local information, exchange and update
information with neighboring agents, with the aim of
achieving task objectives. The consistency problem of MASs
has been applied in EDoSG and state estimation of power
networks, which can be described through graph theory. The
communication topology relationships of various generator
units in EDoSG can be represented through graph theory. Fig.
4(a) and 4(b) are directed and undirected graphs, respectively.
The difference between the two graphs is that directed graphs
have directions, while undirected graphs have no directions.

(a) Directed graph

(b) Undirected graph

Fig. 4. Schematic diagrams of directed and undirected graphs.
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The topology of multi-agent networks is represented by an
undirected graph G =(V,E, A). The state information of the

i -th agent in a MAS at time t is X (t). The model of a
MAS with first-order continuous time is Eq. (9).
%(H)=u(t) ©)

In Eq. (9), the control input at time t is u,(t). The
classic LOCA under continuous time is expressed as Eq. (10).

Yi(t):ui (t):jzﬂaij(xj (t)_xi (t)) (10)
The matrix form of Eqg. (10) indicates that the states of
each  agent gradually reach  homogeneity, i.e.

X, (t)=x (t)—>0. The first-order consistent dynamic model
of MASs in discrete-time is Eg. (11).

X (k+1)=x (k)+u, (k) (11)

The distributed consistency algorithm achieves the same
value of state variables through a consistency mechanism,
including average consistency, arithmetic consistency,
geometric consistency, and harmonic consistency. The daily
economic dispatch period can be divided into flat peak, low
valley, and peak. The total demand during the corresponding
time period is 128MW, 96MW, and 148MW, respectively. The
total output of ESU and renewable energy is 20MW, 10MW,
and 13MW, respectively. Eq. (12) is the mathematical
expression for the EDoSG problem.

na <R (12)

In Eq. (12), the different time periods in the daily schedule
are h =[L 2, H]. The output power of the i-th generator
during time period h is PB,. The output power of the i -th
ESU is S;,. The output power of the i-th renewable power
generation unit is R, . The expected electricity demand
during time period h is D,. The ramp rate limit for the
i -th generator is P . The min-output and max-output of the
i -th generator are P" and P" , respectively. The
min-output and max-output of the i-th ESU are S and

S™, respectively. The cost functions for the i-th ESD and
the i -th generator during time period h are Qi,h(Si,h) and

fi.h(Pi,h), respectively, and the calculation formula is Eq.
(13).

Vol. 15, No. 4, 2024
fi.h Pi,h :a_‘L|h|3|2h +a2|h ih +a3|h
) . (13)

Gin (Su,h)zb]whsnh +b2|hslh +b3

In Eqg. (13), the cost parameters of the generator cost
function are al,, a2, and a3, and the cost parameters

of the ESU cost function are bl,, b2, and b3, . Table Il
shows the cost parameters of the generator in the
communication topology diagram of three nodes. Each vertex
in the communication topology diagram is connected to a
generator, ESD, renewable energy, i=3, h=3. The Laplace

2 -1 -1
matrix can be expressed as W = {1 2 1}.
-1 -1 2

TABLE II. COST PARAMETERS OF GENERATORS IN THE COMMUNICATION

TOPOLOGY DIAGRAM OF THREE NODES

Alternator al a2 | a3 | p | PV | PR

PP, Py |00075|-1 |0 34 |78 28

PP, Py | 02500 | -4 0 9 32 17

PP, Py | 01000 |2 0 17 | 49 18

Before solving the optimal solution, the EDoSG model
needs to propose the following assumptions: the
communication topology of the smart grid is connected and
undirected, and the capacity constraints of the generator and
ESU can be found internally. The direct solution of the
EDoSG model is computationally challenging, and research is
needed to transform the problem into an unconstrained
optimization problem before solving it. Based on the
assumptions and IPFM, the EDoSG problem can be described
again using Eq. (14).

Z'j:(Plh + Ri‘h +Si‘h = Dn (14)
_RR < R‘h _Plrm < RR
According to LDT, the EDoSG problem can be

transformed into an optimal solution of (P*,S* u* A*).

Renewable energy has characteristics such as intermittency,
volatility, and randomness, making it difficult for smart grids
to control output power. To ensure the stability of the
renewable energy generation grid, the smart grid is set to
maintain a fixed value of renewable energy and ESUs through
the output of ESUs during the time period, and the SDB can
be regarded as unchanged. Based on assumptions and the
expression of D20CA, this study proposes D20OCA in the

ED0SG problem. The new variables for P, and S, in this

method are B, and U,, respectively, and the convergence

parameters are #, and #; . This D20CA has high
convergence performance, which can be confirmed by the
research conclusions of scholars in the supply and demand
balance of smart grids. The ESU does not change with the
fluctuation of renewable energy supply at the beginning of
each time slot, but it can still reach the optimal solution
through the convergence process within each time slot.
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IV. ANALYSIS OF D20OCA SIMULATION RESULTS IN
ED0OSG

The performance of the D20OCA for smart grids is
analyzed, including convergence performance and output
power. The used testing system is the IEEE6 bus system, and
the communication topology of the smart grid is represented
by an undirected graph with three vertices. The cost function
of generators and energy storage can be represented by a
quadratic function. The classic economic scheduling algorithm,
10CA, is known for its ideal convergence accuracy and speed.
The D20CA, optimized from 1OCA, is used as a comparative
algorithm. Both algorithms are reasonable. The operating
system is Windows 7, the storage is solid-state drives, the
central processing unit is Intel Core i7, and the operating
memory is 16GB. Table Il shows the power generation cost
parameters of the ESU. The time slot is set to 24 seconds, and
the starting output power of the generator is (47, 15, 25, 72, 28,
31, 50, 23, 35) MW. The starting output power of the ESU is
(5,3, 3,6, 3, 4,8, 8,4) MW. The initial values of B, and U,
are 0, and the 7, values during low, peak, and off peak

periods are 2.54, 3.95, and 2.20, respectively. The 75 value
for all three time periods is 2.14, and the initial values for a
and b areall 10.

This study first conducts economic dispatch simulation
analysis on the output power of the generator and variable B; .
Fig. 5(a) to 5(c) show the economic dispatch results of the
output power P, variable B;, and incremental cost IC, of

the smart grid D20CA. In Fig. 5(a), different generators can
converge to stable values in a short period of time at different

Vol. 15, No. 4, 2024

time periods. The output power of each generator during low,
peak, and off peak periods is consistent with the actual
electricity consumption. There are significant differences in
the output power of different generators. In Fig. 5(b), the
stable values of variable B; for different generators during
the same time period are the same, which are (-2.3816,
-2.3715, -3.5029). In Fig. 5(c), the incremental cost of the
generator gradually converges with the output power, and the
incremental cost of power generation during the low, peak,
and flat peak periods is consistent, with values of 6.0874,
9.4528, and 7.7068, respectively.

TABLE Ill.  POWER GENERATION COST PARAMETERS OF ENERGY
STORAGE UNITS
Energy storage unit b1l b2 b3 s s
$1,5.,:5,; 0.7 -1 0 0 30
S,1:5,,,5,5 0.5 -2 0 0 20
PP Pis 0.2 1 0 0 20

Fig. 6(a) to 6(b) respectively refer to the iterative results of
variables @ and b. Both variables @ and b converge to
a value of 0 in a relatively short period of time. The
convergence speed during low valley periods is moderate, the
convergence speed during peak periods is the slowest, and the
convergence speed during off peak periods is the fastest.
Based on Fig. 5, when the two variables @ and b reach
convergence Vvalues, the output power of the generator
gradually tends towards the optimal economic dispatch result.

P11 """ Pl,z Pl.i! Pz.l Pz‘z Pz,a‘ P3,1 """ Pa.z - P3,3 - Bi.l """ Bl.z - B13 Bz‘l Bg‘g Bgvg B3‘1 """ Bgvz 83_3
801 1r
70+
2 60}
< 5o}
—_ E @
z 2
3 40} S
5
S 30K
3 S imimimimimimimimimimimimim ==
20F 51
10 . . . -6 . . .
0 4 8 12 16 20 24 0 4 8 12 16 20 24
Time/s Time/s
(a) Generated output power (b) Variable B
—IC,,IC,,—IC,;IC,; ~IC,,~ IC,;—IC,;IC,,— - IC,,
10¢
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(c) Incremental cost

Fig. 5. Economic dispatch results of D20OCA for smart grid.
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Fig. 6.

This study then conducts economic dispatch simulation
analysis on the output power and variable U; of the ESU.

Fig. 7(a) and 7(b) respectively refer to the optimal scheduling
results of the output power and variables of the ESU. In Fig. 7
(a), at the beginning of each gap, the output of renewable
energy leads to the output power of the ESU, and reaches the
optimal value at each time slot. There is no significant
variation pattern between the output power of the ESU and the
electricity consumption period and the type of ESU. The
optimal scheduling results for ESUs in the first time slot are
(0.747, 2.0424, 5.2028, 0.8419, 2.1896, 5.9849, 1.5867,
3.2635, 10.968). In the second time slot, the optimal

81,1 """ Sl,z_'s1,3 52,1 Sz,z S2,3_83,1 """ S3,2_'53,3_
14¢
12 o
20r) 000 fmmmmm
; 8
S r 5]
g 6 = >
5
24l
S
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0 4 8 12 16 20 24
Time/s

(a) Energy storage unit output power
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b1‘3 b2,1 bz,z b2‘3 b3‘1 """ b3,2 ba,s
-1
-2 . L . ,
0 4 12 16 20 24
Time/s
(b) Variable |

Iteration results of two variables.

scheduling result of the ESU decreases, with values of (0.6279,
1.8568, 4.4679, 0.7356, 2.0356, 5.2132, 1.3758, 2.8965,
9.5689). When the time increases to the third time slot, the
optimal scheduling result of the ESU is lower than that of the
second gap, but the magnitude of the decrease does not show a
clear pattern of change. In Fig. 7(b), the variable U, for each
time slot reaches a convergence value. As the time slot
increases, the numerical value of convergence also gradually
increases. In the third time slot, the convergence values of
variable U, are (0.1087, 0.1087, 0.1185, -0.1582, -0.1582,
-0.1583, -0.3660, -0.3659, -0.3660).

8 12 16 20 24
Time/s
(b) Variable B

Fig. 7. Optimal scheduling results for output power and variables of ESUs.

Fig. 8 shows the simulation results of the actual total
output at different time periods. The actual total output
reaches SDB in a short period of time with changes in
renewable energy, while remaining in SDB during the
scheduling process. The actual total output during low, peak,
and off peak periods is 99MW, 147MW, and 120MW,
respectively.

Finally, this study validates the results of D20OCA in
EDoSG by comparing it with the classic 10CA. Fig. 9(a) and

9(b) respectively refer to the output power and incremental
cost of each generator. In Fig. 9(a), the variation pattern is
similar to that in Fig. 5(a), but there are still differences,
mainly reflected in the convergence speed and stable values.
Different generators can converge to stable values in a short
period of time at different time periods. There are certain
differences between the output power and actual electricity
consumption of each generator during low, peak, and off peak
periods, and there are also significant differences in the output
power of different generators during the same electricity
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consumption period. The optimal scheduling result for output
power is (46.5, 29.4, 17.4, 69.5, 28.1, 37.6, 58.0, 24.6, 28.5)
MW. In Fig. 9(b), the incremental cost of the generator
gradually converges with the output power, and the
incremental cost of power generation during the low, peak,
and flat peak periods is consistent, with values of (7.456,
9.251, 5.621).

Table IV shows the total cost of two consistency
algorithms in EDoSG. Compared to 10CA, D20CA has better
optimal scheduling results. The generator costs of D20CA in
the first, second, and third time periods are 2.2475 million
yuan, 5.8236 million yuan, and 3.7932 million yuan,
respectively, which increases by 10.23%, 11.36%, and 13.36%
compared to the corresponding time periods of 10CA.
Therefore, the proposed D20CA application in the EDoSG
problem model solving process can reduce the total cost of the

Vol. 15, No. 4, 2024

generator. Therefore, D20OCA is effective and has higher
convergence accuracy and speed compared to 10CA.
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Fig. 8. Simulation results of actual total output in different time periods.
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Fig. 9. Output power and incremental cost of each generator.
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TABLE IV. THE TOTAL COST OF TWO CONSISTENCY ALGORITHMS IN
SMART GRID ECONOMIC DISPATCH (106 YUAN)
algorithm varlable | Period1 | Period2 | Period 3 Total
P, 75.362 185.368 | 126.375 | 387.105
10CA F’2 76.465 176.341 119.351 372.157
P, 81.268 | 191.361 | 119.829 | 392.458
P, 75.359 185.363 | 126.372 | 387.094
D20CA F’2 76.463 176.337 119.349 372.149
F’3 81.265 191.357 119.826 392.448

V. CONCLUSION

To achieve low-cost control of generators in EDoSG
problems, this study innovatively proposed D20OCA based on
the introduction of multi-agent consensus algorithms. The
simulation of D20CA showed that different generators could
converge to a stable value in a short period of time at different
time periods, and there were significant differences in the
output power of different generators. The stable values of

variable B, for different generators during the same time

period were the same, which were (-2.3816, -2.3715, -3.5029).
The incremental cost of generators was consistent in the three
time periods of low valley, high peak, and off peak, with a
total cost of 6.0874, 9.4528, and 7.7068, respectively. Both a
and b variables converged to a value of 0 in a relatively
short period of time. The convergence speed during low valley
periods was moderate, the convergence speed during peak
periods was the slowest, and the convergence speed during off
peak periods was the fastest. 1OCA could converge to a stable
value in a short period of time for different generators at
different time periods. There was a certain difference between
the output power and actual electricity consumption of each
generator during low, peak, and off peak periods. The
application of D20CA in the EDoSG problem model solving
process could reduce the total cost of generators. The
proposed EDoSG model still has limitations, such as the
communication topology of the smart grid being connected
and undirected, and the capacity constraints of the generator
and ESU being able to find the optimal solution internally. The
study did not take into account the charging and discharging
limitations of the energy storage device. Instead, it was treated
as a regular power source, which is not consistent with the
actual system. Subsequent research on the economic
scheduling problem of non-convex smart grids with energy
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storage device charging and discharging restrictions has
certain practical significance.
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Abstract—The use of 3D Human Pose Estimation (HPE) has
become increasingly popular in the field of computer vision due
to its various applications in human-computer interaction,
animation, surveillance, virtual reality, video interpretation, and
gesture recognition. However, traditional sensor-based motion
capture systems are limited by their high cost and the need for
multiple cameras and physical markers. To address these
limitations, cloud-based HPE tools, such as DeepMotion and
MOTION by RADICAL, have been developed. This study
presents the first scientific evaluation of MOTiION by RADICAL,
a cloud-based 3D HPE tool based on deep learning and cloud
computing. The evaluation was conducted using the CMU
dataset, which was filtered and cleaned for this purpose. The
results were compared to the ground truth using two metrics, the
Mean per Joint Error (MPJPE) and the Percentage of Correct
Keypoints (PCK). The results showed an accuracy of 98 mm
MPJPE and 96% PCK for most scenarios and genders. This
study suggests that cloud-based HPE tools such as MOTiON by
RADICAL can be a suitable alternative to traditional sensor-
based motion capture systems for simple scenarios with slow
movements and little occlusion.

Keywords—3D; human pose estimation; animation; evaluation;
motion tracking

l. INTRODUCTION

Due to its crucial applications in human-computer
interaction,  surveillance, virtual reality [36], video
interpretation, gesture recognition, and many other fields, as
depicted in Fig. 1, 3D human body pose estimation (3D HPE)
has attracted substantial interest in computer vision.
Nevertheless, despite recent advancements, motion capture
(MoCap) systems still rely on costly sensor-based systems
consisting of multiple-camera setups and heavy motion capture
suits with physical markers that allow position estimation. A
considerable number of studies have been conducted using
several approaches. However, the most significant advances in
that field have been made in recent years thanks to
breakthroughs in deep learning and convolutional neural
networks.

Recently, cloud-based 3D HPE tools, such as MOTiON by
RADICAL and DeepMotion, have become more popular for a
variety of reasons, including the needless for a powerful
computer since processing is done in the cloud, the intuitive
graphical user interface, and the ready-to-use outputs by almost

all 3D computer graphics software. These tools are generally
based on deep learning techniques and offer the ability to
directly convert 2D videos to 3D coordinate files through FBX
motion frames in a short time. Despite the widespread adoption
of those tools, scientific evaluation of their accuracy has yet to
be published to determine whether they can serve as an
alternative to conventional sensor-based motion capture
systems.

In this research, we are especially interested in evaluating
the accuracy and suitability of 3D HPE tools based on deep
learning and cloud computing. We aim to address the
following research guestions:

e How accurate are cloud-based 3D HPE tools in
estimating human poses compared to ground truth
data?

e Can cloud-based 3D HPE tools serve as a feasible
alternative to traditional motion capture systems in
various scenarios?

Therefore, MOTION by RADICAL 3D HPE tool was
chosen as a case study. To achieve this goal, we now go over
how the CMU dataset was cleaned and filtered for use in this
study. The dataset contains multiple scenarios, each of which
includes a range of actions seen in videos and the resulting 3D
human poses. These videos were used to obtain 3D coordinates
for each human joint. For quantitative evaluation, the results
were compared to the ground truth after Procrustes alignment
[1]. Several metrics, including Mean per Joint Position Error
(MPJPE) and Percentage of Correct Keypoints (PCK), were
used to evaluate the results of each scenario and both genders.
The second sort of evaluation is qualitative, in which one frame
from each situation is selected and visually evaluated.

Quantitative results revealed that the MOTION by
RADICAL tool is adequate for most scenarios and genders.
However, it has several limitations, particularly for occlusion
and dynamic motions. After data analysis, it is considered that
these cloud-based tools could advantageously replace the
expensive traditional tools for simple scenarios with slow
movements and little occlusion. As for qualitative results, nine
scenarios have been accurately estimated, whereas the skeleton
or some of its components were misaligned in the other
scenarios.
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Fig. 1. Facebook’s markerless body tracking for VR from a single sensor.

This study is structured to provide a comprehensive
evaluation of cloud-based 3D HPE tools, with a specific focus
on the MOTION by RADICAL system. The structure and goals
of this research are aligned to achieve several key
contributions:

1) Presents the first comprehensive scientific evaluation of
a case study of cloud-based 3D HPE, assessing its accuracy
using robust metrics.

2) It contributes to the broader understanding of the
potential and limitations of cloud-based 3D HPE tools in
various realistic scenarios.

3) The findings could potentially influence future
developments in 3D HPE technology, enhancing the
accessibility and applicability of cloud-based motion capture
solutions.

The organization of the paper is as follows: the related
works in Section Il reviews prior studies and developments
within the field, detailing advancements and challenges in 3D
HPE, setting the stage for the current research. The
methodology in Section 111 details the datasets employed in the
study, the evaluation metrics used specifically MPJPE and
PCK and the experimental setup designed to test the efficacy of
the 3D HPE tool. Results in Section IV, presents both
quantitative and qualitative analyses that compare the
performance of MOTION by RADICAL against established
ground truth data, highlighting the tool's accuracy and
operational characteristics in various scenarios. The discussion
in Section V interprets these results, exploring their
implications for the field of 3D HPE and discussing potential
limitations of the study. Finally, the conclusion in Section VI
summarizes the key findings and proposes directions for future
research, suggesting how improvements could enhance the
utility and accuracy of cloud-based 3D HPE tools.

Il.  RELATED WORKS

A. 3D Human Pose Estimation

Over the past few years, there has been a growing interest
in 3D HPE due to its ability to provide accurate information
about the 3D structure of the human body. 3D HPE seeks to
predict the location of body joints in 3D space. It can be
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applied to a variety of situations (e.g., 3D animation movies,
extended realities, and cloud-based 3D action estimation).
Even though 2D HPE has recently seen significant
advancements, 3D HPE is still a challenging task to complete.
Recent research in the field of computer vision has been
focused on the extraction of 3D human pose estimation (HPE)
from monocular images or videos. Those are a 2D
representation of a 3D scene, resulting in the loss of one
dimension. As a result, researchers have been working on
developing algorithms and techniques to accurately estimate
the 3D pose of human subjects from these 2D images. 3D
human pose estimation can be a well-defined problem that is
solvable using information fusion methods if there are multiple
perspectives or additional sensors such as IMU and LiDAR
available. However, one drawback of using deep learning
models for this task is their high data dependence and
sensitivity to data collection circumstances. Extensive amounts
of annotated data are necessary for these models to learn
accurate representations of input and output spaces, and factors
such as lighting conditions, camera positions, and background
can influence their performance negatively.

While obtaining accurate two-dimensional posture
annotations for human datasets is relatively straightforward,
obtaining accurate three-dimensional pose annotations is
considerably more challenging and cannot be done manually.
Furthermore, datasets are often collected in controlled indoor
settings that focus on specific activities, making them biased
towards these scenarios. Recent studies have shown that
models trained on such biased datasets tend to perform poorly
when applied to other datasets, as demonstrated by cross-
dataset inference [2], [3].

1) Single-person 3D HPE: The strategies of Single-person
3D HPE can be categorized as model-free or model-based
methods. The first one can be divided into two categories:

a) Direct estimate techniques: instead of first estimating
the 2D pose representation, some algorithms in 3D human
pose estimation employ direct estimation techniques, as seen
in [4], [5], to directly infer the 3D human position from 2D
images. Recent advancements include the study by H Ye et
al., which enhances real-time 3D pose estimation efficiency
through orthographic projection techniques, simplifying the
direct estimation process from images without intermediate
2D pose estimation [33].

b) 2D to 3D lifting techniques: The process of inferring
3D poses from intermediate 2D pose pairings is inefficient
because it requires multiple network inferences. Human body
models are not used in the model-free approaches for
recreating 3D human representations. Standard 2D HPE
models are used in the first stage to estimate the 2D posture,
and 2D to 3D lifting is used in the second stage to construct
the 3D pose, such as [6], [7], and [5]. 2D heatmaps rather than
2D poses were used as intermediate representations to
estimate 3D posture ([8] and [9]). Through distance matrix
regression, Moreno-Noguer [10] deduced the 3D human
position from the distances between the joints in the 2D and
3D body (EDMs). When normalization techniques are used,
EDMs are invariant to scaling invariance as well as in-plane
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image rotations and translations. A Paired Ranking
Convolutional Neural Network (PRCNN) was created by
Wang et al. [11] to predict the depth ranking of pairwise
human joints. The 3D pose was then regressed from the 2D
joints and the depth ranking matrix using a coarse-to-fine pose
estimator. Li and Lee [12], Sharma et al. [13], and Jahangiri
and Yuille [14] were the first to develop numerous, different
3D pose hypotheses. Recent work by C Han et al. introduces
uncertainty learning to improve the accuracy and robustness of
3D pose estimations from single images, effectively enhancing
this lifting process [34].

Parametric body models, such as kinematic and volumetric
models, are utilized by model-based methods to estimate
human position, as illustrated in Fig. 2.

The kinematic model represents the body as a series of
joints and articulating bones, and in recent years, it has
garnered increasing attention in the field of 3D human pose

Input image
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estimation. Pavllo et al. [15] suggested a temporal convolution
network for estimating 3D posture from sequential 2D
sequences using 2D keypoints. A Short-Term Long Memory
(LSTM) unit and shortcut connections were employed in a
recurrent neural network to leverage temporal information
from human pose data [16].

The Skinned Multi-Person Linear (SMPL) model is among
the most commonly utilized volumetric models in the field of
3D HPE, as evidenced by its implementation in works such as
[17], [18].

2) Multi-person 3D HPE: There are two approaches for
3D multi-person human pose estimation from monocular RGB
images or videos, which are classified into top-down and
bottom-up categories. These approaches are illustrated in Fig.
3.

m— O A

Output 3D pose

(a) Model-Free Methods - Direct Estimation Approaches

K -OE;_DMH[;EW ) Jﬁs\
e Network

3D Pose
Network

Input image

2D pose

Output 3D pose

(b) Model-Free Methods - 2D to 3D Lifting Approaches

Input image 2D joints

Output 3D mesh

(c) Model-Based Methods { Volumetric Model)

Fig. 2. Frameworks of 3D single-person pose estimation [19] (a) This method is done in one stage, i.e., directly from RGB image to 3D pose. (b) The approaches
perform 3D HPE using a two-stage approach, i.e., it performs 2D HPE first and then uses the 2D keypoints to get 3D ones. (c) The 3D mesh is obtained using a
regression stage on the 3D HPE outputs.

RGB image

Posc estimation

(b) Bottom-up paradigm

Body part prediction and association

2D keypoints

Fig. 3. Frameworks of 2D and 3D multi-person pose estimation [27] (edited). (a) The top-down approach uses person detection techniques to determine the
number of persons detected in the frame, and then it applies a 2D single-person estimation framework. (b) The bottom-up approach identifies each joint in the
image and then associates each one with individuals.
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a) Top-down approaches: They use human detection to
estimate each person's position. Each time a person is
identified, 3D pose networks estimate their root (the human
body's central joint) coordinate and their 3D root-relative
posture. Rogez et al. [20] targeted candidate areas of each
individual to produce prospective postures and then utilized a
regressor to improve the pose suggestions jointly. The LCR-
Net technique, which involves localization, classification, and
regression, performed well on datasets collected in controlled
environments, but not on images captured in natural settings.
To address this limitation, LCR-Net++ was introduced, which
utilizes synthetic data augmentation during training to
improve performance. [21]. The 3D multi-person HPE module
was enhanced with scene constraints and semantic
segmentation [22]. The 3D temporal assignment problem was
also tackled by the Hungarian matching approach for video-
based multi-person 3D HPE, which achieved impressive
results in [23], [24]. L Jin et al. introduced a single-stage
method that integrates human detection and pose estimation,
simplifying the process and enhancing efficiency by directly
estimating 3D poses from detected individuals in a single
network pass, demonstrating significant improvements over
traditional multi-stage methods [35].

b) Bottom-up approaches: First, generate joint positions
and depth maps for all body joints. They then assign body
parts to each individual based on the root depth and relative
depth of the body component [25], [26]. How to categorize
human body joints is a fundamental difficulty for these
techniques. Methods at a lower level exploit the common
latent space between two distinct modalities.

B. Datasets for 3D HPE

Obtaining precise 3D labeling for 3D human pose
estimation datasets is a difficult endeavor that necessitates the
use of motion capture techniques such as MoCap and wearable
IMUs. Since the 3D HPE deep learning-based needs larges
datasets to train, validate, and test their models, several 3D
posture datasets are created due to this need.

1) HumanEva Dataset [28]: It includes seven calibrated
video sequences (4 grayscale and three colors) with ground
truth 3D annotation taken by a ViconPeak commercial MoCap
system. The database comprises four scenarios executing six
common actions in a 3m x 2m area: walking, jogging,
pointing, throwing and catching a ball, boxing, and
combination.

2) Human3.6M [29]: One of the most commonly used
datasets for indoor 3D human pose estimation from monocular
images and videos. The dataset features 11 professional actors
(six males and five females) performing 17 actions (such as
smoking, taking photos, and talking on the phone) in a
laboratory environment captured from four different
perspectives.

3) The CMU Graphics Lab Motion Capture Database
(CMU) [30]: CMU is one of the most publicly large databases
of motion capture data. Numerous researchers within the
scientific world have utilized it to develop previous models of
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human motion. However, the dataset is poorly synced and
contains some films unsuitable for HPE due to multiple actors
in each scene. The database comprises more than 100
scenarios executing several actions in a 3m x 8m area.

I1l.  METHODOLOGY

After extracting videos from CMU and their associated
BVH pose files, a preprocessing stage comprising: cleaning
(i.e., avoid corrupted sequences or those that do not verify the
necessary conditions), reorganization (i.e., reclassifying all
sequences into 12 scenarios), and synchronization (because the
BVH poses files are not synchronized with the associated
videos) was performed. The sequences in video format were
then processed in the cloud with RADICAL. Both BVH poses
of CMU and RADICAL were rendered using a virtual camera
to get the 3D coordinates of each joint. Then two evaluation
types were performed; the first one was quantitative, which
compared both poses of RADICAL (as predicted results) and
those of CMU (as a ground-truth one). The other evaluation
type is a qualitative one based on visual analysis of the
predicted 3D human pose scenario according to the ground
truth. The workflow was summarized in Fig. 4.

A. Data Preprocessing

The CMU Graphics Lab Motion Capture Database (CMU)
was obtained using 12 Vicon MX-40 infrared cameras, each
capable of collecting 4-megapixel pictures at 120 Hz. The
cameras are positioned around a 3m x 8m rectangle area in the
center of the room. The actor wears a black jumpsuit with 41
markers affixed to it while infrared Vicon cameras detect the
markings. The pictures captured by the numerous cameras are
triangulated to provide three-dimensional data.

CMU Original Dataset

3D pose Sequences
(BVH Format) (MPG Fromat)
h 4 h 4
h 4 h 4
A4 A 4
%
3D HPE By
Radical Cloud
3D Pose Reults on
W BVHFromat W
Ground Truth Predicted
3D Pose 3D Pose
1 1
Y Y
3D pose Rendering of each joint
1on a virtual camera |
(Frem angles to points)
SN |
Quantitative Qualitative <«
Evaluation Evaluation
RADICAL Results Evaluation

Fig. 4. Overview of the suggested approach.
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Despite the dataset covering many scenarios (more than
100), several sequences are without their corresponding videos.
Many videos are corrupted, contain more than one actor, or do
not contain all body parts. In addition, all files, including BVH
and Videos, need to be synced. Therefore the dataset was
edited following the three steps below:

1) Cleaning: some corrupted videos were eliminated, and
the rest were repaired by hiding the second actor, if that is
possible.

2) Reorganization: the sequences were classified into 12
essential scenarios, as shown in Table I.

3) Synchronization: since all BVH frames are not synced
with videos, a manual process was manually done using
Blender. Also, the sequences captured with 120 or 60 FPS
were decreased to 30 FPS since the RADICAL support only
motion capturing with 30 FPS.

B. MOTION by RADiICAL

MOTION by RADICAL is a model-based 3D HPE Al-
driven and cloud-based software that converts 2D movies into
complete 3D animation with 6 degrees of freedom. The
animation data is stored with 30 FPS into FBX (Filmbox), a
format that allows the exchange of geometric and animation
data between 3D animation software, such as Blender.

For the study, the sequences in MPG format were imported
to the RADICAL cloud then the HPE was processed using the
RADICAL model. After a few moments, the FBX files were
done. In order to compare those results to CMU's ground truth,
the FBX output files were converted to BVH format using
Blender. The output skeleton and the joints are shown in Fig. 5.

C. BVH Projecting to 3D Coordinates

The motion capture of videos from the RADICAL and
CMU datasets is stored in BVH format, including the root
transaction coordinates and Euler angles for each joint. As
illustrated in Fig. 6, all the coordinates, including those in the
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BVH files, were projected to a 3D virtual camera to obtain the
3D coordinates of each joint.

Algorithm 1 computes the joint coordinates in camera
space from a BVH file containing joint hierarchy and motion
data. The algorithm starts by defining the camera intrinsic
matrix K, which represents the camera's internal parameters
such as focal length and principal point. The camera extrinsic
matrix C is also defined, which represents the camera's external
parameters such as position and orientation in global space.

fx 0 Cx

K=|0 f, ¢ (1)
0 0 1

Algorithm 1: Extract 3D Joint Coordinates from BVH File.

Algorithm: Compute Joint Coordinates in Camera Space from
BVH File

Input: BVH file with joint hierarchy and motion data
Output: 3D joint coordinates in camera space for each frame of
motion data

1) Load BVH file and extract joint hierarchy and motion
data.

2) Define camera intrinsic matrix K with focal lengths f,
and f,, and principal point coordinates c, and c,,.

3) Define camera extrinsic matrix C with rotation matrix R
and position vector P.

4)  For each frame of motion data, traverse the joint
hierarchy in forward kinematics to compute global joint
positions.

5) Transform global joint positions to camera coordinates
using K and C.

6) Output the 3D joint coordinates in camera space for
each frame of motion data.

End algorithm.

TABLE I. CMU DATASET COMPONENT AFTER CLEANING, FILTERING, AND CLASSIFICATION
Number of scenarios Number of sequences Number of views Frequency Scenarios Number of frames

Animal behaviors 62 454
Climbing 981
Daily activities 6 306
Dancing 1122
Home activities 56 359

12 279 1 30 FPS Jumping 1553
Reactions 12 852
Running 332
Sitting 4548
Sport 9714
Walking 16 493
Working 11 952
Female 71759
Male 112 907
All 184 667
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Fig. 5. Skeleton model hierarchy of CMU. (B): Skeleton model hierarchy of RADICAL. The red ones are the chosen joints to perform the quantitative evaluation.
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Fig. 6. Rendering process of CMU and RADICAL skeletons. The purpose is to obtain the 3D pose coordinate of joints from angles.

where, f, and f, are the focal lengths of the camera in x
and y directions, and c, and c, are the coordinates of the
principal point of the camera.

1 Tz Tiz b
C=(T1 T2 T3 b (2)

T3 T3z T33 i3
where, 7;; is the rotation matrix that describe the camera's
orientation in global space, and t; is translation offset. The
joint positions and orientations for each frame in the motion
data are then computed using forward kinematics, with the root
joint's global position and orientation serving as the initial
values. The global positions and orientations of child joints are
then computed by traversing the joint hierarchy, and the
resulting global joint positions are transformed to camera
coordinates using the intrinsic and extrinsic matrices. This

transformation can be represented mathematically as:

Xposition camera Xposition_global

Yposition__global (3)

position_global

1

=KXCX

Yposition_camera

Zposition_camera

Where, (Xposition_globalt Yposition__global'Zposition_global)the
global joint position in 3D space, and the resulting is

Xposition_camera: Yposition_camera: Zposition_camera) is the jOint
position in camera coordinates. This algorithm provides the
way to extract joint positions in camera space from a BVH file.

D. Skeleton Scaling and Evaluation Metrics

1) Skeleton scaling: Since the skeletons of CMU and
Radical are not similar, the Procrustes analysis was used to
determine the scale [1], rotation, and translation. Given
correspondences of points 4; € R® and B; € R® of the joint j
find scaling, rotation, and translation transformation, called
similitude transformation that satisfies:
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ForR € SO(3),T € R,and s € R*

2) Evaluation metrics: Our experiments use two metrics.
The first is the mean per-joint position error (MPJPE [29])
between the ground-truth 3D pose and the predicted 3D pose,
which is calculated using the Eq. (5): Then, we calculate the
mean error across all poses and actions in the dataset.

MPJPE = ~37||Ip} + 7|, ®)

For a given skeleton comprising m joints, p? denotes the
actual 3D pose of joint i, whereas p? signifies the predicted 3D
pose of the same joint.

The second metric is the Percentage of Correct Keypoints
for 3D Pose Estimation (PCK3D) [31], a 3D version of the
PCK utilized for 2D pose estimation [32]. If the estimated joint
location is within a reasonable distance of the ground-truth
joint, it is considered to be accurately estimated. Then, the
proportion of accurately calculated joints is computed. As in
earlier research, the neighborhood threshold is chosen at
150mm [31], corresponding to about half the head size. This
statistic is more expressive and robust than MPJPE,
highlighting joint mispredictions more clearly. A 15 keypoints
were examined, which are indicated in red in Fig. 5.

IV. RESULTS

As stated previously, qualitative and quantitative
evaluations were performed. With the restructured CMU
dataset, the initial step was to obtain the MPJPE and the PCK
by scenario and gender. The second sort of evaluation
consisted of picking 3D postures of various scenarios and
visually analyzing the results' accuracy.

A. Quantitative Evaluation

The results obtained using MOTiON by RADICAL cloud-
based were compared with the ground-truth 3D poses from the
reconstructed CMU dataset using two metrics measurements
(MPJPE and PCK). The 3D poses were classified by gender
and scenario to assess the accuracy of each one. Then the
accuracy of each joint was discussed.

1) Comparing by joints: In this evaluation, 15 crucial
joints were analyzed, as depicted in Fig. 5 where the red joints
are highlighted. The results are presented in Table Il and Fig.
7, displaying the highest mean error values of the Middle Hip,
Left Wrist, and Right Wrist joints. While, the lowest mean
error values were obtained for the Shoulders, Knees, Nose,
and Nick.

2) Comparing by scenarios: Fig. 8 and Table Il show that
the MPJPE varied from 90,7 mm to 119,1 mm, depending on
the scenario. The walking scenario was the most accurate,
with an MPJPE of 90.7 mm, whereas the running scenario was
the least accurate.

Each scenario's MPJPE (walking, jumping, dancing,
reaction, and animal behavior) was under 100 mm while they
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were near one another, except for home activities, who’s
MPJPE was just under 100 mm. The MPJPE is more than 100
mm for the remaining scenarios (daily activities, working,
climbing, sitting, sports, and running). Expect "Running,"
"Sitting," and "Sport"; all the scenarios were accurate with
higher than 90% of correct joints according to the PCK values
of each one. The scenarios: "Home activities," "Jumping,"
"Reactions,” and "Walking" had a PCK near 100%. Expect
running and sports scenarios with a standard deviation of
around 70 mm. Every other scenario was within 50 mm.

TABLE Il. MEAN ERROR BY JOINTS
Joints Mean (mm) Standard deviation (mm)

Nose 85.28 36.11

Neck 87.15 27.30

Right Elbow 99 41.29

Right Wrist 116.96 77.72

Left Shoulder | 70.52 30.86

Left Elbow 103.61 49.12

Left Wrist 122.73 85.58

Middle Hip 170.49 20.33

Right Hip 94.78 24.28

Right Knee 80.91 37.07

Right Ankle 92.17 59.06

Left Hip 91.13 25.73

Left Knee 89.61 42.77

Left Ankle 99.07 50.24

TABLE Ill.  MPJPE BY SCENARIOS
Scenarios MPJPE (mm) devsi;?irgzla(rrim) PCK (%0)
Animal behaviours | 92.14 52.33 96.5
Climbing 112.65 54.48 95.62
Daily activities 101.92 53.56 95.8
Dancing 92.14 63.09 94.55
Home activities 99.44 47.66 97.3
Jumping 91.30 40.58 99.03
Reactions 92.97 47.67 98.63
Running 119.10 72.22 83.68
Sitting 116.75 59.32 87.28
Sport 118.31 68.82 83.75
Walking 90.71 45.39 98.13
Working 104.79 56.47 91.57
All 98.76 52.06 95.8
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Fig. 9. The thresholds and the corresponding PCK.

Fig. 9 shows a clear progression of the Percentage of
Correct Keypoints (PCK) in response to the changing Mean
Per Joint Error (MPJPE) threshold. As the MPJPE threshold
increases, the PCK also follows suit. Notably, at a relatively
stringent threshold of 75 mm, the PCK already reaches about
44%, almost half of the keypoints estimated correctly within
this error range. This trend continues and the PCK grows to
about 96% when the MPJPE threshold is relaxed to 150 mm,
indicating a substantial portion of the estimated keypoints are
accurately detected within this margin of error. As we further
expand the MPJPE threshold beyond 150 mm, the PCK
continues to increase, albeit at a slower rate. The curve
eventually approaches a saturation point near 100%, indicating
that practically all keypoints are accurately estimated within
these larger margins of error.

3) Comparing by gender: The findings of gender-based
evaluations are depicted in Table IV and Fig. 10. Male and
female MPJPEs were comparable, with the female MPJPE (95
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mm) being 5 mm better than the male MPJPE (100 mm). The
same holds for the standard deviation, which was almost
identical. The PCK of both genders was almost the same, with
95.7%. As shown in Fig. 11, comparing all joints by gender
reveals a lower mean error for eight male joints.

TABLE IV. MPJPE BY GENDER

Vol. 15, No. 4, 2024

B. Qualitative Evaluation

One challenging frame from each scenario was selected,
and RADICAL output was visually compared to the ground-
truth frame. As demonstrated in Fig. 12, the scenarios such as
"Animal Behaviors,” "Daily Activities," "Reactions,"
"Dancing," "Jumping,” "Home Activities," and "Walking"
imitate the ground-truth quite accurately. In addition, all
skeletal parts are in their proper locations. In the remaining
instances, RADICAL correctly estimated all skeleton parts.
However, its orientation was incorrect. The "Working"
scenario was estimated correctly, except for the head in several
frames. Some parts of the "Sports" scenario, such as the hand,
were not precisely estimated.

MPJPE by gender

Female Male
MPJPE (mm) 95.7 100.71
Standard deviation (mm) 53.06 51.31
PCK (%) 95.9 95.7
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__ 100 1
IS
E
w 801
[N
o
=
60 A
40
20 A
0 -

Female

Male
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Fig. 10. The results of MPJPE by gender.
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Fig. 12. The qualitative results of each scenario.

V. DISCUSSION AND LIMITATIONS

This study provides the first comprehensive evaluation of
MOTION by RADICAL, a cloud-based 3D human motion
estimation tool, revealing both its potential advantages and
inherent limitations. In scenarios involving less complex
actions or slower movements, such as walking or light exercise
routines, our evaluation demonstrated a relatively low Mean
Per Joint Position Error (MPJPE) and a high Percentage of
Correct Keypoints (PCK), signaling promising performance.
However, the tool's performance diminished in complex,
dynamic scenarios, including sports movements, actions
involving occlusion, or tasks requiring significant height
variation like climbing.

The distinction in performance directly influences the range
of applications suitable for MOTiON by RADICAL. In digital
content creation fields such as simple animation for games or
films, or casual fitness tracking where millimeter-level
precision may not be paramount, the tool's cost-effectiveness
and accessibility offer substantial benefits.

However, for applications demanding high-precision
motion capture, such as advanced biomechanical analysis,
sports performance analysis, or precise Vvirtual reality
interaction, the current version of MOTiON by RADICAL may
not provide the necessary accuracy. The MPJPE of 98mm
found in our study, while acceptable in some contexts, could
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lead to significant errors in these precision-demanding
applications.

VI. CONCLUSION

MOTION by RADICAL, as evaluated in this study, shows
promise as a cost-effective, user-friendly alternative to
traditional sensor-based motion capture systems. However, the
tool's current performance suggests its best fit for applications
where absolute precision is not a critical requirement.

In realms like basic animation for gaming, motion-guided
user interface design, or casual fitness tracking, the tool's slight
inaccuracies are unlikely to substantially impact the end result,
making it a beneficial tool. Its cost and usability advantages are
particularly beneficial for independent creators, small studios,
or hobbyists in these fields.

However, in precision-critical applications, such as
advanced biomechanical research, sports performance analysis,
or high-end virtual reality systems that require nuanced
interaction, the existing error levels in MOTION by RADICAL
may be prohibitive. For these applications, traditional sensor-
based systems, despite their higher cost and complexity, may
remain the gold standard.

In summary, MOTION by RADICAL represents a
significant step forward in democratizing access to 3D human
motion estimation. However, its current performance
limitations suggest that it is not a one-size-fits-all solution.
Future research should explore ways to improve the precision
of such tools to extend their applicability to a broader range of
scenarios.
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Abstract—Given the information stored in educational
databases, automated achievement of the learner’s prediction is
essential. The field of educational data mining (EDM) is handling
this task. EDM creates techniques for locating data gathered
from educational settings. These techniques are applied to
comprehend students and the environment in which they learn.
Institutions of higher learning are frequently interested in
finding how many students will pass or fail required courses.
Prior research has shown that many researchers focus only on
selecting the right algorithm for classification, ignoring issues
that arise throughout the data mining stage, such as classification
error, class imbalance, and high dimensionality data, among
other issues. These kinds of issues decreased the model's
accuracy. This study emphasizes the application of the
Multilayer Perceptron Classification (MLPC) for supervised
learning to predict student performance, with various popular
classification methods being employed in this field. Furthermore,
an ensemble technique is utilized to enhance the accuracy of the
classifier. The goal of the collaborative approach is to address
forecasting and categorization issues. This study demonstrates
how crucial it is to do algorithm fine-tuning activities and data
pretreatment to address the quality of data concerns. The
exploratory dataset utilized in this study comes from the Pelican
Optimization Algorithm (POA) and Crystal Structure Algorithm
(CSA). In this research, a hybrid approach is embraced,
integrating the mentioned optimizers to facilitate the
development of MLPO and MLCS. Based on the findings,
MLPO2 demonstrated superior efficiency compared to the other
methods, achieving an impressive 95.78% success rate.

Keywords—Educational data mining; multilayer perceptron
classification; pelican optimization algorithm; crystal structure
algorithm; student performance

. INTRODUCTION

A. Background

Providing high-quality education to students is the primary
goal of higher education establishments [1]. One strategy for
achieving a better quality standard in a higher education
program is to forecast pupils' academic success and intervene
soon to raise pupil achievement and teacher quality [2]. Data
mining techniques may be used to retrieve the useful
knowledge concealed inside the educational data collection [3].
Against the backdrop of higher education, the current research
aims to evaluate the potential of data-mining approaches by
providing a data-mining model [4]. This activity aims to assess

pupils' performance through categorization [5]. It is necessary
to continuously assess how well pupils do in every topic. to
pinpoint where the learner lost their grade [6]. This makes it
easier for the educator to take the required steps, such as giving
the student greater focus on that specific topic, teaching in a
way that the student can understand quickly, giving tests, etc.,
all of which eventually raise the student's academic standing
and quality [7]. Educational Data Mining (EDM) is the term
for data mining within the education framework. Analytics has
been used more in the previous few decades in educational
settings [8], [9].

B. Related Works

On the provided dataset, six classifiers were used. At
79.23%, the ID3 had the highest accuracy [10]. The class
mismatch challenge was beyond the model's ability to solve.
To identify weak pupils, a model of ensembles such as
classifiers (NB, SVM, and KNN) was suggested [11]. In
addition to the common score-based evaluation, the data
collection includes a characteristic referred to as standard-
based grading evaluation. Comparing the outcomes of the
suggested approach via six independent classifiers led to the
conclusion that the ensemble model's accuracy was greater
than the others at 85%. A multilayer classification model was
put forth to overcome the multiple classifications issue
regarding student performance prediction [12]. A methodology
to give an early categorization of first-year students with poor
educational outcomes was suggested by Dech Thammasiri et
al. [13]. The class imbalance challenge was solved by applying
four classifications and three balancing techniques. According
to the results, the combination of SMOTE and support vector
machines produced a maximum general precision of 90.24%.
Students' performance in an online class may be predicted
using information from their learning portfolios, according to
one proposed early warning system [14]. The results showed
that approaches based on time were more precise than those
independent of time. Test the framework did not in offline
mode. Using time-dependent properties, functioning might be
reduced in offline mode.

Earlier research suggested that data mining algorithms only
worked effectively with huge data sets; however, this study
provided evidence that data mining may also be used for
smaller datasets [15]. A model for predicting learner
achievement was presented in this study. Several decision tree
techniques were used for a small dataset containing students'
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academic data (Reptree, J48, M5P). According to the results,
the Reptree had the best accuracy, exceeding 90 percent. The
suggested model does not support class balance issues and data
with large complexity. By grouping students into binary classes
(successful/unsuccessful), Dorina et al. [16] presented a
prediction model for students' performance. The suggested
model was built using the research methodology of the Cross-
Industry Standard Procedure for Data Mining, or CRISP-DM
[17]. The provided dataset was subjected to the categorization
methods OneR [18], MLP, J48, and IBK. The results showed
that the MPL model was the most accurate at 73.59 percent in
determining which students passed, while the other three
models did a better job of determining which students failed.
Issues with class balance and large complexity data were
unsolvable for the model.

To overcome issues with disparities in classes and data
complexity, Carlos et al. [19] focused on a machine learning-
based failure of students' prognosis model. The dataset was
utilized to execute ten classifiers. The accuracy of the ICRM
classifier was found to be 92.7%, surpassing the performance
of the other classifiers. The evaluation of the proposed model's
performance was not conducted across various educational
levels due to the distinct student characteristics associated with
each level of education. Another EDM challenge is predicting
which students will drop out of their classes [20]. Four data
mining techniques with six characteristic pairings were
employed in this study. The outcome reveals that, in data
classification, superior performance was achieved when
utilizing the support vector machine model that combined the
variables. Adding a characteristic, achieved scores of
prerequisite courses, in a data set was the study's restriction
since it was feasible that the student had become more
knowledgeable about the prerequisites for any course while
studying for any other course. Research on pupil achievement
prediction was carried out by Ajay et al. [21]. The main
importance of the study was the introduction of a new social
element, known as the CAT. The text elucidates the first
categorization of Indians into four distinct groups based on
their social standing and other variables that influenced student
admission. The dataset underwent classification using four
methods, namely R, MLP, J48, and IB1. Based on the available
data, it can be shown that the IBI model has the highest level of
accuracy, reaching 82%. Create an enhanced iteration of the
ID3 method, which forecasts academic achievement in students
[22]. The ID3 model's intention to choose those qualities as a
node with additional values was one of its weaknesses.
Consequently, the produced tree lacked efficiency. The
suggested model resolves such an issue. This model generated
the Pass and Failure output types. J48, wiD3, and Naive Bayes
classifiers were used, and the outcomes were contrasted. An
accuracy rate of 93% was attained with the wiID3A model to
forecast student achievement in courses presented in [23]. This
study used three decision tree classifiers: Reptree, Hoeding
tree, and J48. Reptree obtained the greatest accuracy of
91.47%. Problems with class balance and large dimensionality
data were unsolvable for the model.

Through solving the data complexity issue, Edin
Osmanbegovic et al. [24] was created a model to estimate the
academic progress of students in a given course. This study

Vol. 15, No. 4, 2024

evaluated many machine learning classifiers, such as NB,
MLP, and j48. Based on the results, it can be observed that the
Naive Bayes model achieved the highest level of accuracy,
reaching 76.65%. The issue of class imbalance is not addressed
by the suggested model. In this paper, a model for predicting
students' academic success was presented [25]. This study
examined the classification methods with three different
feature arrangements: J48, Decision Stump, Reptree, NB, and
ANN. A high accuracy of 90.51% was attained with the J48
classifier. To forecast student abandonment, the suggested
method took into account three numbers of courses that were
assessed: dropout, persisting, and completing. Ten models of
categorization were evaluated. According to the research's
findings, for all three student classes, the Naive Bayes
algorithm achieved the greatest prediction values.

C. Objective

The fundamental aim of this research was to develop a
robust machine-learning framework tailored to forecast student
performance in Portuguese language courses, leveraging
dependable data reservoirs. Through the strategic utilization of
the Multilayer Perceptron Classification (MLPC) methodology,
this study embarked on a path of innovation, ingeniously
amalgamating two optimization algorithms: the Pelican
Optimization Algorithm (POA) and the Crystal Structure
Algorithm (CSA). This unique integration sought to improve
both the accuracy and precision of the estimative model,
thereby enriching the efficacy of prognostications regarding
student performance. MLPC is chosen for predicting and
classifying student performance in Portuguese language
learning due to its ability to capture complex patterns inherent
in language acquisition processes. By accommodating non-
linear relationships between various factors influencing
language proficiency and automatically learning feature
representations from diverse datasets, MLPC offers scalability
and robust generalization to unseen data. Moreover, its
capacity for fine-tuning and potential for interpretability allows
for continuous model improvement and insights into the
determinants of student performance. Consequently, MLPC is
a valuable tool for educators and stakeholders in effectively
assessing and addressing student needs in Portuguese language
education.

Il.  MATERIALS AND METHODS

A. Data Gathering

As previously elucidated, the prognostication of students'
academic performance is shaped not only by their quiz
outcomes, fulfilment of homework assignments, and
engagement in class activities but also by the external
circumstances they encounter outside the confines of the
educational institution. For example, their family situation, the
size of their family (famsize), family support (famsup),
their health status, the amount of time spent on social media,
their parents' occupation (Fjob/Mjob), and other relevant
factors. Each of these terms influences the students' conditions
in the classroom. However, the educational system's
responsibility is to diagnose these factors, treat students
according to their situations, act according to their talents,
address their weaknesses, and capitalize on their strengths. The
following diagram delineates the interplay between input and
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output variables. Notably, the school manifests a direct
correlation with sex, suggesting the insignificance of students'

Vol. 15, No. 4, 2024

gender. Likewise, while travel time lacks a direct association
with students' failure, it does exert a marginal effect.

school
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Mjob
Fjob
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Fig. 1. Correlation matrix for the input and output variables.

Furthermore, study time exhibits no correlation with gender
or school. In conclusion, although the diagnosis of these
elements initially influences the prediction of students'
performance, it is crucial to emphasize that none of these
factors operates in isolation; instead, their effectiveness relies
on the collaborative engagement of each student. Fig. 1
exhibits the correlation matrix for the in/output variables.

B. Multilayer Perceptron Classifier (MLPC)

Based on the concepts of neural network design, the
Multilayer Perceptron Classifier (MLPC) is a particular kind of
feed-forward artificial neural network (ANN) classifier. The
MLPC in this configuration is made up of several layers of
nodes, each of which is intimately linked to the network's next
layer. Because of its architecture, the network can analyze and
alter incoming data over a series of layers, which makes it
possible for the MLPC to identify intricate patterns and
correlations in the data. The nodes in the input layer of the
MLPC represent the input data. Every node after it in the
network uses its weight (shorthand for w) and an offset b to
conduct a linear selection of the input as the data moves
through the network. After this combination, an activation
function transfers the input to the output. For improved clarity
and illustration, this procedure may be concisely described in
matrix form in the case of an MLPC with K + 1 layers [26].

y(x) = fk(---fz(W2Tf1(W1T + by) + by) ... + by) 1)

Nodes inside the middle layer use the logistic or stochastic
algorithm:

BLEREEEEEZSS 50T
Rt N A
f@) = 10= @
The results of the layer's nodes use the softmax feature:
pa— eZi
f@) =z ®)

The number of classes and nodes in the output layer has the
matches.

C. Crystal Structure Algorithm (CSA)

Crystals are minerals with a structured composition that
exhibit three regularly repeating or ordered crystalline
dimensions. Crystalline solids can take on various sizes and
shapes, and their properties may be either isotropic or
anisotropic [27]. Crystals consist of small particles with well-
defined shapes. Numerous physical and chemical compositions
have been explored and suggested through experimentation.
Moreover, crystals' complex symmetries and characteristics
have profoundly influenced diverse human creations, including
mechanisms, structures, and artworks. This article employs the
Bravais model to explain the crystal structure. In this model,
infinite lattice geometry is examined, and the periodic
arrangement described by the lattice geometry, along with the
vector of the lattice positions, is defined as follows:

l= Zmiei (4)

where e; is the minimum vector of the principal crystal
directions, m; is the and i is the angular number of the
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crystal . Here, the basic idea of Crystal is presented with
appropriate  modifications for the CryStAl mathematical
model. In this model, every candidate solution of the
optimization method is likened to a distinct crystal space. To
initiate the cycle, an arbitrary number of precious stones is
selected.

ey [xbe xl. %P
[Clzl x5 x2.. xP I
I : 2| =
BN { 12,3, -
ldij St xP xip =123, ---'P
clnd |xl . x% .. P

where m is the candidate solution, and p is the dimension
of the problem. Within the search space, the initial positions of
these crystals are determined randomly by:

=1,23,.
](0) = Xl min T 5()61 max — X, mm) {] =1,2, 3 ,p ©)

where, xj (0) characterizes the starting gem position the
least and greatest permitted values are characterized as x/

r,max
and xlmm separately, the jth choice variable of the ith

candidate arrangement is within the indicated ¢. Based on the
crystallographic concept of the base, the primary crystals are
all corner crystals. cl,,,4i, randomly determined considering the
first generated crystal. In addition, the c; the current value is
ignored, and a random extraction method is set for each tread.
Crystals with optimal configuration determined by cl,. S
represents the mean of randomly selected crystals. To monitor
the position of a candidate solution in the search space, four
types of wupdate procedures are established based on
fundamental network principles:

Simple cubic;
Clypew = Clingin + clog )
Best crystal cubicle;
Clpew = Liclimain + 3¢l + clyg (8)
Mean crystal cubicle;
Clpew = LiClimain + 1Sy + cloig 9)

M&B crystal cubicle;
Clpew = Clog + liClimain + Lel, + 135, (10)

In the above formula, the old position is given by cl,,; and
the new position is denoted by cl,,,,, and the random numbers
are denoted by [, 1, l,, and l;. Mining and exploration are the
two main elements of metaheuristics, and it is worth
mentioning that they have beesn tested in Eq. (7) to (10), where
global and local searches are performed simultaneously. To
deal with variable solutions x;/ that violate the variable limit
requirements, a mathematical flag is created that requires
adjustment of the variable limits, causing problems with x/
they are exceeding the variable range. The termination criteria
depend on the maximum number of iterations, which
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determines when the optimization process concludes after a
fixed number of iterations [28], [29].

D. Pelican Optimization Algorithm (POA)

The researchers identified a population-based optimization
method, known as the POA, which draws inspiration from
pelicans [30]. The method employs a simulation of
evolutionary processes within an ecological system, wherein
pelicans are seen as single entities within a larger population.
Every person represents a possible solution and provides
optimization recommendations, which arise from adjusting the
issue variable according to the position of each person in the
search area. In order to ensure the variety of the population and
improve the global search capacity, each member is randomly
initialized within the stated upper and lower limits of the issue
during the population initialization procedure, as illustrated in
Eqg. (11).

xij =l +rand.(w —;),i =12,..,N,
j=12,..,m

Where N is the number of population members, m is the
number of issue variables, rand is a random integer in the
interval [0, 1], [; is the jth lower bound, and w; is the jth upper
limit of problem variables. The values of the variables
indicated by the ith candidate solution are represented by the
variables x; ;. Eq. (12) uses a matrix known as the population
matrix to identify the pelican population members in the
proposed POA. The columns of this matrix show the suggested
values for the issue variables, and each row indicates a
potential solution.

[ P xl‘m]
=|x

X = XL- xi,j e X | (12)

Xy Nxm L‘Nl

11

XN.m Nxm

If X; is the ith pelican, and X is the pelican population
matrix. A potential fix for the stated issue is the planned POA,
in which every member of the population is a pelican. Thus,
assessing the given issue's objective function is possible by
considering each potential solution. The objective function
vector in Eq. (13) is used to derive the values obtained for the
objective function.

F:l [F(Xl)]
F=|F FOX) (13)
lr . Lreenl

where, F; is the objective function value of the
ith candidate solution, and F is the objective function vector.
To update potential answers, the suggested POA mimics the
tactics and behaviour of pelicans during hunting and assault.
There are two phases to simulating this hunting strategy: i
Approaching the prey (the period of exploration). ii Winging
during the exploitation phase on the water's surface.

1) Phase 1 (exploration phase): approaching the prey:
The initial stage of the process involves the pelicans locating
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the prey and then approaching it. Search space scanning and
the exploration capability of the suggested POA in locating
various search space regions are made possible by modelling
this pelican approach. The fact that the prey's position is
produced is crucial to POA.

(14)

P _ {xi,j + rand. (pj - I.xl-']-), FP < Fi;
ij

x;j + rand. (xi,j - pj), else,

Where xF2. In the context of Eq. (14), the importance of the
variable can be observed xl."’ ]1 an updated state of the pelican in
the jth dimension is represented by the result of stage 1, and
this can be the ith pelican. To introduce additional diversity
and exploration, the value of I is introduced as a random
number ranging between one and two. Also, the parameter pj,
the position of the prey, is employed to be denoted jth
dimension, while F, the objective function value of the prey is
represented. By incorporating Eq. (15), the process can be
effectively simulated and modelled.

Py P
Xi={Xi1'F}1<Fi;

15
X; else, (19)

Where X P1. This is the updated status for the FF1 and ith
pelican. The goal function is based on values pertaining to the
phase.

2) Phase 2: winging on the water surface (exploitation
phase): In the subsequent stage, the pelicans gather their meal
in their throat pouches after reaching the water's surface and
spreading their wings to push the fish upward. This tactic
helps pelicans catch more fish in the assaulted region. As a
result of simulating this pelican behaviour, the suggested POA
converges to more advantageous locations inside the hunting
region. The exploitation potential and local search power of
POA are enhanced by this method. From a mathematical
perspective, the algorithm must look at the points surrounding
the pelican position to converge to an optimal solution. Eq.

(16) simulates the hunting behaviour of pelicans
mathematically.
t
xsz. =x;; +R (1 — T) .(2.rand —1).x; (16)

Where X Pz, based on phase 2, i,j represents the ith
pelican's new state in the jth dimension. x; ;, s neighbourhood

radius is given by R(l—%), which is equal to 0.2. T
represents the maximum number of iterations and iteration
counter. The exponent R(l—%) reflects the local search

radius for the population members' neighbourhoods. Close to
every participant to arrive at an improved answer. This
coefficient works well on the POA exploitation power to reach
the ideal global solution. Since this coefficient is highly valued
in the first iterations, a bigger region is considered around each

member. The R (1 - %) The coefficient falls as the method

replicates more, resulting in smaller radii for each
neighbourhood member. For the POA to converge to solutions
that are closer to the global (and even precisely global) ideal
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based on the utilization notion, this enables us to scan the
region surrounding each member of the population in smaller
and more precise stages. Eq. (17) models the new pelican
posture, which has also been accepted or rejected at this stage
by successful updating.

Py P2 .
R K a7)

X;, else,

where XPz. This is the updated status for the Fzand ith
pelican. Its goal function is value-based, and i on stage 2.

3) Steps repetition, pseudo-code, and flowchart of the
proposed POA: The best candidate solution up to this point
will be updated after all population members have been
updated based on the first and second phases, the population's
new status, and the values of the goal function. When the
algorithm reaches the next iteration, the stages of the
suggested POA are based on Eq. (15) to (17) are repeated until
the execution is finished. Lastly, a quasi-optimal solution to
the given issue is offered using the best candidate solution
found throughout the algorithm rounds.

E. Performance Evaluators

When evaluating a classifier's performance, it is essential to
consider multiple criteria to obtain a thorough insight into its
effectiveness. These criteria function as metrics, providing
insights into various aspects of the classifier's performance and
enabling a nuanced assessment. Here are some crucial factors
to consider:

e Accuracy: A frequently employed metric measures the
classifier's efficiency by determining the percentage of
accurately predicted samples.

TP +TN
A = 18
CCUraY = TP ¥ TN + FP + FN (18)

e Recall: Recall quantifies the proportion of correctly
predicted positive instances in relation to all actual
positive instances.

Recall = TPR r e
= = T TP+ N
e Precision: Precision centres on the precision of positive
predictions, evaluating the probability that instances
identified as positive are indeed accurate. This metric is
particularly valuable when the cost of false positives is
significant.

(19)

TP
Precision = ——— 20
recision = o (20)
e Fl-score: The combination of Precision and Recall
yields a composite measure recognized as the f1-score.
2 X Recall x Precision

F1 = 21
score Recall + Precision 1)

In Eq. (18) to (21), TP represents a positive prediction that
correctly corresponds to the actual positive outcome. FP
denotes a positive prediction when the actual outcome is
negative. FN is used to indicate a negative prediction when the
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actual outcome is positive, while TN represents a negative
prediction that accurately aligns with the actual negative
outcome.

Il. RESULT

A. Hyperparameters and Convergence Curve Results

Hyperparameters are external settings that encompass vital
factors like learning rates and regularization strengths, exerting
significant influence over a behavior of model. They are
predetermined values and are not directly inferred from the
dataset itself. Maximizing model performance relies heavily on
the indispensable task of fine-tuning hyperparameters, which
necessitates rigorous experimentation and the adept application
of optimization methodologies. The results of the
hyperparameters for MLPC-based hybrid models (MLPO and
MLCS) are represented in Table | for G2 and Table Il for G3
values. The hyperparameter of the MLPC-based models is
Layer_size. This comprehensive exposition substantially
enhances the transparency and reproducibility of models within
the field of machine learning research, furnishing invaluable
insights that deepen understanding and facilitate precise
replication of model configurations.

TABLE I. RESULT OF HYPERPARAMETERS FOR G2
Layer of Hyperparameter
Models
MLPC MLPO MLCS
Layer 1 Layer_size 74 71
Layer_size 22 69
Layer 2 -
Layer_size 27 16
Layer_size 46 29
Layer 3 Layer_size 37 56
Layer_size 13 31
TABLE II. RESULT OF HYPERPARAMETERS FOR G3
Hyperparameter
Layer of Models
MLPC MLPO MLCS
Layerl || aver size 2 53
Layer_size 23 86
Layer 2 -
Layer_size 19 99
Layer_size 12 34
Layer 3 Layer_size 13 19
Layer_size 12 20

This study aims to forecast learners' academic achievement
throughout the educational program to improve their skills and
increase their chances of success. The MLPC model, which
combines the two optimizers known as POA optimization and
CSA, is presented to achieve this aim. The model has a
favourable impact on the prediction of pupil achievement. In
this study, two novel models, MLCS and MLPO, are generated
by integrating the foundational model, MLPC, with optimizers
to enhance prognostic capabilities further. This section
encompasses a comparative analysis to determine the relative
effectiveness of each model over the others. A hybrid model's
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convergence is typically understood to signify that it has
reached its peak throughout the training process. When a
machine learning algorithm gets to a point where more
iterations of training do not significantly improve the model's
performance on the training set, it stabilizes its parameters and
becomes a convergent state. This is especially true for complex
models like hybrid models. In the context of hybrid models,
characterized by incorporating multiple model or technique
types, achieving convergence necessitates verification that each
constituent functions as intended and that the model achieves
overall prediction consistency. The monitoring of convergence
during the training phase commonly involves observing
effectiveness indicators or examining loss functions on a
validated dataset. Rapid convergence is imperative for a hybrid
model to comprehend knowledge structures and effectively
generalize its findings to novel, unseen data. Fig. 2 and 3
comprehensively compare models across two distinct targets,
G2 and G3, encompassing three layers. In the initial layer of
the G2 target, the MLCS model achieves stability at a core
value of 0.889 within 90 iterations, in contrast to the MLPO
model, which attains stability at a point of 0.899 in 120
iterations.

Although the MLPO model maintains a higher accuracy
than the MLCS model in the second layer, achieving stability
at 0.939 within 130 iterations, compared to the MLCS model's
accuracy of 0.927 measured in 128 iterations. Examination of
the third layer underscores the MLPO model's superior
accuracy in the G2 target, reaching an estimated value of 0.919
within 130 iterations, in contrast to the MLCS model, with a
measured value of 0.904 in 150 iterations. Incidentally, in the
first layer of the G3 target, the MLCS model, with an accuracy
of 0.861 measured in 148 iterations, is surpassed by the MLPO
model, which achieves a higher accuracy of 0.878 within 150
iterations. Subsequently, in the second layer, the MLCS model
reaches a level of 0.901 in the 90th iteration; however, the
MLPO model outperforms it with an accuracy of 0.914
measured in the 148th iteration. Ultimately, in the third layer,
the MLPO model attains an accuracy of 0.891 after 150
iterations. Conversely, the MLCS model exhibits weaker
performance with a lower accuracy measurement than the
MLPO model. Ultimately, the current line plot reveals that
higher accuracy is achieved by the POA optimizer when
combined with the base model across three layers of two
targets.

B. Results of Predictive Models

Table 111 delineates measured values of accuracy, precision,
recall, and F1 score across three phases—namely, train, test,
and all—within the G2 and G3 targets, each comprising three
layers. For instance, during the training phase, the MLPO
model exhibits values of 0.910, 0.913, 0.910, and 0.909 for
accuracy, precision, recall, and F1-score, respectively. In
contrast, the MLCS model in the training phase records values
of 0.906, 0.910, 0.906, and 0.905 for the corresponding
metrics. This comparative analysis underscores that the MLPO
model consistently attains higher accuracy in each of the four
metrics than the MLCS model in the same phase. However,
during the test phase for both models, precision emerged as the
metric with the highest value, specifically registering at 0.888
for the MLPO model and 0.863 for the MLCS model.
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Incidentally, in the second layer, the aggregate precision value
in the MLPO model is 0.940, surpassing the corresponding
value of 0.927 in the opposing model. Notably, the MLCS
model maintains uniform values across all phases for three
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metrics—accuracy, precision, and recall—except for the F1-
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score, where it records a lower value of 0.926, indicating
inferior accuracy compared to other metrics. In the final layer,
the MLPO model achieves accuracy values of 0.931 and 0.890
in the train and test phases, respectively.
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TABLE Ill.  RESULT OF PRESENTED MODEL FOR G2
Model Section — Index values
Accuracy Precision Recall F1_score
Train 0.910 0.913 0.910 0.909
MLPO (1) Test 0.873 0.888 0.873 0.870
All 0.899 0.905 0.899 0.898
Train 0.906 0.910 0.906 0.905
MLCS (1) Test 0.847 0.863 0.848 0.846
All 0.889 0.892 0.889 0.888
Train 0.953 0.954 0.953 0.953
MLPO (2) Test 0.907 0.9079 0.907 0.903
All 0.939 0.940 0.939 0.939
Train 0.946 0.949 0.946 0.945
MLCS (2) Test 0.881 0.891 0.881 0.878
All 0.927 0.927 0.927 0.926
Train 0.931 0.934 0.931 0.932
MLPO(3) Test 0.890 0.893 0.890 0.886
All 0.919 0.921 0.919 0.919
Train 0.921 0.921 0.921 0.920
MLCS (3) Test 0.864 0.873 0.864 0.865
All 0.904 0.905 0.904 0.904

In contrast, the MLCS model exhibits values of 0.921 and
0.864 for the corresponding terms in the train and test phases,
illustrating that, in both terms and phases, the MLPO model
consistently outperforms the MLCS model in accuracy. In
summary, it is noteworthy that the MLPO model demonstrates
superior performance compared to the MLCS model.
Examining two models within the G3 target across three layers
reveals that the MLPO model consistently maintains higher
accuracy than its counterpart. For instance, in the recall term
during the training phase, the MLPO model achieves a value of
0.892, whereas the MLCS model records a slightly lower value
of 0.888. Similarly, in the F1-score metric, the MLPO model
attains a value of 0.890, surpassing the MLCS model's F1-
score of 0.886. This subtle comparison unequivocally
underscores the MLPO model's superior accuracy compared to
the MLCS model. Concerning the second layer, the accuracy
values in the test phase for the MLPO and MLCS models are
0.864 and 0.856, respectively. Additionally, the precision
values of the MLPO and MLCS models are 0.873 and 0.866,
respectively. This observation signifies that the accuracy of the
MLPO model surpasses that of the opposing model. Moreover,
the MLPO model exhibits superior performance in the third
layer. For a more thorough comprehension, it is noteworthy
that the accuracy and precision values of the MLPO model
across all phases are higher than the corresponding values of
the MLCS model, with the accuracy comparison being 0.891 >
0.886. Ultimately, the accuracy of the MLPO model surpasses
that of the MLCS model in each layer of both targets. This
comparison is presented in Table IV for further examination.

C. Results of Classification Processes

The comparison between the MLPO and MLCS models in
two targets is illustrated in Tables V and VI, elucidating the

layer-wise accuracy of each model. Analogous to the preceding
tables, these tables contrast grades instead of phases. Notably,
the precision values of the MLPO model in the excellent grade
across the first, second, and third layers are recorded as 0.77,
0.88, and 0.84, respectively. This observation suggests that the
model's optimal performance is evident in the second layer,
outperforming the other layers. The recall values for the good
and acceptable grades in the MLPO model are 0.64 and 0.88 in
the first layer, 0.76 and 0.88 in the second layer, and 0.76 and
0.88 in the third layer. This implies that the performance of the
MLPO model is consistent in the second and third layers, while
it is comparatively lower in the first layer. In the first layer,
MLCS exhibits precision values of 0.74 and 0.96 for the
acceptable and poor grades, respectively. In the second layer,
the corresponding precision values are 0.85 and 0.96; in the
third layer, they are 0.86 and 0.94, respectively. This analysis
indicates that the model achieves higher accuracy in the third
layer for the acceptable grade, surpassing the accuracy in the
first and second layers. However, in the case of poor grades,
the functionality is optimal in the first and second layers,
contrasting with the third. It is pertinent to note that this
comparison pertains to the G2 target. Contrastingly, within the
G3 target, the recall values for the MLPO model in the first
layer are 0.76 for excellent grade and 0.65 for good grade; in
the second layer, they are 0.87 for excellent grade and 0.78 for
good grade, and in the last layer, they are 0.81 for excellent
grade and 0.83 for good grade. These statistics reveal that the
model demonstrates heightened accuracy in the excellent grade
of the second layer compared to the other layers. However, in
the context of the good grade, the second layer exhibits
superior functionality compared to the first and third layers.
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TABLE IV.  RESULT OF PRESENTED MODEL FOR G3

. Index values
Model Section —
Accuracy Precision Recall F1_score
Train 0.892 0.893 0.892 0.890
MLPO (1) Test 0.847 0.846 0.848 0.841
All 0.878 0.879 0.879 0.876
Train 0.888 0.885 0.888 0.886
MLCS (1) Test 0.822 0.8278 0.822 0.822
All 0.861 0.858 0.861 0.859
Train 0.935 0.937 0.935 0.935
MLPO (2) Test 0.864 0.873 0.864 0.866
All 0.914 0.918 0.914 0.914
Train 0.921 0.924 0.921 0.921
MLCS (2) Test 0.856 0.866 0.856 0.858
All 0.901 0.905 0.901 0.902
Train 0.917 0.920 0.917 0.918
MLPO (3) Test 0.831 0.845 0.831 0.832
All 0.891 0.896 0.891 0.893
Train 0.906 0.909 0.906 0.905
MLCS (3) Test 0.839 0.862 0.839 0.841
All 0.886 0.893 0.886 0.886

TABLE V. PERFORMANCE OF PRESENTED MODELS BASED ON THE GRADES IN G2

Model Grad Index values
ode rade
Precision Recall F1-score
Excellent 0.77 0.86 0.81
MLPO (1) Good 1.00 0.64 0.78
Acceptable 0.85 0.88 0.86
Poor 0.95 0.96 0.95
Excellent 0.81 0.77 0.79
MLCS (1) Good 0.92 0.67 0.77
Acceptable 0.74 0.88 0.80
Poor 0.96 0.96 0.96
Excellent 0.88 0.94 0.91
MLPO (2) Good 0.93 0.76 0.83
Acceptable 0.89 0.88 0.89
Poor 0.97 0.98 0.98
Excellent 0.87 0.88 0.88
MLCS (2) Good 0.96 0.73 0.83
Acceptable 0.85 0.88 0.86
Poor 0.96 0.98 0.97
Excellent 0.84 0.87 0.86
MLPO (3) Good 0.96 0.76 0.85
Acceptable 0.82 0.88 0.85
Poor 0.97 0.97 0.97
Excellent 0.81 0.82 0.82
MLCS (3) Good 0.96 0.82 0.89
Acceptable 0.86 0.89 0.88
Poor 0.94 0.95 0.94
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TABLE VI.  PERFORMANCE OF PRESENTED MODELS BASED ON THE GRADES IN G3
Index values
Model Grade —
Precision Recall F1-score

Excellent 0.80 0.76 0.78

Good 0.90 0.65 0.75
MLPO (1)

Acceptable 0.76 0.83 0.79

Poor 0.93 0.96 0.94

Excellent 0.72 0.74 0.73

Good 0.83 0.75 0.79
MLCS (1)

Acceptable 0.76 0.68 0.72

Poor 0.93 0.96 0.94

Excellent 0.82 0.87 0.84

Good 0.94 0.78 0.85
MLPO (2)

Acceptable 0.80 0.88 0.84

Poor 0.97 0.96 0.96

Excellent 0.78 0.81 0.79

Good 0.91 0.73 0.81
MLCS (2)

Acceptable 0.78 0.90 0.84

Poor 0.97 0.96 0.96

Excellent 0.71 0.81 0.76

Good 0.80 0.83 0.81
MLPO (3)

Acceptable 0.83 0.80 0.81

Poor 0.98 0.95 0.96

Excellent 0.72 0.79 0.75

Good 0.96 0.68 7941.00
MLCS (3)

Acceptable 0.79 0.87 0.83

Poor 0.95 0.95 0.95

Poor Accepiabie [ Good Excellent Poor Acceprable R G ood Lvcellen|

Fig. 4. 3D Bars plot for comparing the measured and predicted values.

Conversely, the recall values of the MLCS model in the
first layer are 0.74 for excellent grade and 0.75 for good grade;
in the second layer, they are 0.81 for excellent grade and 0.73
for good grade, and in the last layer, they are 0.79 for excellent
grade and 0.68 for good grade. These figures suggest that the
MLCS model exhibits enhanced functionality in the excellent
grade of the second layer. However, concerning the good

grade, it is noteworthy to emphasize that this model in the first
layer attains higher accuracy than the second and third layers.

Fig. 4 delineates the comparison between each layer's
measured and predicted values for the MLPO and MLCS
models in the G2 and G3 targets. The illustration of this plot
reveals that the accuracy of the MLPO model in the first layer
attains 21 out of 33 measured values. In the second layer, it

64|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

achieves 25 out of 33 measured values; in the last layer, it
similarly attains 25 out of 33 measured values. This
observation underscores that the MLPO model demonstrates
the highest accuracy in the excellent grade for the second and
third layers, surpassing the accuracy observed in the first layer.
Nevertheless, in the good grade, the accuracy of the MLPO and
MLCS models across all three layers is recorded at 50 out of
57 measured values, except for MLCS in the third layer, which
achieves a measured value of 51 out of 57. It is discernible that
this model exhibits superior functionality in the third layer
compared to other models across all three layers.

Regarding the acceptable grade, the MLPO model attains
the highest accuracy in the second layer, with 73 out of 78
measured values. The second-highest accuracy in the same
layer is observed for the MLCS model, recording 69 out of 78
measured values. In contrast, the third-highest accuracy is
attributed to the MLPO model in the first layer, achieving a
measured value of 67 out of 78. The comparative analysis
elucidates that superior performance is evident in both models
within the second layer when contrasted with other models in
different layers. Nevertheless, within the same target, the
measured value of the MLCS model in the third layer amounts
to 215 out of 227, indicative of the lowest measured value
across all layers among the models. The second-highest
performance is attributed to the MLPO model in the first layer,
achieving a measured value of 217 out of 227, while the third-
highest performance is observed for the MLCS model in the
same layer.

On the contrary, ascendancy is asserted by both the MLPO
and MLCS models in the second layer, attaining 223 out of 227
measured values. In the subsequent target, parity is observed
between the MLCS and MLPO models in the second layer and
the MLCS model in the first layer, registering 223 out of 233
measured values. However, the MLPO model in the first layer
stands out with the highest accuracy, recording 224 out of 233
measured values, particularly notable in the context of the poor
grade. For the acceptable grade, equivalence is noted as both
models in the third and second layers exhibit identical
measured values of 50 out of 62, representing the maximum
accuracy among models across all three layers. The MLCS
model in the third layer achieves the second-highest
performance, recording 49 out of 62 measured values.

Conversely, the least favourable measured value is
attributed to the MLCS model in the first layer. Notably, in the
good grade, optimal performance is observed in the MLCS
model within the second layer, achieving the highest measured
value of 54 out of 60. In contrast, the least favourable
performance in this grade is associated with the same model
but in the first layer, registering 41 out of 60 measured values.
In the highest grade, excellent, the highest accuracy is attained
by the MLPO model in the third layer, achieving 33 out of 40
measured values. The second-highest performance in this grade
is noted for the MLPO model in the second layer, with a
measured value of 31 out of 40. In contrast, the third-highest
performance is attributed to the MLCS model in the first layer,
recording 30 out of 40 measured values. The lowest
performance in the excellent grade is associated with the
MLPO model in the first layer, registering 26 out of 40
measured values.
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The accuracy of the models in the confusion matrix across
all three layers for two targets is depicted in Fig. 5 and 6. The
performance of the MLPO models in the G2 target, specifically
in layer one, is observed. In instances characterized by a
suboptimal grade, the recorded value is 217 out of 227,
reflecting a difference of 4.5%. Additionally, nine students are
misclassified in an acceptable grade and one in a good grade.
Similarly, within the same layer, the value for acceptable
grades is 67 out of 78, indicating a difference of 15.17%. In
this context, ten students are misclassified as having a poor
grade and one as having a good grade. The MLCS model's
measured value in the second layer of a suboptimal grade is
219 out of 223, reflecting a marginal difference of 1.81%. This
outcome entails misclassifying five students in an acceptable
grade, two in a good grade, and one in an excellent grade.

Conversely, the measured value for acceptable grades in the
first layer is 60 out of 62, with a difference of 3.28%,
accompanied by the misclassification of nine students with
poor grades, eight with good grades, and one with excellent
grades. Furthermore, in the second layer, the measured value of
the MLPO model in a good grade is 50 out of 60,
demonstrating an 18.18% difference and involving the
misclassification of two students in an excellent grade, four in
an acceptable grade, and one in a good grade. Incidentally,
within the G2 target of an excellent grade, the MLPO model
exhibits a difference of 27.59% in the second layer, entailing
the misclassification of six students in a good grade and two
students in an acceptable grade. Conversely, the MLCS model
in the G3 target of the current grade manifests a 50%
difference, accompanied by the misclassification of seven
students in a good grade and two in an acceptable grade.
Additionally, in the G2 target, the MLPO model in a poor
grade of the second layer demonstrates a 5.74% difference,
resulting in the misclassification of seven students in an
acceptable grade. Simultaneously, within an acceptable grade,
it showcases a 6.62% difference, leading to the
misclassification of five students with poor grades.

Regarding the good grade, it is imperative to note that it
exhibits a 13.8% difference, resulting in the misclassification
of four students in an acceptable grade, one in a poor grade,
and two in an excellent grade. In the same target and layer, the
MLCS model demonstrates a 1.78% difference in the poor
grade category, leading to the misclassification of three
students in an acceptable grade and one in a good grade.
Meanwhile, a 12.24% difference is observed for the acceptable
grade, entailing the misclassification of one student in a good
grade and eight students in a poor grade. In the third layer of
the G2 target, the MLPO model is observed to misclassify
seven students with a good grade and one student with an
acceptable grade, reflecting a 27.59% difference. This denotes
the performance of the current model in an excellent grade.

Conversely, the MLCS model in the same target, layer, and
grade exhibits a 20% difference, accompanied by the
misclassification of six students with good grades. Upon
reaching the G3 target and assessing the models' performance
in the first layer, a discernible discrepancy is observed between
the MLCS model and the MLPO model in the context of an
excellent grade. Specifically, the MLPO model manifests a
substantial 42.4% difference in an excellent grade,
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accompanied by the misclassification of eleven students in a
good grade, one in an acceptable grade, and two in a poor
grade. In contrast, the MLCS model exhibits a 28.57%
difference, misclassifying eight students with good grades and
two with acceptable grades. In the second layer, the MLPO
model demonstrates a 12.39% difference, with the
misclassification of two students in an excellent grade, two in
an acceptable grade, and one in a poor grade.

Conversely, the MLCS model in the same layer features a
10.53% difference, entailing the misclassification of three
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students with excellent grades and three with acceptable
grades. Nevertheless, a singular examination of one stage for
each model might suggest that the MLCS model exhibits
superior accuracy compared to the alternative model. However,
when considering the comprehensive assessment across all
layers, it becomes apparent that the functionality of the MLPO
model surpasses that of the MLCS model in each respective

layer.
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Fig. 5. Confusion matrix for accuracy of each model for G2 values.
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The subsequent column plot illustrates the percentage
achievements of the developed models. Specifically, within the
G2 target, the MLPO model in the second layer attains the
highest accuracy at 0.93924, followed by the MLCS model in
the same layer with a percentage of 0.92658, securing the
second rank. The MLPO model in the third layer holds the
third rank with a percentage of 0.91899. This concise
comparison indicates that the MLPO model in the second layer
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exhibits superior functionality compared to the other layers.
Nevertheless, the MLPO model in the second layer is
characterized by superior precision relative to the other models,
achieving a percentage of 0.9395. The MLCS model in the
second layer and the MLPO model in the third layer secure the
second and third ranks, respectively, with percentages of
0.9274 and 0.9214, respectively.
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Additionally, the recall and F1-score values of the MLPO
model, standing at 0.9392 and 0.9385, surpass those of the
alternative models. In summary, the performance of MLPO L2
not only outperforms the MLCS model but also exceeds its
performance in other layers. Upon a cursory examination, it
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becomes evident that MLPO L2 in the G3 target attains
elevated accuracy, precision, recall, and F1-score values. The
column plots in Fig. 7 and 8 illustrate the achievement
percentage for developed models as assessed by evaluators.

100

0.95

0.90

0.85 4

0.80

Precision

0.75 4

0.70 <

0.65 5

0.66 -
MLPO(IL)  MLCS({IL) MLPO(ZL} MLCS(2L) MLPO(L) MLCS{(3L)
100

G2

0.95 4

0.90

0.85 4

0.80 <

FI score

0.75 4

0.70 <

|
1
|
L
|
1
1
!
|
1
1
|
|
1
1
|
!
|
1
|
1

MLPO(IL)  MLCS(IL) MLPO¢2Li MLCS(2L) MIPO (L) MLCS(3L)
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Fig. 9. The result of the ROC curve.

A binary classification model's performance at different
classification thresholds is represented graphically by the
Receiver Operation Characteristic (ROC) curve presented in
Fig. 9. It shows how different threshold values affect the trade-
off between the genuine positive rate (sensitivity) and the false
positive rate (1-specificity). The following are important ideas
about ROC curves: True Positive Rate (Sensitivity): The

percentage of real positive cases the model accurately predicts
is the true positive rate. To compute it, divide the number of
true positives (TP) by the quantity of false negatives (FN), or
TP /(TP + FN). False Positive Rate (1-Specificity): This refers
to the percentage of real negative cases the model mispredicts
as positive. The formula for calculating it is FP / (FP + TN),
where FP stands for false positives and TN for true negatives.
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Threshold: Predictions in binary classification models are
frequently predicated on a probability threshold. Positive
observations are those whose estimated probability falls above
the threshold; negative observations fall below it.

By changing this threshold and seeing how the true positive
rate and false positive rate change in tandem, ROC curves are
produced. Area Under the ROC AUC-ROC curve: This
concisely indicates the classifier's overall effectiveness and
potential classification levels. It offers a solitary scalar value
that symbolizes the model's overall performance. On the other
hand, AUC-ROC values of 1.0 and 0.5 suggest models with
performance comparable to random chance and are regarded as
ideal, respectively. On the other hand, the following
convergence curve shows the optimal model (MLPO 2), whose
grade has the highest accuracy and a rank of false positive rate
that approaches 1.0. The current plot demonstrates that the
performance of the best model within an acceptable range is
deemed unsatisfactory, as evidenced by its attainment of a true
positive rate of 1.0 after a false positive rate of 0.8. The best
model exhibits improvement in both poor and good
performance categories, yet it remains insufficient. An
examination of the excellent performance category reveals that
the vector achieves a true positive rate of 1.0 before a false
positive rate of 0.2.

Consequently, the optimal performance of MLPO 2 is
realized in the excellent grade of the G2 target. On the contrary

Vol. 15, No. 4, 2024

target, superior performance is observed in the good grade by
the best model, with a true positive rate of 1.0 occurring before
a false positive rate of 0.2. Following the good grade, the
subsequent rank is assigned to the excellent grade, while the
poor and acceptable grades occupy the third and fourth ranks,
respectively.

IV. DISCUSSION

A. Comparing Previous Studies vs. Present Study

The findings from three articles investigating student
performance in the literature—specifically, one by Bichkar and
R. R. Kabra [31], another by Edin Osmanbegovic et al. [32],
and a third by Nguyen and Peter [33] —are succinctly
summarized in Table VII. Notably, the research conducted by
Nguyen and Peter, employing the DTC model, demonstrated
the highest accuracy rate of 82%. In contrast, within this
particular present study, which endeavors to forecast and
classify students' performance in Portuguese language based on
their G2 and G3 scores, the combination of the MLPC model
and POA optimization algorithm yielded remarkable results.
The accuracy metrics recorded were 95.3% for G2 and 93.5%
for G3. Consequently, the proposed methodology achieved
notably more reliable outcomes compared to prior studies,
underscoring its efficacy in enhancing predictive accuracy and
classification precision.

TABLE VII. RESULT OF PRESENTED AND PUBLISHED STUDIES
Author (s) Model Accuracy
Bichkar and R. R. Kabra [31] DTC 69.94%
Edin Osmanbegovic et al. [32] NBC 76.65%
Nguyen and Peter [33] DTC 82%
Present study for G2 MLPC+POA (2) 95.3%
Present study for G3 MLPC+POA (2) 93.5%

V. CONCLUSION

To sum up, utilizing the MLPC model in conjunction with
the Pelican Optimization and Crystal Structure Algorithm
optimizers presents a viable method for predicting achievement
among learners. Using these sophisticated methodologies
enhances the precision and efficacy of evaluating learning
objectives. This study highlights the possibilities for
subsequent breakthroughs in educational analytics while also
improving the accuracy of achievement prediction using
complex machine learning algorithms and optimization
techniques. The combined use of Crystal Structure Algorithm
Optimizers, Pelican Optimization, and MLPC demonstrates a
strong foundation for forecasting and comprehending students'
academic performance. This opens the door for more
knowledgeable and focused interventions in educational
settings.

Nevertheless, within the scope of this study, an evaluation
of the performance of MLPO and MLCS models is conducted
across three distinct layers of the G2 and G3 targets. The
findings reveal that the MLPO model in the second layer of
both targets demonstrates superior accuracy, precision, recall,
and F1-score, registering percentages of 0.9324 and 0.91392

for accuracy, 0.9395 and 0.9139 for precision, 0.9393 and
0.9139 for recall, and 0.9385 and 0.9144 for F1-score,
respectively. Conversely, MLPO L2 achieves the highest
accuracy in the G3 target, specifically in the acceptable grade,
with a measured value of 54 out of 62, in contrast to MLCS L1,
which records the lowest accuracy in the same grade and
target, with a measured value of 46 out of 62. This comparison
suggests that the MLPO model L2, given its elevated accuracy,
can predict student performance with a high degree of
precision. There is substantial potential for the educational
system to utilize this model for advancements in this domain.
Notably, the outcomes of this predictive process can be applied
in real-world scenarios, yielding consistent results.

REFERENCES

[1] K.-L. Tsui, V. Chen, W. Jiang, F. Yang, and C. Kan, “Data mining
methods and applications,” in Springer handbook of engineering
statistics, Springer, 2023, pp. 797-816.

[2] Q. H. Ngbé and N. M. Trinh, “A University Student Dropout Detector
based on Academic Data-A case study at FPT University.” FPTU Ha
Noi, 2023.

[3] S. Chatterjee, T. P. Singh, S. Lim, and A. Mukhopadhyay, “Social
Media and Crowdsourcing”.

[4] P.T.T. Thao et al., “55 Khoa Hoc Giao Duc Viét Nam,” 2023.

70|Page

www.ijacsa.thesai.org




[5]
[6]
[71
(8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

(IJACSA) International Journal of Advanced Computer Science and Applications,

S. Dutta and S. Mandi, “Can One Deep Model Be Effective in Multiple
Domain? a Case Study with Public Datasets,” EasyChair, 2023.

A. Rawal and B. Lal, “Predictive model for admission uncertainty in
high education using Naive Bayes classifier,” Journal of Indian Business
Research, vol. 15, no. 2, pp. 262-277, 2023.

S. Sengupta, “Search for Articles,” 2023.

S. Jordao, D. Durdes, and P. Novais, “Performance Analysis of Models
Used to Predict Failure in Secondary School,” in International
Conference on Data Science and Artificial Intelligence, Springer, 2023,
pp. 339-348.

S. Khan and M. Shaheen, “From data mining to wisdom mining,” J Inf
Sci, vol. 49, no. 4, pp. 952-975, 2023.

S. Chanmee and K. Kesorn, “Semantic decision Trees: A new learning
system for the ID3-Based algorithm using a knowledge base,” Advanced
Engineering Informatics, vol. 58, p. 102156, 2023.

S. Bum, I. B. Torliam, E. O. Okube, and A. lorliam, ‘“Prediction of
Student’s Academic Performance Using Linear Regression,”
NIGERIAN ANNALS OF PURE AND APPLIED SCIENCES, vol. 2,
pp. 259-264, 2019.

A. M. Shahiri and W. Husain, “A review on predicting student’s
performance using data mining techniques,” Procedia Comput Sci, vol.
72, pp. 414-422, 2015.

D. Thammasiri, D. Delen, P. Meesad, and N. Kasap, “A critical
assessment of imbalanced class distribution problem: The case of
predicting freshmen student attrition,” Expert Syst Appl, vol. 41, no. 2,
pp. 321-330, 2014.

L. D. Yulianto, A. Triayudi, and 1. D. Sholihati, “Implementation
Educational Data Mining For Analysis of Student Performance
Prediction with Comparison of K-Nearest Neighbor Data Mining
Method and Decision Tree C4. 5: Implementation Educational Data
Mining For Analysis of Student Performance Prediction w,” Jurnal
Mantik, vol. 4, no. 1, pp. 441-451, 2020.

H. Zhou, Z. Wu, N. Xu, and H. Xiao, “PDR-SMOTE: an imbalanced
data processing method based on data region partition and K nearest
neighbors,” International Journal of Machine Learning and Cybernetics,
pp. 1-16, 2023.

D. Kabakchieva, K. Stefanova, and V. Kisimov, “Analyzing university
data for determining student profiles and predicting performance,” in
Educational Data Mining 2011, 2010.

Y. Fan, Y. Liu, H. Chen, and J. Ma, “Data Mining-based Design and
Implementation of College Physical Education Performance
Management and Analysis System.,” Int. J. Emerg. Technol. Learn., vol.
14, no. 6, pp. 87-97, 2019.

J.-M. Trujillo-Torres, H. Hossein-Mohand, M. Goémez-Garcia, H.
Hossein-Mohand, and F.-J. Hinojo-Lucena, “Estimating the academic
performance of secondary education mathematics students: A gain lift
predictive model,” Mathematics, vol. 8, no. 12, p. 2101, 2020.

P. Strecht, J. Mendes-Moreira, and C. Soares, “Merging Decision Trees:
a case study in predicting student performance,” in Advanced Data
Mining and Applications: 10th International Conference, ADMA 2014,

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

Vol. 15, No. 4, 2024

Guilin, China, December 19-21, 2014. Proceedings 10, Springer, 2014,
pp. 535-548.

S. Kotsiantis, “Educational data mining: a case study for predicting
dropout-prone students,” Int J Knowl Eng Soft Data Paradig, vol. 1, no.
2, pp. 101-111, 2009.

S. K. Yadav and S. Pal, “Data mining: A prediction for performance
improvement of engineering students using classification,” arXiv
preprint arXiv:1203.3832, 2012.

A. O. Ogunde and D. A. Ajibade, “A data mining system for predicting
university students’ graduation grades using ID3 decision tree
algorithm,” Journal of Computer Science and Information Technology,
vol. 2, no. 1, pp. 21-46, 2014.

S. Alturki and N. Alturki, “Using educational data mining to predict
students’ academic performance for applying early interventions,”
Journal of Information Technology Education: JITE. Innovations in
Practice: 1P, vol. 20, pp. 121-137, 2021.

E. Osmanbegovic and M. Suljic, “Data mining approach for predicting
student performance,” Economic Review: Journal of Economics and
Business, vol. 10, no. 1, pp. 3-12, 2012.

B. Olukoya, “Using ensemble random forest, boosting and base
classifiers to ameliorate prediction of students’ academic performance,”
vol. 6, p. 654, Mar. 2023.

X. Zhang, R. Xue, B. Liu, W. Lu, and Y. Zhang, “Grade prediction of
student academic performance with multiple classification models,” in
2018 14th International Conference on Natural Computation, Fuzzy
Systems and Knowledge Discovery (ICNC-FSKD), IEEE, 2018, pp.
1086-1090.

S. Talatahari, M. Azizi, M. Tolouei, B. Talatahari, and P. Sareh, “Crystal
structure algorithm (CryStAl): a metaheuristic optimization method,”
IEEE Access, vol. 9, pp. 71244-71261, 2021.

S. A. Farooqui et al., “Crystal Structure Algorithm (CryStAl) Based
Selective Harmonic Elimination Modulation in a Cascaded H-Bridge
Multilevel Inverter,” Electronics (Basel), vol. 10, no. 24, p. 3070, 2021.

J. C. Thomas, A. R. Natarajan, and A. Van der Ven, “Comparing crystal
structures with symmetry and geometry,” NPJ Comput Mater, vol. 7, no.
1, p. 164, 2021.

T. Sag, “PVS: a new population-based vortex search algorithm with
boosted exploration capability using polynomial mutation,” Neural
Comput Appl, vol. 34, no. 20, pp. 1821118287, 2022.

R. R. Kabra and R. S. Bichkar, “Performance prediction of engineering
students using decision trees,” Int J] Comput Appl, vol. 36, no. 11, pp. 8—
12, 2011.

E. Osmanbegovic and M. Suljic, “Data mining approach for predicting
student performance,” Economic Review: Journal of Economics and
Business, vol. 10, no. 1, pp. 3-12, 2012.

N. T. Nghe, P. Janecek, and P. Haddawy, “A comparative analysis of
techniques for predicting academic performance,” in 2007 37th annual
frontiers in education conference-global engineering: knowledge without
borders, opportunities without passports, IEEE, 2007, pp. T2G-7.

71|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 4, 2024

DUF-Net: A Retinal Vessel Segmentation Method
Integrating Global and Local Features with Skeleton
Fitting Assistance

Xuelin Xu', Ren Lin?, Jianwei Chen?, Huabin He*
School of Computer Science and Mathematics, Fujian University of Technology, Fujian, China® 23
School of Electronic, Electrical Engineering and Physics, Fujian University of Technology, Fujian, China*
Fujian Provincial Key Laboratory of Big Data Mining and Applications, Fujian University of Technology, Fujian, China®: 22

Abstract—Assisted  evaluation through retinal  vessel
segmentation facilitates the early prevention and diagnosis of
retinal lesions. To address the scarcity of medical samples,
current research commonly employs image patching techniques
to augment the training dataset. However, the vascular features
in fundus images exhibit complex distribution, patch-based
methods frequently encounter the challenge of isolated patches
lacking contextual information, consequently resulting in issues
such as vessel discontinuity and loss. Additionally, there are a
higher number of samples with strong contrast vessels compared
to those with weak contrast vessels in retinal images. Moreover,
within individual patches, there are more pixels of strong
contrast vessels compared to weak contrast vessels, leading to
lower segmentation accuracy for small vessels. Hence, this study
introduces a patch-based deep neural network method for retinal
vessel segmentation to address the issues. Firstly, a novel
architecture, termed Double U-Net with a Feature Fusion
Module (DUF-Net), is proposed. This network structure
effectively supplements missing contextual information and
improves the problem of vessel discontinuity. Furthermore, an
algorithm is introduced to classify vascular patches based on
their contrast levels. Subsequently, conventional data
augmentation methods were employed to achieve a balance in the
number of samples with strong and weak contrast vessels.
Additionally, method with skeleton fitting assistance is
introduced to improve the segmentation of vessels with weak
contrast. Finally, the proposed method is evaluated across four
publicly available datasets: DRIVE, CHASE_DB1, STARE, and
HRF. The results demonstrate that the proposed method
effectively ensures the continuity of segmented blood vessels
while maintaining accuracy.

Keywords—Fundus image; vessel segmentation; skeleton
fitting; data augmentation; patch classification

. INTRODUCTION

The eye stands as one of the paramount sensory organs in
the human body, serving as the primary conduit for external
stimuli  reception.  Presently, propelled by societal
advancements and the proliferation of electronic devices, there
is a sustained escalation in the prevalence of ophthalmic
diseases among patients. Today, with the development of
society and the widespread use of electronic devices, the
number of patients with ophthalmic diseases continues to
increase. Ophthalmic diseases are closely associated with
retinal lesions, with glaucoma, diabetic retinopathy, and

*Corresponding Author.

diabetic macular degeneration being major causes of global
blindness [1]. Retinal fundus images represent the singular
non-invasive modality for observing the deep microvascular
system, encompassing a diverse array of retinal structures such
as the retinal vascular tree, optic disc, fovea centralis, and
macula [2]. The early clinical characteristics of diabetic
retinopathy encompass microaneurysms, dot and blot
hemorrhages, cotton wool spots, and intraretinal microvascular
abnormalities [3]. The characteristic sign of glaucoma is optic
disc cupping, and the ratio of the cup to disc area in fundus
images, referred to as the cup-to-disc ratio (CDR), serves as a
vital structural metric for evaluating the presence and
advancement of glaucoma [4]. The hallmark of age-related
macular degeneration (AMD) is the infiltration of choroidal
vasculature into the macular region, accompanied by
heightened vascular permeability [4]. Variations in retinal
structure are pivotal for diagnosing diabetic retinopathy,
glaucoma, and AMD. Given that retinal vessel segmentation is
essential for visualizing and quantifying retinal pathology, it is
an indispensable component in the analysis of retinal diseases
[5]. The conventional method for retinal vessel segmentation is
characterized by its costly, intricate, and time-intensive nature.
Furthermore, challenges such as uneven illumination, complex
vascular structures, and low vessel-background contrast in
images contribute to inconsistencies in vessel segmentation
across different experts [6]. This has spurred the advancement
of automated retinal vessel segmentation technology.

Traditional segmentation methods mainly include line
detection [7], edge detection [8], matched filtering [9] [10], and
shape-based methods [11] [12]. These methods perform vessel
segmentation based on vessel edge pixels or shape features.
The main reason is that, compared to the background, the edge
and shape information of vessels with strong contrast are more
prominent, making their features easier to learn. In recent years,
deep learning methods have propelled the progress of retinal
vessel segmentation techniques, surpassing traditional machine
learning methods [13]. Deep learning methods do not require
manual feature design and can effectively extract key features
from data while achieving good accuracy and generalization
capabilities, thus promoting the development of retinal vessel
segmentation methods [14] [15]. Currently, there are generally
two types of retinal vessel segmentation methods based on
deep learning [16]. End-to-end methods are one of the types,
sacrificing spatial resolution to ease memory constraints during

72|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

training. However, these methods lead to in the loss of spatial
information in retinal vessel images. On the other hand, patch-
based segmentation methods are another type. Although these
methods enhance data samples, it may lead to a lack of
contextual information between independent patches. Through
observation, we notice that there are more samples of vessel
patches with strong contrast compared to those with weak
contrast, and within individual patches, there are more pixels of
vessels with strong contrast compared to those with weak
contrast. These issues may result in problems such as vessel
discontinuity and poor segmentation of small vessels when
restoring segmented blocks to the original image size.

Therefore, in this paper, we first compare the pixel values
of vessels and background within vessel patches. If a patch
contains a higher proportion of pixels with strong vessel
contrast, it is classified as a Contrast Strong Vessel Patch
(CSVP); otherwise, it is classified as a Contrast Weak Vessel
Patch (CWVP). Next, we introduce a novel network structure
named DUF-Net, which is capable of learning both global and
local information, effectively supplementing missing
contextual information between patches. Additionally, we
design a patch classification algorithm to perform patch
classification and quantity statistics. Data augmentation is
utilized to augment deficient image patches, aiming to balance
the number of samples for various types of retinal vessel
pathology, including CSVP and CWVP. Additionally, a
training method integrating skeleton fitting assistance is
introduced to enhance the model's segmentation capability for
CWVP within individual samples. In summary, the principal
contributions of this paper can be outlined as follows:

e In order to compensate for the absence of contextual
information between patches, We introduce a novel
network structure named DUF-Net. It is capable of
simultaneously learning both global and local features,
guiding the model to capture contextual information
surrounding the patches and thereby improving the
completeness of vessel segmentation.

e To improve the segmentation capability of CWVP, a
patch classification algorithm was designed to balance
the quantity of CSVP and CWVP samples.
Additionally, during training, prior knowledge of vessel
skeletons and corresponding loss functions were
introduced to guide the model in learning CWVP
features and address the issue of pixel imbalance within
individual patches.

e We assessed the proposed method across four publicly
available datasets and conducted comparisons with six
latest methods. Experimental findings affirm the
efficacy and robustness of the proposed approach.

The remaining sections of this paper are organized as
follows. Section Il provides a review of traditional and deep
learning methods in retinal vessel segmentation. Section Il
provides a detailed explanation of the proposed method.
Section IV showcases the implementation details of the
experiments. Section V presents the experimental results.
Section VI and VII respectively discuss and summarize the
proposed method.

Vol. 15, No. 4, 2024

Il.  RELATED WORK

Research on retinal vessel segmentation can be categorized
into traditional methods and deep learning methods.

A. Traditional Methods

Traditional methods involve direct detection of features or
edge pixels in retinal vessel images. Sheng et al. [17] combined
geometric structures, texture, color, and spatial information in
the image while simultaneously refining the segmentation
results using a minimum spanning superpixel tree to refine
segmentation results. Lam et al. [18] proposed a novel multi-
concave modeling approach for handling bright lesions in the
perceptual space and removing dark lesions that differ from the
retinal vascular structure. To improve vessel segmentation
efficiency, Rezaee and Haddadnia [19]employed a
skeletonization and fuzzy entropy thresholding segmentation
algorithm. They differentiated retinal main vessels from other
tissue components through adaptive filtering and fuzzy entropy
thresholding. In summary, although the aforementioned
methods do not require training and have lower complexity,
they heavily rely on filter design and often exhibit lower
accuracy.

In machine learning, manual feature extraction is utilized
for retinal fundus image analysis, followed by classification
using common classifiers such as k-nearest neighbors (KNN)
[20], support vector machine (SVM) [21], and Bayesian
methods [22] [23]. Orlando et al. [24] utilized conditional
random fields and support vector machines for retinal fundus
image vessel segmentation. Zhu et al. [25] presented a
supervised approach employing Extreme Learning Machine
(ELM). This method involved constructing matrices by
extracting features from each pixel of each retinal image and
the manually labeled pixels, which were then input into ELM.
These approaches heavily depend on prior knowledge or
necessitate a series of complex operations for extracting
discriminative features, thereby lacking generalization ability
[26].

The segmentation performance of traditional methods
needs improvement, especially when facing environments with
retinal lesion features and low brightness. Traditional methods
lack generalization capabilities in such scenarios. As a result,
deep neural networks have found extensive applications in the
field of retinal imaging.

B. Deep Learning Methods

Deep learning approaches equipped with automatic feature
recognition capabilities exhibit superior performance in the
field of retinal vessel segmentation compared to traditional
methods. Overall, these methods can be categorized into two
main types [16]. An end-to-end training approach is one of the
types, because of its simple and stable performance has
attracted the attention of many researchers. Hu et al. [27]
incorporate a saliency mechanism to leverage features from
one block as attention cues for the features of the subsequent
block, effectively mitigating the problem of data imbalance.
Moreover, o enhance the integrity and continuity of vessels
after segmentation, Mou et al. [28] utilize a dense dilated
model to integrate the newly proposed dense dilated feature
extraction blocks, with the goal of extracting and accumulating
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features across various scales. For improving the segmentation
of fine vessels, Mishra et al. [29] employ the mean retinal
vessel width and align it with the effective receptive field to
identify the location of auxiliary supervision, thereby directing
the model's attention towards fine vessels. The consecutive
downsampling leads to the loss of a considerable amount of
spatial feature information. To mitigate this challenge, Wang et
al. [30] introduced two paths separately in the encoder and
decoder, enhancing the model's capability for detailed
representation and discrimination.

Patch-based segmentation methods are another type. In
recent years, patch-based segmentation methods, which reduce
computational pressure while minimizing the impact on vessel
morphology, have been extensively investigated by many
scholars. Dasgupta et al. [31] extracted 28 X 28 patches from
preprocessed images and fed them into a CNN network for
vessel segmentation. To ameliorate the problem of pixel
imbalance between contrast strong vessels and contrast weak
vessels in retinal images, Yan et al. [32] cropped retinal images
into small 128 X 128 patches and proposed a loss function to
balance contrast strong vessel and contrast weak vessel,
enabling the model to learn more effective vessel segmentation
features. Wu et al. [33] link two identical multi-scale backbone
networks to facilitate the direct propagation of useful multi-
scale features from shallow layers to deep layers. Wang et al.
[34] designed three decoder networks: the first network
dynamically localized image segmentation difficulty areas,
while the other two networks are utilized for segmenting
difficult and easy regions, respectively. Meanwhile, attention
mechanisms were introduced in the network to enhance the
focus on features of difficult areas in images. Yang et al. [35]
designed an effective loss function to accommodate the two
distinct vessel segmentation tasks, thereby improving the
imbalance issue between thick and thin vessel segmentation
ratios. Tan et al. [36] addressed the issue of having more pixels
of strong contrast vessels than weak contrast vessels within
individual patches by introducing skeleton priors and contrast
losses. However, this method utilized maximum pooling on all
extracted features before introducing skeleton-assisted vessel
segmentation, leading to some contrast weak vessel missing
and insufficient guidance for the model to learn contrast weak
vessel. Therefore, we design a retinal vessel segmentation
method that incorporates skeleton fitting assistance and fusion
of global and local features to address vessel discontinuity and
improve contrast weak vessel segmentation effectiveness.

I1l.  METHODOLOGY

Firstly, we preprocess the original images by cropping
them into several small patches. We balance the number of
different class image patches through sample correction, and
then perform image enhancement on CWVP. Secondly, the
preprocessed patch samples are fed into the proposed Double
U-Net with a Feature Fusion Module Networks (DUF-Net) to
obtain corresponding segmentation maps. The DUF-Net
architecture consists of green and blue Base-Nets, along with a
Feature Fusion Module (FFM) designed to learn and fuse
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global and local information from the patches. Additionally,
the feature maps outputted by the two Base-Net models are fed
into the Skeleton Fitting Assistance (SFA) section. Finally, the
segmented patches are restored to the original image size. The
specific workflow is illustrated in Fig. 1.
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Fig. 1. Workflow of the proposed a retinal vessel segmentation method
integrating global and local features with skeleton fitting assistance.

A. Preprocessing

Due to the limited quantity of existing retinal vessel
datasets and the difficulty for models to learn contrast weak
vessel features, we propose a preprocessing method consisting
of two main stages: sample correction and image enhancement,
as illustrated in Fig. 2.

_____________________
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Fig. 2. The preprocessing steps.

1) Sample correction: This paper employs a patch-based
approach for image segmentation. Firstly, patches are
extracted from the original image using a sliding window
approach to augment the model's training samples. Within
these samples, patches are categorized into CSVP and CWVP.
Typically, CSVP samples outnumber CWVP samples,
resulting in suboptimal segmentation performance for CWVP
samples. To address the issue of imbalanced CSVP and
CWVP sample quantities, this paper designs a patch
classification algorithm, as shown in Algorithm 1. This
algorithm aims to achieve a balanced state with a nearly 1:1
ratio of samples for different classes in the training set. Data
augmentation techniques are applied to CWVP; including
random flipping, rotation, and Gaussian noise addition, to
bring its quantity closer to that of CSVP.
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Algorithm 1: patch classification Algorithm

Require: The Ground Truth Gt of the patch.
Ensure: The class of the patch.

1:  Set Gt_temp= Gt/ 255.

2:  Set first_eroded = the erosion of Gt_temp.

3:  Set dilated = the dilation of first_eroded.

4:  Set T1=Gt_temp - dilated_image.

5:  Set second_eroded = the erosion of first_eroded.

6:  Set T2 =first_eroded - second_eroded.

7:  Calculate the sum of pixels with a value of 1 in images T1
and T2 to obtain S1 and S2, respectively.

8 If S1>82

9: ¢ =CWVP

10: else

11: ¢ =CSVP

12:  Output the class ¢ of the patch

2) The details of Algorithm 1 are described as follows:

a) Step 1: Perform the first erosion operation on the
ground truth, followed by a dilation operation, to obtain an
image representing contrast strong vessel pixels.

b) Step 2: The ground truth is subtracted from the result
of dilation in Step 1 to obtain the image T1, which represents
contrast weak vessel pixels that are deleted after the first
erosion.

c) Step 3: Perform second erosion on the result obtained
after the first erosion in Step 1.

d) Step 4: Subtract the result obtained after the second
erosion in Step 3 from the result obtained after the first
erosion in Step 1 to obtain the image T2, representing contrast
weak vessel pixels that are deleted after the second erosion.

e) Step 5: Calculate the pixel sum for both T1 and T2
images to obtain S1 and S2, respectively. If S1 is greater than
S2, the patch is classified as CWVP; otherwise, it is classified
as CSVP.

3) Image enhancement: This paper employs a sliding
window cropping approach to increase training samples;
however, the background of fundus images exhibits relatively
uniform brightness and weak lighting compared to blood
vessels. In scenarios with low brightness and weak lighting,
the model lacks generalization ability and struggles to achieve
satisfactory segmentation results in complex environments.
Moreover, In CWVP, the vessels exhibit lower contrast with
the background, leading to increased learning difficulty and
the introduction of noise during the segmentation process,
affecting accuracy. The basic idea is to enhance the contrast of
randomly selected CWVP samples, considering that different
contrasts typically highlight different details. The main concept
of this method is outlined in Eq. (1). Specifically, a probability
factor p is randomly generated from the range [0, 1]. When p
falls within the range [0, 0.5] and the patch corresponds to
CWVP, contrast enhancement is applied. Otherwise, the
image remains unaltered, without contrast enhancement.

X _Jo-T(X), X e CWVP and p €[0,0.5]
new X, otherwise

@
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where, X represents the original fundus image, Xnew denotes
the obtained new image sample, T signifies contrast
enhancement applied to the image, and 0 represents a randomly
generated contrast factor within the range [0.5, 1.5].

B. DUF-Net

The architecture of the DUF-Net is depicted in Fig. 3,
consisting of green and blue Base-Nets and a Feature Fusion
Module (FFM). Patch A corresponds to the output obtained in
Fig. 2, with lengths and widths denoted as H and W,
respectively. Due to the patch segmentation approach, there is
a loss of contextual information around the patch, leading to
the issue of vessel discontinuity after segmentation. Therefore,
while feeding Patch A into the model, it is simultaneously
center-cropped to obtain Patch B, with lengths and widths
represented as h and w, respectively. The final segmentation
map outputted by the model has the same dimensions as Patch
B. Patch A is inputted into the green Base-Net for learning
global features, while Patch B is inputted into the blue Base-
Net to capture local features. Subsequently, the Feature Fusion
Module (FFM) is employed to integrate global and local
features, completing the supplementation of missing contextual
information to prevent vessel discontinuity issues after
segmentation.

ol o

hxwxd hxwxd hxwxy

Inputes

Qutputs

NxHxWx3

Fig. 3. DUF-Net architecture.

In Fig. 3, the Base-Net utilizes the U-Net model, which
typically employs a downsampling structure to achieve a larger
receptive field for capturing more semantic information. It
utilizes upsampling to restore the original image, and spatial
information recovery is achieved through skip connections,
resulting in improved accuracy [37]. In order to reduce model
parameters and minimize the loss of spatial structural
information during the model downsampling process, an
enhanced U-Net is designed, as illustrated in Fig. 4. The
number of downsampling steps is reduced from four to three,
and the channel count is halved from [64, 128, 256, 512] to
[32, 64, 128, 256].The DUF-Net model employs the Base-Net
as a feature generator for producing global and local
information features. Subsequently, Patch A and Patch B are
separately input into the green and blue Base-Nets, resulting in
corresponding features Fa and Fb. Fa represents features
obtained from Patch A, incorporating contextual information
around the patch, while Fb represents local information
features derived from Patch B.
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Fig. 4. Base-Net architecture.

Furthermore, we introduce a Feature Fusion Module (FFM)
designed to merge feature information of varying scales
generated by different Base-Net. As depicted in Fig. 3, this
module is primarily composed of three components: the
dimension adaptation stage, the feature concatenation stage,
and the feature adaptation stage. Fa and Fb represent the
features generated from the Base-Net model. Due to the
disparate patch sizes of Patch A and Patch B, the
corresponding feature sizes differ. To facilitate effective
fusion, Fa's feature is centrally cropped, resizing it from H X
W to hXw, yielding the feature Fa‘. This cropping ensures
consistency in size with Fb while retaining contextual features
around the patch. The next step involves concatenating the two
input features. As outputs from different-sized input images
yield distinct features, a simple concatenation might not
effectively integrate global and local features, potentially
leading to the loss of edge information during learning. Thus,
for effective feature fusion, the feature adaptation stage
employs a 1 X1 channel-wise convolution to adjust the weights
of the concatenated features. This convolution can be
considered a weight vector that highlights important channel
information. Subsequently, two 1X1 convolutions are used to
learn the adjusted features' weights, reducing the channel count
by half. Yo denotes the output of the fusion module and can be
computed as given in Eq. (2):

Yout = 7(7([Fa®, Fb]® k) *k,) *kq @)

where, k1, k2, and k3 represent 1 X1X4, 1X1X2, and 1 X
1X2 convolutional filter kernels, respectively. y represents
the ReLU activation function.®signifies channel-wise
convolution and * signifies the regular convolution operation.
To enhance the fusion of concatenated feature information and
reduce model parameters, channel-wise convolution is utilized
to redistribute the weights of the concatenated features. Finally,

k2 and k3 are employed to downscale the concatenated features.

This design ensures the effective integration of features at
different scales, incorporating both global and local
information.

C. Loss Mapping with Skeleton Fitting Assistance

On the DRIVE dataset [39], approximately 77% of the
vessel pixels belong to contrast strong vessels, while only 23%
are contrast weak vessels [38]. Therefore, this paper introduces
SFA to enhance the segmentation capability of contrast weak
vessels. Three feature maps are generated in this study: one
from the green Base-Net, another from the blue Base-Net, and
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the third from the Feature Fusion Module (FFM). Specifically,
the feature maps outputted by the two Base-Nets undergo
skeleton fitting assisted loss mapping, while the output
segmentation image from the FFM is combined with the
ground truth for loss calculation. The specific workflow is
depicted in Fig. 5.

'I SFA \
i No |
1
————— -+ o TN E 2 I
1 | 15 thin patch?
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L] ] ¢
[}
-
=
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Fig. 5. The process workflow of loss mapping with skeleton fitting
assistance.

The original segmentation map is cropped into N patches of
size HXW using a sliding window approach. As the output
segmentation map from the Feature Fusion Module (FFM) has
dimensions hXw, central cropping is performed to obtain h X
w patches. Subsequently, the cross-entropy loss function is
applied for loss calculation, and it is given in Eq. (3):

Lo =—%ZiN1[yi log(p)+(1-y,)logl-p)] @

where, N represents the total number of pixels in the patch,
pi denotes the model's predicted probability for pixel , i
represents the true label of pixel i.

In Algorithm 1, we propose an algorithm for the
classification of vessel patches. In the SFA, we adopt a similar
approach for vessel patch classification. To enhance the
model's learning capability for CWV, skeleton prior knowledge
is employed to dilate vessel pixels within CWVP. Through the
classification algorithm, H>XW patches of the ground truth, as
well as the center-cropped h X w patches, are classified. When
a patch is identified as CSVP, no additional processing is
performed, and the Dice loss is directly computed with the
corresponding Base-Net output feature map. In the case of a
patch classified as CWVP, the patch undergoes skeleton
extraction and dilation operations to generate a new ground
truth. The Dice loss is then calculated by comparing the
outputs of the two Base-Nets with the new ground truth. The
Dice loss function is given by Eqg. (4):

2|P A D(S(Y))|

S M Y e CWVP

. |P|+|D(s(Y)) -

- —M Y € CSVP
|P[+v|

where, P represents the model's prediction result, Y is the
corresponding ground truth, S(-) denotes the skeleton
extraction operation, D(-) represents the dilation operation.
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The final loss function is given in Eq. (5):

L L
out out
Lo LOUt + 1 Lauxl + i Laux2' Y € CWVP .
all = auxl aux2 @)
LOUI + Lauxl + Laux2’ Y € CSVP

where, Lawa and Laux are the corresponding loss functions
for the two SFA components.

IV. EXPERIMENTS

A. Fundus Datasets

The existing widely used datasets include DRIVE [39],
STARE [40], CHASE_DB1 [41], and HRF [42].

1) DRIVE dataset: The dataset comprises 40 retinal
images, each measuring 565 X 584 pixels, with 20 images
allocated for training. Additionally, the dataset has been pre-
divided into training and testing sets. In the experiments, we
utilize the first set of labels to evaluate the proposed method.

2) STARE dataset: The dataset consists of 20 images, each
with dimensions of 700 X 605 pixels, with half of them
representing pathological cases and the other half representing
normal cases. We choose 10 images for training and another
10 images for testing.

3) CHASE_DB1 dataset: The dataset comprises 28 retinal
images from various children, each with dimensions of 999 X
960 pixels for both left and right eyes. Annotations in
CHASE_DB1 are provided by two different observers. In our
experiments, we utilize first set of labels as the ground truth
for evaluation. Specifically, we designate 8 images as test
samples and allocate the remaining images for training
samples.

4) HRF dataset: The dataset consists of 45 high-resolution
color retinal images. These images are categorized into three
classes: healthy, diabetic retinopathy, and glaucoma, each
comprising 15 images. For training, we select 15 images from
each category: healthy children, diabetic retinopathy patients,
and glaucoma patients. The remaining 30 images are allocated
for testing.

B. Evaluation Metrics

In retinal images, binary pixel values typically classify
pixels into vessel (positive) and non-vessel (negative)
categories. Based on this comparison, there are four
fundamental pixel metrics: pixels labeled as vessels and
correctly predicted as vessels are defined as True Positives
(TP); pixels labeled as backgrounds but incorrectly predicted
as vessels are False Positives (FP); similarly, False Negatives
(FN) represent pixels labeled as wvessels but incorrectly
predicted as backgrounds, while True Negatives (TN) denote
pixels labeled as backgrounds and correctly predicted as
backgrounds. Furthermore, we employed eight metrics for
evaluation, including Accuracy (Acc), Sensitivity (Sen),
Specificity (Spe), Precision (Pre), F1 score (F1), G-mean (G),
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Matthews Correlation Coefficient (MCC), and Area Under the
ROC Curve (AUC). all metrics are defined as follows:

TP+TN

cc = , (5)
TP+FN+TN +FP
TP
Sen=——, (6)
TP+ FN
TN
Spe=——, ()
TN + FP
TP
Pre= ——, (8)
TP+ FP
2-Pre-Sen
F1- ———M, 9)
Pre + Sen

G = /Sen - Spe, (10)

(TPxTN) - (FPx FN)

MCC =
J(TP+ FP)(TP + FN)(TN + FP)(TN + FN)

» (11)

C. Implementation Details

The proposed model was implemented using PyTorch
1.12.1 on an RTX 3060 GPU with 12GB of memory.
Stochastic gradient descent (SGD) was utilized for parameter
optimization. Additionally, a "poly" learning rate policy was

applied, where the learning rate was multiplied by (1 —

iter power .
. and the power was set to 0.9, with a base
Max_iter

learning rate of 0.01 in training. Furthermore, the batch size
was set to 1 and each experiment was conducted for 100
epochs. During testing, the test images were partitioned into
overlapping small patches. Subsequently, the segmented
samples generated by the model were reconstructed into
complete segmentation results.

V. RESULTS

A. Comparison with Other Methods

1) Comparison of composite metrics: We initially
compared it with six methods on four datasets, including
FANet[43], Convmixer[44], BFMD[45], GT-U-Net[46], SA-
Unet[47], and CFPNetM[48], with quantitative metrics shown
in Table | to Table IV.. Overall, the proposed method showed
improvements in metrics,especially Acc and Pre. As
illustrated in Table I, across the DRIVE dataset, Sen, G, and
AUC metrics outperformed the six methods, reflecting
superior segmentation results. F1 and MCC metrics were also
close to the optimal values. Among them, G, AUC, F1, and
MCC metrics are more comprehensive, indicating that the
proposed method has better vascular segmentation
capabilities.As depicted in Table Ill, on the STARE dataset,
Acc, Spe, Pre, and F1 metrics achieved optimal results, and
the other four metrics ranked second among the seven
methods, showing results close to the optimal values.
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Particularly, the F1 metric, reflecting the connectivity and
accuracy of vascular segmentation, indicated the good
segmentation demonstrated by the proposed method on this
dataset indicate its excellent segmentation performance. As
shown in Table 1V, the HRF dataset includes high-resolution
images of patients afflicted with diabetic retinopathy and
glaucoma, posing challenges for vessel segmentation.
Experimental results demonstrate that the proposed method
for retinal vessel segmentation outperforms others, achieving
the highest accuracy metric (Acc), while also securing the
second or third position in the comparison of comprehensive
metrics. These results suggest that the devised approach
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demonstrates promising segmentation capabilities for high-
resolution and pathological images. The examples provided in
0 demonstrate the favorable segmentation performance of the
proposed method. In the first and last rows of 0, DUF-Net
exhibits more complete segmentation of thin blood vessels
with fewer vessel interruptions. The features of DUF-Net
contribute to preserving the continuity and accuracy of thin
blood vessels in datasets like HRF, which include images with
diabetic retinopathy and glaucoma. This capability is crucial
for supporting the prevention and treatment of retinal
pathologies.

TABLE I. COMPREHENSIVELY COMPARING PERFORMANCE ON DRIVE DATASET (UNIT: %)

Dataset Method Accurary | Sensitivity | Specificity | Precision F1-score G-mean MCC AUC
FANet[43] 96.16 80.14 97.88 80.32 80.23 88.57 78.10 89.01
Convmixer[44] 96.65 77.45 98.52 84.21 81.29 87.16 78.68 87.98
BFMDI[45] 96.65 72.27 99.11 89.18 79.71 84.60 78.50 85.69

DRIVE GT-U-Net[46] 96.80 76.35 98.85 87.23 81.26 86.83 79.83 87.60
SA-Unet[47] 96.68 81.95 98.00 78.60 80.24 89.62 78.45 89.97
CFPNetM[48] 95.77 73.39 98.09 81.28 73.58 83.08 73.07 85.73
Ours 96.70 82.18 98.00 78.68 80.39 89.74 78.61 90.09

TABLE II. COMPREHENSIVELY COMPARING PERFORMANCE ON CHASE_DB1 DATASET (UNIT: %)

Dataset Method Accurary | Sensitivity | Specificity | Precision F1-score G-mean MCC AUC
FANet[43] 92.66 60.30 95.36 52.73 55.72 75.53 52.22 77.83
Convmixer[44] 97.20 75.30 98.99 88.90 81.47 86.39 80.35 87.23
BFMD[45] 97.10 71.37 99.26 88.99 79.19 84.16 78.21 85.31

CHASE_DB1
GT-U-Net[46] 97.23 72.22 99.33 90.08 80.14 84.69 79.24 85.77
SA-Unet[47] 96.99 72.16 99.07 86.67 78.69 84.53 77.49 85.61
CFPNetM[48] 96.87 80.27 98.34 80.99 80.62 88.84 78.92 89.30
Ours 97.24 70.75 99.44 91.29 79.67 83.86 78.97 85.09
TABLE Ill.  COMPREHENSIVELY COMPARING PERFORMANCE ON STARE DATASET (UNIT: %)

Dataset Method Accurary | Sensitivity | Specificity Precision F1-score G-mean MCC AUC
FANet[43] 87.33 74.36 88.29 38.52 48.45 80.27 47.30 81.32
Convmixer[44] 96.61 79.71 97.58 78.66 77.67 76.72 87.88 88.83
BFMD [45] 96.86 82.45 98.03 77.75 79.71 89.76 78.24 90.24

STARE GT-U-Net[46] 97.18 79.65 98.61 82.89 80.61 88.39 79.47 89.12
SA-Unet[47] 96.74 78.97 98.16 79.35 77.60 87.50 76.72 88.56
CFPNetM[48] 93.54 90.76 93.75 56.42 68.81 92.16 68.27 92.25
Ours 97.31 84.95 98.80 85.01 83.36 91.36 81.98 91.66

TABLE IV.  COMPREHENSIVELY COMPARING PERFORMANCE ON HRF DATASET (UNIT: %)

Dataset Method Accurary | Sensitivity | Specificity Precision F1-score G-mean MCC AUC
FANet[43] 96.96 82.15 98.21 79.28 80.47 89.77 78.98 90.18
Convmixer[44] 96.90 70.07 99.16 87.60 77.48 83.22 76.60 84.61
BFMD[45] 94.33 78.40 95.68 60.94 68.40 86.59 66.08 87.03

HRF GT-U-Net[46] 96.64 68.37 99.04 86.00 75.55 82.10 74.68 83.70
SA-Unet[47] 96.18 74.55 97.97 75.79 74.75 85.31 72.93 86.26
CFPNetM[48] 96.81 82.38 98.03 77.97 79.90 89.83 78.33 90.20
Ours 97.08 76.76 98.79 84.33 80.02 86.98 78.75 87.76
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Fig. 6. The segmentation outcomes from the DRIVE, CHASE_DB1, STARE, and HRF datasets are juxtaposed in the figures below (from top to bottom).

2) Segmentation of optic disc and pathological vessel
regions: Detailed comparisons of the optic disc and
pathological vessel regions are illustrated in Fig. 7
demonstrating the magnified views of these areas. The first
and second rows of Fig. 7 compare the optic disc regions with
state-of-the-art methods from recent years. Due to challenges
such as low contrast and uneven brightness, blood vessels
around the optic disc region are often overlooked by other
methods. In contrast, the proposed approach effectively
identifies the vessels around the optic disc. Furthermore, the
presence of bleeding around the lesions, which closely
resembles vascular features, significantly increases the

RGB Patch Ground Truth  FANet Convmixer

difficulty of vessel segmentation in lesion images. As evident
in the third rows of Fig. 7, the proposed method accurately
segments vessels in the pathological regions. This is primarily
attributed to the integration of skeletal prior knowledge to
augment the model's comprehension of fine vessels and
enhance its discrimination between vessel and background
pixels .In the fourth row of Fig. 7, a substantial amount of
noise is evident in the segmentation image due to BFMD
misclassifying numerous lesions and surrounding hemorrhagic
areas as vessels. This could potentially compromise
subsequent auxiliary diagnostics.

BFMD GT-U-Net  SA-Unet CFPNetM Ours
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Fig. 7. Comparison of vessel segmentation results in the optic disc region (first two rows) and the lesion region (last two rows).
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3) Segmentation of contrast weak vessels: The proposed
method accurately segments contrast weak vessels, as
illustrated in 0. When compared with other methaods, it is
evident that DUF-Net extracts more complete contrast weak
vessels. This improvement can be attributed to the model's
ability to learn both local and global features, effectively
addressing the missing contextual information. This results in
superior performance in detecting thin vessels, reflected in a
higher accuracy (Acc) score.

Convmixer

RGB Patch Ground Truth  FANet

AT
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B. Experiment for Algorithm Involves Categorizing CSVP
and CWVP

In Algorithm 1, introduces a patch classification algorithm
designed to categorize CSVP and CWVP. 0 illustrates the
classification results of the patch classification algorithm on the
DRIVE dataset. The first and second rows show the patches
classified as CWVP by the algorithm and their corresponding
ground truth. In this classification result, all vessels are
characterized by low contrast. The third and fourth rows
display the patches classified as CSVP by the algorithm and
their corresponding ground truth. Here, it is evident that vessels
with strong contrast are prominent.

BFMD GT-U-Net  SA-Unet CFPNetM Ours
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Fig. 9. The outcomes of patch classification into CSVP (first two rows) and CWVP (last two rows) on the DRIVE dataset are juxtaposed with their respective
ground truth.
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C. Experiment for Loss Mapping with Skeleton Fitting
Assistance

In Fig. 5, we proposed a loss mapping with skeleton fitting
assistance composed of three loss functions: Laui, Lauwe, and
Lout. The evolution of these three loss functions during training
for 100 epochs on the DRIVE dataset is illustrated in 0 . The
values of Laya and Lauxe are greater than the value of Loy When
the patch represents CSVP, the coefficient weights of the three
loss functions are configured as 1, and the values of the three
loss functions show a synchronous decreasing trend in 0(a).
However, when the patch represents CWVP, the skeleton
fitting assistance part involves computing losses using the
feature map and the newly generated ground truth after
skeleton extraction. This may bias the model towards learning
the new ground truth, leading to suboptimal segmentation
results. Therefore, an adaptive weight assignment method is
designed in this paper. It uses Laux1/Lout as the weight for Lauwa

The variation of the loss function for CSVP

—— Loss_auxl
124 Loss_aux2

—— Loss_out

Value

Loss

Training Epochs

(a)
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and Lax/Lowt as the weight for Laxe to balance the loss
functions. In 0(b), it can be observed that with the adaptive
weight assignment, Lo Shows a decreasing trend, while Lagx
and Lauwe remains within a certain range of variation.

D. Ablation Analysis

The ablation analysis presents the performance of each
proposed method, as demonstrated in TABLE V. . For
comparison, we refer to DUF-Net without contextual
information as DU-Net. DU-Net does not undergo central
cropping when fed into the model, employs blocks of the same
size, and omits the use of the Feature Fusion Module (FFM).
Additionally, DU-Net does not undergo the proposed
preprocessing methods and the loss calculation of Skeleton
Fitting Assist (SFA). By incorporating preprocessing methods,
enhancing contextual information supplementation, and
integrating FFM and SFA loss calculation, all metrics show
corresponding improvements, as depicted in TABLE V. .

The variation of the loss function for CWVP
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—— Loss_out
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Fig. 10. The variation of the loss functions on the DRIVE dataset (a) The variation of the loss function for CSVP (b) The variation of the loss function for CWV.

TABLE V. THE RESULTS OF THE ABLATION ANALYSIS oN THE DRIVE DATASET (UNIT: %)
Method Accurary Sensitivity Specificity Precision F1-score G-mean MCC AUC
DU-Net 96.62 77.19 98.52 83.55 79.76 87.05 78.28 87.85
+Preprocess | 96.65 81.97 97.94 79.47 80.22 87.39 77.98 88.27
+FFM 96.68 81.68 97.98 78.28 79.98 88.50 78.51 89.18
+SFA 96.70 82.18 98.00 78.68 80.39 89.74 78.61 90.09

VI. DISCUSSION

Compared to end-to-end segmentation, patch-based
segmentation methods can significantly alleviate computational
hardware pressure while increasing the training samples in
datasets, thereby enhancing vessel segmentation capability,
which has gradually attracted attention from many scholars
[49]. However, when restoring the segmented patch results to
the original size, issues such as vessel discontinuity and poor
segmentation of small vessels may arise. Therefore, this paper
designs a preprocessing method tailored for fundus images, a
novel network architecture, and a training approach with
skeleton fitting assistance to address the aforementioned issues.

Due to the difficulty in segmenting small vessels, datasets
with a higher density of small vessels often exhibit lower

performance metrics compared to datasets with fewer small
vessels, such as DRIVE [39] and HRF [42] datasets containing
more small vessels than STARE [40] and CHASE_DB1 [41]
datasets. Consequently, the performance of six vessel
segmentation methods is significantly reduced. Additionally,
existing fundus segmentation methods are primarily evaluated
based on pixel measurements, where the contribution of small
vessel pixels is relatively minor, limiting the potential
improvement in performance metrics. The proposed method
shows limited improvement on the HRF dataset. This is partly
due to the high resolution of this dataset leads our classification
algorithm to misclassify some CWWVP samples as CSVP,
resulting in incomplete feature capture of CWVP. Thus, there
remains considerable room for improvement in our method.
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VIlI. CONCLUSION

This paper proposes a novel segmentation method by
addressing the limitations of patch-based retinal vessel
segmentation. Firstly, the patch-based segmentation approach
often overlooks the issue of imbalanced contrast between
strong and weak vessel samples in the dataset. Therefore, this
paper designs a vessel patch classification algorithm to balance
the training data samples by augmenting contrast weak vessel
samples based on the computed quantities. To address the
missing contextual information around the patches, new
network architecture, DUF-Net, is proposed. By feeding
features of different scales into the network model, both global
and local information are learned separately and then fused to
complement the missing features. Lastly, skeleton prior
knowledge is introduced to alleviate vessel discontinuity issues
after segmentation, and the adaptive weight allocation
mechanism is employed to adjust the imbalanced pixel
distribution within blocks, thereby enhancing the model's
segmentation capability for contrast weak vessels.

In the experimental results, the proposed method
demonstrates promising performance. As retinal lesions
significantly affect vessel segmentation results, future work
will focus on enhancing lesioned retinal images using image
enhancement techniques and loss functions to improve the
performance of segmentation. Moreover, extending this
method to other segmentation tasks in medicine, such as
neuron segmentation and cell segmentation, will also be
considered.
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Abstract—In  the contemporary business landscape,
organizational trustworthiness is of utmost importance.
Employee behavior, a pivotal aspect of trustworthiness,
undergoes analysis and prediction through data science
methodologies. Simultaneously, effective control over employee
access within an organization is imperative for security and
privacy assurance. This research proposes an innovative
approach to model employee access levels using Geo-Social data
and machine learning techniques like Linear Regression, K-
Nearest Neighbours, Decision Tree, Random Forest, XGBoost,
and Multi-Layered Perceptron. The data, sourced from social
and geographical realms, encompasses details on employee
geography, navigation preferences, spatial exploration, and
choice set formations. Utilizing this information, a behavioral
model is constructed to assess employee trustworthiness,
categorizing them into access levels: low, moderate, high, and
very high. The model's periodic review ensures adaptive access
level adjustments based on evolving behavioral patterns. The
proposed approach not only cultivates a more trustworthy
organizational network but also furnishes a precise and reliable
trustworthiness evaluation. This refinement contributes to
heightened organizational coherence, increased employee
commitment, and reduced turnover. Additionally, the approach
ensures enhanced control over employee access, mitigating the
risks of data breaches and information leaks by restricting the
access of employees with lower trustworthiness.

Keywords—Access control; machine learning; employee
behavior modeling; data analysis; organizational performance

. INTRODUCTION

Organizations highly value employees as crucial assets, as
their conduct significantly influences the company's outcomes
[1]. Employee behavior encompasses interactions with peers,
dedication to their roles, and performance, requiring effective
management for organizational prosperity. Critical to this
management is ensuring ongoing employee dedication, which
fosters job satisfaction, diminishes turnover, and enhances
overall performance [2]. Employee commitment, in turn,
cultivates organizational trust, pivotal for successful team
cohesion. Nonetheless, managing employee behavior presents
challenges due to the workforce's diverse backgrounds,
motivations, attitudes, and personalities. Organizations often
establish a strong organizational culture aligned with their
values and missions, fostering employee engagement and drive
for optimal performance [3]. Additionally, incentives and
rewards serve as tools to cultivate positive behavior and boost
motivation [4]. Understanding employee behavior entails

utilizing various methods such as surveys, performance
assessments, and data analysis. Data analysis, employing
advanced statistical methods and machine learning algorithms,
is increasingly valuable for gaining insights into employee
behavior [5]. Employee behavior analysis is an expanding area
of research, examining factors like leadership approaches, job
satisfaction, and engagement. This study addresses the
complex task of ensuring employee productivity while
promoting mental and physical well-being, addressed through
wellness programs [6]. These programs aim to encourage
healthy behaviors, reinforcing productivity and overall welfare
[7]. Furthermore, behavior analysis aids in identifying risks,
enabling organizations to proactively manage concerns such as
turnover or workplace incidents [8]. In the midst of these
challenges, access control emerges as a crucial aspect of
managing employee access levels within organizations [9].
Ensuring operational security, safeguarding sensitive data, and
upholding trust require strict control over information,
resources, and systems access. The emergence of machine
learning and data science is reshaping access control
management, particularly in managing large, diverse
workforces [10]. This discussion explores the role of employee
behavior models in access control, elucidating techniques and
tools for analyzing and managing access based on behavioral
patterns. The discourse examines the benefits and challenges of
employing behavior models in access control, highlighting best
practices for seamless implementation.

Employee behavior models are developed through the
examination of various data sources, such as user logs, network
activity, and biometric data [11]. Geo data, utilizing parameters
like latitude, longitude, and elevation, significantly contributes
to these models by revealing spatial behavior patterns.
Incorporating social data expands the scope, enabling the
creation of behavioral models to assess employee
trustworthiness. Employees are then grouped into access levels
based on these models, aligning access controls with
behavioral patterns [12]. This dynamic adjustment of access
control policies, guided by real-time behavior data, ensures
judicious access while revoking unnecessary privileges.
Behavior models play a crucial role in identifying and
thwarting insider threats, a significant concern for companies
[13]. Indicators of potential threats, such as unauthorized data
access or abnormal working hours, trigger alerts, allowing
organizations to intervene proactively. Furthermore, behavior
models streamline user experience by automating access
control processes, reducing reliance on manual approval
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procedures [14]. Despite the evident benefits, implementing
behavior models in access control presents challenges [15].
The need for extensive data collection and processing can be
daunting, particularly for organizations not well-versed in data
science techniques. Balancing security and usability is another
hurdle, requiring strict controls without hindering productivity.
Addressing these challenges involves adopting best practices,
including clear data collection policies, employee training on
data privacy and security, and collaboration between data
scientists and IT professionals [16]. Once employee
trustworthiness is assessed and categorized into different
levels, access control becomes more manageable [17].
Automation of access control processes based on behavioral
models  optimizes efficiency and resource  access.
Comprehensive evaluation of employee behavior involves
collecting data from various sources, including geographical,
social media, email communication, and browsing history [18].
Geographical data unveils movement patterns, while social
data offers insights into character and activities. Email
communication data reveals professional interactions, and
browsing history data exposes online activities. Privacy and
ethical concerns must be carefully considered during data
collection and analysis. Employees should be informed of data
collection methods, and privacy rights must be respected.
Combining technologies and tools enhances the quality of
collected data [19]. Geo data plays a pivotal role in access
control decisions, providing insights into physical movements
and actions [20]. When combined with social data, it enables
machine learning techniques to construct behavioral models for
access control decisions. Continuous analysis of geo data
allows organizations to track changes in employee behavior
over time and identify anomalies. Social data, drawn from
various online platforms, offers rich insights into employee
behavior [21]. Parameters like content type and engagement
levels provide valuable insights. Social data analysis can
uncover patterns indicative of loyalty issues or security risks.
However, using social data for access control requires
addressing privacy concerns and ensuring legal data collection
[23]. The integration of employee behavior models into access
control mechanisms signifies a shift in organizational security
[24]. By combining geographical and social data, analyzed
through advanced analytics and machine learning, robust
behavioral models are created. These models, defining access
levels based on trustworthiness, offer a proactive approach to
security. Embracing these innovative approaches can better
position organizations for success in today's evolving business
landscape.

The utilization of machine learning (ML) to refine the
access control system for organizational employees has gained
considerable attention due to its ability to analyze vast datasets
and predict employee behavior [25]. These ML models are
trained on extensive datasets incorporating both social and
geographical data, facilitating the categorization of employees
into distinct levels of trustworthiness. This section examines
the advantages and disadvantages of employing ML models for
access control, explores various tools and technologies
supporting this endeavor, and addresses challenges inherent in
ML modeling along with proposed solutions. Utilizing ML
models for employee access control offers benefits such as
scalability, accuracy, automation, and adaptability. However,

Vol. 15, No. 4, 2024

challenges such as bias, interpretability issues, complexity, and
concerns regarding data quality also accompany this approach.
Organizations can overcome these challenges by utilizing tools
like Python, R, Apache Spark, Hadoop, and cloud platforms,
and implementing techniques such as data cleaning [26]. This
study involves the development and evaluation of ML models,
specifically XGBoost, SVM, and Decision Tree, using a geo-
social dataset representing four employee access levels: low,
moderate, high, and very high. The dataset comprises 200,000
samples, evenly distributed across classes, with 24 geo data
features and 15 social data features. The primary objective is to
build an accurate model capable of predicting employee access
levels based on their behavioral patterns.

Il.  LITERATURE REVIEW

The study in [27] introduced a trust-based framework and
measurement for organizational confidence. It adopted a
cognitive model of trust, relying on interpretive factor analysis
and validity testing. Incorporating in-person interviews and
open-ended questionnaires, the study affirmed the eight-factor
structure of organizational confidence. Table | provides a
summary of the corporate confidence study results.

To recognise the business's vision and culture, one must
believe in the company's future. Fig. 1 shows the whole plan to
enhance workers' self-confidence.

GPS and GIS offer location-based intelligence: This
method tracks spatial behavior over two weeks, integrating
user speed, distance, time, elevation, and precise latitude and
longitude [35]. The essay explores telecom service providers'
data on customers using location-based service applications
(LBS), involving 14 days of location tracking using a GPS
device. Safety measures were in place to avoid disrupting the
member's routine. GIS software interpreted GPS coordinates,
obtaining quantitative geographic data, while daily diaries
captured qualitative information, as illustrated in Fig. 2.

Case studies and previous research on access level
modelling of geo data, social data or geo-social data have been
tabulated in Table II.

TABLE I. INVESTIGATIONS ON FACTORS AFFECTING COMPANY’S
CONFIDENCE ON EMPLOYEES
Reference Contents in an organisation confidence
[28] Confi_dence is classified into two categories: cognitive and
affective.
[29] _Confidence in an organisation based on the shared values of
its employees.
[30] Commun_ication was cited as the most crucial aspect of an
organization's confidence.
[31] Trust is comprised of sincerity, rationality, candour,
intentions, and convictions.
Trust in an organisation can be subdivided into a sense of
[32] b ; ; - :
elonging and information sharing.
[33] A co_nfi_dence in an organisgtion_ consisted of virtue,
capabilities, transparency, and sincerity.
Distribution justice, job security, procedure justice, and
[34] o .
organisational support are all parts of organisational trust.
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Fig. 2. Observational instruments used for data collection and analysis.
Fig. 1. Trust of employees in an organisation.
TABLE II. PAST RESEARCH WORKS
Reference Objective Of Research Dataset Used Algorithm Metric Advantages
Developing an access control model for Hioh accuracy and reduced risk of
[36] mobile social networks based on user | Twitter dataset Fuzzy logic Accuracy: 85.6% 9 hori dy
behaviour unauthorized access
B | e e ey | Fwsbook e | | morsd nvay s sy for
networks dataset graphical models B social network users
[38] Proposing a framework for access control in | Geo-tagged Deep learning F1-score: 0.89 High accuracy and scalability
geo-social networks tweets dataset
Evalu_atlng the. performgnce of different | Twitter and Decision trees, SVM, . Comparative analysis of different
[39] machine learning algorithms for access | Facebook Naive Baves Accuracy: 91.4% algorithms
control in social media datasets Y 9
Investigating the privacy risks of social Foursquare Privacy guarantee: | Improved privacy protection for
[40] media check-ins and proposing a privacy- datase(z Differential privacy =05 v 9 ’ useprs P y P
preserving access control mechanism ’
Developing an access control model for .
[41] online social networks based on user ggtcaesk;(t)ok Rule-based system Precision: 92.8% rsdrgsle and  easy-to-understand
location and activity
Proposing a hybrid access control ; Fuzzy logic,
[42] mechanism for geo-social networks based ?\A?eoett:?jgf:set Reinforcement Accuracy: 89.3% ;rgaprfa\ﬁﬂt aceuracy and
on fuzzy logic and reinforcement learning learning P Y
A . . . . Improved understanding of the
Investigating the impact of social network | Synthetic . Network  density: - .
[43] structure on access control policies network dataset Network analysis 0.35 relationship ~ between  network
structure and access control
Developing a privacy-preserving access . . .
f - - Secure  multi-party . o Improved privacy protection and
[44] control mogel for social r_nedla based on | Twitter dataset computation Accuracy: 87.2% reduced risk of data breaches
secure multi-party computation
Investigating the impact of temporal Facebook Average  access Improved understanding of the
[45] dynamics on access control policies in social Temporal analysis g . temporal behaviour of social media
dataset frequency: 3.8/da
media 4 Y- 20l08Y | eers
Developing a context-aware access control
[46] model for social media based on user | Twitter dataset Conte>§t aware Accuracy: 89.5% It;jnprmg;ld_ dgft;curacy and
location and activity reasoning adaptability to different contexts
Investigating the  impact of  user :
[47] trustworthiness on access control policies in Facebook Trust evaluation Trust score: 0.75 Improvgd understanding of the role
social media dataset of trust in access control
Developing a privacy-preserving access . . . . .
[48] control mechanism for geo-social networks Geo-tagged Homomorphlc Pilvacy guarantee: Improved_ privacy protection and
- . tweets dataset encryption e=0.5 reduced risk of data breaches
based on homomorphic encryption
To propose a framework for access control Attribute-based PI‘ECIS'IOHZ 0.89, Can handle complex access control
[49] in deo-social networks Gowalla dataset | access control | recall: 0.91, F1- olicies
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A. Data Collection and Pre-processing

In the exploration of employee access control modeling,
our study harnessed the power of geo and social data. The
dataset, encompassing four access control classes (low,
moderate,

high, and extremely high),

MATERIALS AND METHODS

with each class having 50,000 samples. The rich pool of
features included aspects like the frequency and locations of
employee visits, spatial density, social connections, and various
behavioral indicators. The collection of geo data was facilitated

featured 24

characteristics per sample for geo data and 15 for social data,
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through GPS devices, cell phones, and tracking software. Geo
data acquisition involved GPS receivers, GPS APIs, GPS data
loggers, analytic software, and tracking software. On the other
hand, social data was sourced from employee questionnaires,
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HR databases, and social media activity logs. Tools such as
survey software, database analytics software, and social media
analytics software were employed for collecting social data.
Machine learning (ML) played a pivotal role in the study,
serving to train and evaluate both social and geo data
individually before being compared to the geo-social dataset.
The research aimed to dissect the distinct contributions of geo
and social data in the context of employee access control
modeling. To ready the data for machine learning algorithms, a
meticulous pre-processing phase was undertaken using Python,
a language chosen for its simplicity and robust library support
in data science and machine learning. NumPy, Pandas, and
Scikit-learn were instrumental in manipulating, cleaning, and
analyzing the dataset. Python's versatility allowed researchers
to visualize and manipulate data effectively. The structured
dataset was stored in CSV format, a widely compatible
structure across various programming languages, ensuring
accessibility and ease of use. These pre-processing methods
clean and manipulate data [51]:

1) Removing duplicates: In any large dataset, there are
chances of having duplicates. Removing duplicates is an
essential pre-processing step to avoid bias in the data.

2) Handling missing data: Addressing missing data
involves either removing affected rows/columns or imputing
values. This study utilized mean imputation to fill missing
data gaps.

3) Encoding categorical variables:  Transforming
categorical variables for machine learning is essential. This
study employed Scikit-learn's LabelEncoder, a tool converting
non-numerical categories into distinct numerical values,
ensuring effective integration into machine learning models.

4) Handling outliers: Outliers, widely distant data points,
can adversely affect machine learning. This study utilized the
IQR method, a statistical approach based on quartiles, to
effectively identify and eliminate outliers.

5) Dimensionality reduction: This study employed t-SNE
(t-Distributed  Stochastic ~ Neighbor ~ Embedding)  for
dimensionality reduction, preserving essential information in
high-dimensional data. By measuring data point similarity in
both high and low dimensions, t-SNE captures non-linear
correlations often overlooked by other methods.

B. Feature Engineering
Feature engineering involves creating new features to

enhance the information extracted from data. Several
techniques were employed in this study:

1) Polynomial features: Polynomial features combine
existing features to generate new ones. For instance, squaring
the distance to the nearest park may offer more predictive
power. The Python PolynomialFeatures library, implemented
in scikit-learn, was used. This function constructs polynomial
combinations of existing features up to a specified degree,
allowing capturing non-linear relationships. It facilitates
revealing intricate linkages, thus improving model accuracy
and performance. It is versatile, easy to implement, and
compatible with other feature engineering methods.
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2) Feature scaling: Feature scaling normalizes data,
crucial for distance-based machine learning algorithms. The
MinMaxScaler was employed in this study. It scales features
to a range (usually 0-1) by subtracting the minimum value and
dividing by the range. MinMaxScaler retains the original
distribution's shape and is particularly effective for distance-
based algorithms like K-nearest neighbors (KNN) and support
vector machines (SVM). It ensures equal importance for all
attributes, enhancing algorithm accuracy.

3) Feature selection: Feature selection involves choosing
the most relevant features. The SelectKBest method from
Scikit-learn was employed, which selects the top k most
significant features using statistical testing. This method
analyzes the association between each feature and the target
variable through tests like chi-squared, ANOVA, or mutual
information. It efficiently reduces dimensionality, making it
suitable for large datasets. The advantages of SelectKBest
include computational efficiency, interpretability, prevention
of overfitting, and improved accuracy by focusing on the most
informative features.

Feature engineering and selection offer distinct advantages.
Feature engineering enables the creation of new features,
enhancing data representation and potentially improving model
performance. Feature selection, on the other hand, reduces
dimensionality, making models more efficient, interpretable,
and less prone to overfitting, thereby enhancing accuracy.

C. Computational Model

The computational model is pivotal in this study, serving as
a foundational element. It offers a framework for
comprehending intricate systems and forecasting their actions,
crucial across scientific domains. Using this model, researchers
simulate and analyze system behavior under diverse
conditions, eliminating the necessity for resource-intensive
experiments. This approach conserves resources, enabling
exploration of a broader spectrum of scenarios and variables. A
proficient computational model not only saves time and costs
but also furnishes insights into observed phenomena,
contributing to a deeper comprehension of the studied system.
Fig. 3 illustrates the computational model implemented in our
research.

GEOD LOCATION DATA

DATAPREPROCESSING MACHNE LEARNING

SCALMG TESTIVG

SOCIAL DuT4

ACCESS CONTROL MODEL

RECOMMENDER UNIT

MODELLMG POLICES

Fig. 3. Computational model.
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D. Model Selection and Training

Selecting the right machine learning model is crucial for
optimal performance and accuracy. This involves choosing the
best model from task-specific candidates, considering factors
like data volume, type, and computing resources. Model
selection enhances accuracy, complexity, and generalization,
mitigating the risk of overfitting. In our study, we employed
various criteria and methods to choose the optimal access
control model, testing decision trees, SVMs, neural networks,
and random forests. Performance metrics such as accuracy,
precision, recall, F1 score, and area under the curve were
evaluated through stratified K-fold cross-validation.
Hyperparameter tuning, using techniques like grid search,
optimized model parameters for improved performance. The
final model selection balanced performance and complexity,
ensuring the highest accuracy with minimal complexity.

Validation is crucial in machine learning to assess a
model's performance on unfamiliar data, ensuring accuracy and
preventing overfitting. Methods like holdout, k-fold, and leave-
one-out cross-validation are employed. Holdout divides data
into training and validation sets, while k-fold repeats training
and validation k times. Leave-one-out validates each sample
individually.  Validation  prevents  overfitting,  aids
hyperparameter selection, and enhances model generalization.
Libraries like scikit-learn provide functions such as train-test
split and cross-val-score for these purposes.

Optimizing model performance involves determining
optimal hyperparameters. Grid, random, and Bayesian
optimization are common methods. Grid search systematically
explores predefined hyperparameter spaces, while random
search samples from the space. Bayesian optimization
estimates hyperparameter performance using probabilistic
models. Scikit-learn's GridSearchCV and
RandomizedSearchCV are effective tools. Hyperparameters,
like learning rate and regularization, are essential for model
performance and must be specified before training.

E. Discussion

In our access level modeling study, KNN, Logistic
Regression, Decision Tree, Random Forest, XGBoost, and
MLP Classifier were validated and optimized using 10-fold k-
fold cross-validation. GridSearchCV meticulously searched
hyperparameter spaces, and the mean cross-validation score
determined the best parameters for each model. KNN achieved
0.84 accuracy with k=9, Logistic Regression had 0.99 accuracy
with C=0.1, Decision Tree reached 0.99 accuracy with a depth
of 7, and Random Forest achieved 0.99 accuracy with 100
trees. XGBoost utilized 100 trees, a learning rate of 0.1, and
achieved 0.99 accuracy, while MLP Classifier had an accuracy
of 0.9999 with a hidden layer size of 100 and alpha value of
0.01. Validation and optimization are pivotal phases ensuring
the best performance in machine learning models.

IV. RESULT AND ANALYSIS

A. Performance Metrics

Access level models' forecast accuracy and efficiency are
critical aspects evaluated through various criteria. In our study,
we thoroughly assessed the performance of these models using
key indicators to gauge their effectiveness and identify areas
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for enhancement. The following performance measures were
employed:

1) Accuracy: Widely used, accuracy calculates the rate of
proper classification in the test set. While it's common, caution
is needed with imbalanced datasets.

2) Precision: Reflecting the percentage of accurately
anticipated positive samples, precision demonstrates how well
the model identifies positives without false positives.

3) Recall: Representing the percentage of true positives
among actual positives, recall measures the model's
effectiveness in identifying all positive samples.

4) F1 score: A harmonic mean of accuracy and recall, F1
score balances these metrics, providing a comprehensive
evaluation of a model's performance.

5) Confusion matrix: This matrix categorizes true
positives, false positives, and true negatives, offering a visual
depiction of model performance and areas for improvement.

6) ROC Curve and AUC Score: ROC curves illustrate a
model's performance across different classification thresholds,
and the AUC score measures its ability to distinguish between
positive and negative samples effectively.

The evaluation of access level models in our research
utilized these metrics, presenting a comprehensive view of
accuracy, precision, recall, and F1 score through confusion
matrices and ROC curves. The optimization of model
hyperparameters and performance using GridSearchCV and
RandomizedSearchCV further enhanced model effectiveness.
These performance indicators play a crucial role in refining
machine learning models for identifying access levels and
bolstering the security of online systems.

B. Experiments

We used diverse data types to test access level models in
two trials. The first trial utilised just social data, whereas the
second incorporated location data. Geo-social data was
combined for the third trial. We used Scikit-learn to train and
test all six ML models—Logistic Regression, KNN, Decision
Tree, Random Forest, XGBoost, and MLP Classifier—with an
80:20 train test split ratio.

The initial experiment trained and tested models using
solely social data. Social data from social media sites and other
internet sources reveals user behaviour and interests. Accuracy,
precision, recall, and F1-score measures assessed model
performance. 200000 records, 15 features. Performance of the
Logistic Regression is as shown in Fig. 4.

Performance of the KNN is as shown in Fig. 5.
Performance of the Decision Tree is as shown in Fig. 6.
Performance of the Random Forest is as shown in Fig. 7.
Performance of the XGBoost is as shown in Fig. 8.
Performance of the MLP Classifier is as shown in Fig. 9.

The second experiment trained and tested models using
geo-social data. Model performance was assessed using the
same metrics as the preceding two tests. Geo-social data
comprises 200000 records and 39 features. Performance of the
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Logistic Regression is as shown in Fig.10. The classification
reports of both experiments can be seen in Table 11l and Table Comsiscatn e o clein B
IV respectively. P o T v e e
Performance of the KNN is as shown in Fig. 11 P R
Performance of the Decision Tree is as shown in Fig. 12 '
Performance of the Random Forest is as shown in Fig. 13
Performance of the XGBoost is as shown in Fig. 14. £l
Performance of the MLP Classifier is as shown in Fig. 15. wl | e
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Fig. 7. Performance of the random forest.
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C. Analysis

Our study develops an insider-resistant geo-social data
access control scheme. Our geo-social access control
architecture detects and prevents insider attacks better than the
original study paper [52]. Our framework employs machine
learning methods and a recommender unit to advise access
restriction. The second study [53] provides an access control
approach that partitions data using adaptive clustering. Our
approach partitions data differently and adds social data and a
recommender unit. Our approach outperformed the second
study in accuracy and efficiency. Our access control approach
was tested using a huge dataset. Compared to the previous
study's smaller dataset. Our model learned better and made
better access control recommendations with a bigger dataset.
Our model was evaluated using precision, recall, F1-score, and
area under the curve (AUC). Our model's performance was
more complete than the initial study work's accuracy-only
assessment. The second study employed adaptive clustering to
divide and regulate data. Our methodology uses social data and
a recommender unit to make access restriction
recommendations more accurate and efficient. Our model
detects and prevents insider assaults, unlike the second study
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paper. Our model outperforms the previous study. It combines
social data, applies machine learning algorithms for access
restriction ideas, and evaluates the model more thoroughly. A
recommender unit suggests user access restrictions. Access
control in the first study was rule-based. Our model also
outperforms the second study. It uses social data and a
recommender unit, unlike the second study. In our studies, it
employs a more precise and efficient data splitting approach.
Our comprehensive and effective access control methodology
solves the shortcomings of the original research study. Social
data and a recommender unit in our approach alleviate the
second study's shortcomings.

V. CONCLUSION AND FUTURE WORK

This study builds access level models using employee
location and social media behavior, testing various classifiers
on three datasets. Accuracy, precision, recall, and F1-score
assess each model's performance, contributing to improved
staff management, data protection, and organizational access
control, privacy, and security. Machine learning algorithms,
using geography and social behavior, predict employee access
levels. Decision Tree and Random Forest outperform in social
data, with 78.27% and 84.82% accuracy, while MLP and
XGBoost show lower accuracies at 70.06% and 70.49%. Geo-
social data models excel with accuracies from 99.09% to
99.97%, highlighting strengths and weaknesses. MLP is
sophisticated but resource-intensive, KNN is simple but less
effective on large datasets, and XGBoost is robust and scalable.
Study limitations include data collected from a single
organization, limiting generalizability. Features considered
were constrained to geo-social data, excluding job role and
historical patterns. The study's sample size is limited, affecting
result representativeness. Interpretability varies across models,
with some offering insights while others, like neural networks,
pose challenges in understanding predictions. Future research
should address these limitations for broader applicability and
deeper insights. Future research should encompass diverse
companies to enhance generalizability. Including historical
access patterns, job roles, and seniority levels would enhance
model accuracy. Strategies to handle unbalanced data, like
oversampling, undersampling, or ensembles, should be
explored. Increasing the sample size would boost result
reliability. Exploring various models would deepen the
understanding of access level determinants. In conclusion, our
research has shown that geo-social data might be useful for
modelling access privileges inside an organisation.
MLPClassifier was shown to be the most successful of a
number of machine learning approaches tested for modelling
access level using geo-social data. Other methods were logistic
regression, decision trees, random forests, XGBoost, KNN, and
MLPClassifier. The study's weaknesses have also been
recognised, including small feature sets, unbalanced data, and
small sample numbers. The application of deep learning
approaches, alternate feature selection and feature engineering
methods, and other avenues of inquiry are suggested for further
study.
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Abstract—In  nursing  education, recognizing  and
accommodating diverse learning styles is imperative for the
development of effective educational programs and the success of
nursing students. This article addresses the crucial challenge of
classifying the learning styles of nursing students in Morocco,
where contextual studies are limited. To address this research
gap, a contextual approach is proposed, aiming to develop a
predictive model of the most appropriate learning approach
(observational, experiential, reflective and active) for each
nursing student in Morocco. This model incorporates a
comprehensive set of variables such as age, gender, education,
work experience, preferred learning strategies, engagement in
social activities, attitudes toward failure, and self-assessment
preferences. We used four multivariate machine learning
algorithms, namely SVM, Tree, Neural Network, and Naive
Bayes, to determine the most reliable and effective classifiers.
The results show that neural network and decision tree classifiers
are particularly powerful in predicting the most suitable learning
approach for each nursing student. This research endeavors to
enhance the success of nursing students and raise the overall
quality of healthcare delivery in the country by tailoring
educational programs to match individual learning styles.

Keywords—Learning styles; nursing students;
modeling; classification; personalized education

predictive

. INTRODUCTION

In nursing education, discerning students' learning styles is
of paramount importance to developing effective educational
programs and promoting student success. Learning styles
encompass the preferred methods and approaches that
individuals employ to grasp, process, and retain information
[11, [21, 31, [4]. 5], [6]. By recognizing and accommodating
diverse learning styles, educators can foster a more inclusive
and engaging learning atmosphere.

However, an important problem arises in the classification
of learning styles among nursing students in Morocco [7], [8],
[9]. While many studies have been conducted globally on
learning styles in various academic disciplines, there is little
research specifically focused on nursing students in the
Moroccan context. This gap in the literature hinders the
development of tailored educational interventions and support
services for nursing students in the region.

Existing research in other contexts has primarily used
classification techniques to classify students into different
learning style categories based on demographic and
educational variables. However, direct application of these
techniques to the Moroccan context may not yield accurate
results due to cultural, linguistic and contextual differences.

Therefore, addressing the issue of classifying learning
styles among nursing students in Morocco requires conducting
context-specific research that takes into account cultural
nuances, educational practices and societal factors specific to
the region. This research effort aims to fill the gap in the
literature by developing a predictive model of learning styles
among Moroccan nursing students.

The predictive model will encompass a full range of
variables, including age, gender, education, work experience,
preferred learning strategies, engagement in social activities,
attitudes toward failure, self-assessment preferences, etc. By
analyzing these variables in the Moroccan context, this study
seeks to elucidate the learning preferences and behaviors of
nursing students in the region.

Furthermore, this research effort will contribute to the field
of nursing education by providing valuable information on the
diverse learning styles of Moroccan nursing students. Results
will inform the development of personalized educational
interventions tailored to meet the unique needs of students in
the Moroccan context. Ultimately, understanding and adapting
these learning styles will improve the effectiveness of nursing
education programs and contribute to the delivery of high-
quality patient care by future nursing professionals in Morocco.

Il.  RELATED WORKS

To predict or identify learning styles associated with
nursing student success, machine learning algorithms such as
Support Vector Machine (SVM), Logistic Regression, Naive
Bayes, Decision Tree, and Neural Network can be employed.
Several studies have delved into the relationship between
learning styles and academic achievement among nursing
students. Mahmoud et al. [10] found a significant relationship
between active/reflective learning styles and nursing student
achievement. Additionally, Li & Rahman [11] proposed using
a tree augmented Naive Bayes approach to detect students'
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learning styles. Moreover, Saleh et al. [12] implemented a
recommendation system using the Naive Bayes classifier
algorithm to determine learning strategies based on student
learning styles with high accuracy.

Understanding learning styles in nursing education is
crucial for personalized teaching. Almarwani & Elshatarat [13]
highlighted the prevalence of Kkinesthetic, accommodating,
converging, visual, and active learning styles among nursing
students in Saudi Arabia. Furthermore, Abuassi and Alkorashy
[14] emphasized the importance of self-directed learning and
other learning styles in nursing education to cater to learners'
diverse needs and interests.

Machine learning techniques have been applied in various
educational settings to predict learning styles. Crockett et al.
[15] utilized fuzzy decision trees to predict learning styles in
conversational intelligent tutoring systems. Similarly, Sianturi
& Yuhana [16] employed decision tree, Naive Bayes, and K-
Nearest Neighbor methods to detect learning styles in Moodle
Learning Management Systems. These studies demonstrate the
potential of machine learning algorithms in identifying learning
styles to enhance educational outcomes.

In summary, by leveraging machine learning algorithms
such as SVM, Logistic Regression, Naive Bayes, Decision
Tree, and Neural Network, nursing educators can predict and
tailor teaching strategies to match students' learning styles
effectively. Understanding the relationship between learning
styles and academic success among nursing students is
essential for optimizing educational practices in nursing
programs.

I1l.  MATERIALS AND METHODS

A. Data Understanding

1) Data source: In this research, various predictor
variables were employed in constructing the proposed
classification model. The data for the study were acquired
through the distribution of questionnaires to first-year nursing
students in morrocco. The enrollment period spanned from
April 1, 2020, to December 31, 2023, with continuous
tracking of students until they attained their nursing diploma.

Our study utilized a dataset comprising 515 records and
encompassing 35 variables. These variables encompass
demographic details, academic history, learning preferences,
and other pertinent factors, including the target variable
indicating each student's suitable learning styles. The outcomes
and grades of studiants were gathered three years into the
study, and data were extracted via questionnaires sent by email
to ensure comprehensive verification of the cases.

2) Variable of interest: This predictive study focused on
nursing students' learning styles and different aspects of their
educational experience. The table below (see Table 1) covers a
wide range of factors, from demographic information (such as
gender and age) to academic background (honors and
bachelor's degrees), to various aspects related to learning
preferences, dedication and predictors related to effective

Vol. 15, No. 4, 2024

learning styles that contribute to the success of nursing
students throughout their education and professional growth.

TABLE I. CHARACTERISTICS USED IN THE STUDY
# Description of features Feaures attributes
1 | Age of students Numeric
2 | Gender Categorical
3 | Baccalaureate specialty Categorical
4 | Baccalaureate Notes Numeric
5 | Level of education prior to nursing registration Categorical
6 | Professional experience Binary
7 | Nursing specialty Categorical
8 | Favorite learning strategies Categorical
9 | Preferences for educational support types Categorical
10 | Preferred learning methods Categorical
11 | Use of additional resources Categorical
12 z)r(gfeerrii?lzz for learning through hands-on Categorical
13 | Reaction to practical activities Categorical
14 | Participation in class discussions Categorical
15 | Time spent studying outside of class Numeric
16 E’;ﬁ;e;gert\genufgin;s;g?e specific technological tools Categorical
17 rl]_ﬁ;/sel:] gfstirégijssgement in social activities related to Categorical
18 | Favorite type of activities Categorical
19 | Participation in wellness activities Categorical
20 | Learning environment Categorical
21 | Collaboration Categorical
22 | Adaptability Categorical
23 | Approach to conflict resolution Categorical
24 | Leadership preferences Categorical
25 | Time management preferences Categorical
26 | Participation in research projects Categorical
27 | Rating Preferences Categorical
28 | Attitudes towards failure Categorical
29 | Reaction to failure Categorical
30 | Self-evaluation preferences Categorical
31 _quFic!pation in volunteer activities or humanitarian Binary

initiatives

32 | Preferred communication styles Categorical
33 | External support Categorical
34 | Professional objectives Categorical
35 | The learning style of nursing students Categorical

Integrating these diverse variables into our predictive
model provides a holistic approach to understanding the
complex factors that influence nursing students' learning styles.
Each variable, from demographic characteristics to specific

95|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

preferences and experiences, contributes to a comprehensive
analytical framework.

In the context of nursing education [17], [18], where
individualized approaches to teaching are increasingly
recognized as essential, our predictive model strives to unravel
the intricacies of learning styles. This comprehensive
understanding can facilitate the development of targeted
interventions, personalized academic support, and adjustments
to programs to better meet the diverse needs of nursing
students.

Additionally, the inclusion of variables such as work
experience, nursing specialty, and engagement in social
activities adds depth to our model. These factors not only
reflect the academic aspects of learning, but also recognize the
real-world context in which nursing students navigate their
educational journey.

B. Data Preparation

Data preparation is made up of several stages: Data
cleaning, Data Transformation.

1) Data cleaning: The information collected from the
computerized questionnaire intended for students of the
Higher Institutes of Nursing and Technical Health Professions
in Morocco is organized in the form of a relational database.
In order to remove and reduce noise, this database has been
cleaned.

e Input mistakes, missing variable values, and redundant
data are the main causes of attribute noise.

e Class noise brought on by mistakes made while
allocating instances to classes.

We used the Python pandas module to search the database
for missing or null data points after deleting rows with
significant missing values.

2) Encode categorical variables: In this study we used
categorical and numerical variables to ensure a nuanced
examination of learning styles, which allows for more precise
classification and prediction.

For each categorical variable, appropriate coding
techniques were applied to represent the data in a format
suitable for analysis. Coding techniques included:

e Binary coding with “1” indicating the presence of
variable disorders and “0” indicating the absence.

e Label coding "1; 2; 3, 4...." indicating the subvariables.

By applying these coding techniques, the dataset was
converted into a format suitable for further analysis and
modeling. The coded variables provided valuable information
about student characteristics and learning methodology.

3) Data Transformation
a) Multi-label  classification  mode:  Multi-label
classification is a machine learning approach wherein a model
is trained to assign multiple labels or categories to each
instance in a dataset [19]. Unlike traditional classification

Vol. 15, No. 4, 2024

tasks where instances are assigned to a single predefined class,
multi-label classification allows instances to belong to
multiple classes simultaneously [20], [21].

In the specific context of our study, the multi-label
classification model aims to predict various attributes or labels
associated with nursing students based on their profiles [22].
The focus is on accurately predicting these attributes to gain
insights into the diverse characteristics and preferences of
nursing students. By doing so, the model becomes a valuable
tool for informing educational strategies, developing support
systems, and implementing personalized interventions. The
primary objective of our model is to predict or identify learning
styles (Observer, Experimenter, Reflective, Active) associated
with nursing student success. This prediction takes into account
a variety of characteristics and factors, as outlined in Table II,
which describes the independent variables used in the
prediction process.

TABLE Il THE INDEPENDENT VARIABLE INDICATING THE LEARNING
PREFERENCES LINKED TO THE ACADEMIC ACHIEVEMENT OF NURSING
STUDENTS
Qutcomes Description Code
) ) Observational 1
The  Effective Learn!ng Experiential 2
Style for Every Nursing -
Student Reflective 3
Active 4
C. Modeling
1) Development model: In this study, we used a

multivariate logistic regression model using as characteristics
demographic data, academic background, information on
preferred learning strategies, professional experience,
educational preferences, social and personal engagement,
Social and community involvement. The objective of this
model was to predict or identify the learning styles
(Observational, Experiential, Reflective, and Active)
associated with the success of nursing students. The modeling
process involved training machine learning algorithms,
specifically SVM, Decision tree, Neural Network and Naive
Bayes, using the Python package scikit-learn.

To evaluate the classifiers, we used a 10-fold cross-
validation test. In this evaluation approach, the original dataset
is divided into 10 subsets or folds. The model is trained on 9 of
these folds and tested on the remaining fold. This process is
repeated 10 times, each time with a different tip from the test
set. This helps evaluate the effectiveness and efficiency of the
model to predict the most appropriate learning approach
(Observational, Experiential, Reflective, and Active) for each
nursing student, in order to improve their academic and
professional excellence (see Fig. 1).

2) Classification methods: In the present study, four
machine learning approaches were used and compared to
predict the most appropriate learning approach for each nursing
student to achieve academic and professional excellence:
SVM, Decision tree, Neural Network and Naive Bayes. The
approaches are listed above, along with their results on the
training and validation sets.
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Fig. 1. Prediction model used in this study.

a) SVM: Support Vector Machine is a supervised
learning algorithm that classifies data by finding the
hyperplane that best separates different classes in the feature
space [23]. It works by identifying the optimal decision
boundary that maximally separates data points of different
classes. SVM is effective in high-dimensional spaces and is
capable of handling both linear and non-linear relationships
through the use of kernel functions [24].

b) Decision tree: Decision Tree is a supervised learning
algorithm used for classification and regression tasks. It builds
a tree-like structure where each internal node represents a
feature or attribute, each branch represents a decision rule, and
each leaf node represents the outcome or class label [15], [25],
[26]. The algorithm recursively splits the data based on the
most significant feature to minimize impurity or maximize
information gain.

¢) ANN: Artificial Neural Network is a class of
algorithms inspired by the structure and function of the human
brain. It consists of interconnected nodes (neurons) organized
in layers, including an input layer, one or more hidden layers,
and an output layer [27]. Each neuron receives input signals,
processes them through an activation function, and passes the
output to the next layer. Neural networks are capable of
learning complex patterns and relationships in data through
training with labeled examples.

d) Naive bayes: Naive Bayes is a probabilistic machine
learning algorithm based on Bayes' theorem with an
assumption of independence between features[28]. Despite its
simplistic assumption, Naive Bayes is known for its
simplicity, speed, and effectiveness in classification tasks,
especially with a large number of features. It calculates the
probability of each class given a set of input features and
selects the class with the highest probability.

The comparative analysis of these machine learning
approaches provides valuable insights into their strengths and
limitations for predicting the most suitable learning approach
for nursing students.

3) Performance measures: Assessing the effectiveness of
a machine learning model is pivotal in its development. In this
study, we employed various evaluation metrics, such as
accuracy, specificity, precision, sensitivity, recall curve, and
area under the receiver operating characteristic curve (AUC),
to gauge the performance of each predictive model. These
metrics are essential for classification problems as they
involve comparing the model's predicted classes with the
actual classes. Additionally, they provide insights into the
probability associated with the predicted classes. The study
thoroughly examined the performance of these metrics to
identify the most optimal model for predicting the ideal
learning approach for individual nursing students.

a) Confusion matrix: The confusion matrix is a popular
tool for illustrating how well a classification algorithm
performs. In Fig. 2, we present the confusion matrix for a
multi-class model comprising N classes [27], [29].
Observations on correct and incorrect classifications are
collected in the confusion matrix C(c;;), where Cj; represents
the frequency with which class i is identified as class j. In
general, the confusion matrix provides four types of
classification results with respect to a classification target k:

Predicted class

Ck Ck+1 -=- Cn
=
o
: FP
-
=
(&)
w
w
9
e o TP
=
—_
-
S*
FP

Fig. 2. Confusion matrix for multi-class classification.

97|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

e True positive (TP) : correct prediction of the positive
class (cy x)

e True negative (TN) : correct prediction of the negative
class Zi,]'EN\{k} Cij

o False positive (FP) : incorrect prediction of the positive
class Yien(kj Cik

e False negative (FN):
negative class Yien gk Cki

incorrect prediction of the

b) Classification report: A classification report serves
[30] as a mechanism for assessing the precision of a
classification algorithm's predictions, distinguishing between
true and false predictions [28]. The metrics in a classification
report, depicted in Fig. 3, rely on parameters such as true
positives, false positives, true negatives, and false negatives to

I

reference
——
0w>

quantify the accuracy of the predictions.

prediction E’_{ E
— e ] L1
(a) confusion (b) sensitivity () specificity (d) precision (e) negative (f) accuracy

ABC
matrix predictive

value

IFﬂ

Fig. 3. (a) Confusion matrix for multiclass classification. The selected
quadrant sum of the fraction for the calculation of (b) Sensitivity, (c)
Specificity, (d) Precision, (e) Negative predictive value, and (f) Accuracy.

Accuracy is a performance metric that reflects the
proportion of correct predictions relative to the total predictions
made [31]. It is determined by dividing the total number of
accurately classified instances by the owverall number of
instances considered [32]. Accuracy serves as an indicator of
the percentage of instances correctly classified by the model
[24]. The accuracy of our model is formally defined as:

N cii )

Overall Accuracy = f—=x——
Y Z]i\l:1 2%\‘:1 Cij

Precision as given in Eq. (2), is the ratio of true positives to
the sum of true positives and false positives [33]. In the context
of our specific problem statement, this parameter is used to
evaluate the model's ability to accurately identify cases where
learning styles are effective [24], [34]. It is formally defined as:

TP iass (2)

Precision =
class TPclasst FPclass

The true negative rate, also known as (Specificity) and
defined by Eq. (3), represents the proportion of negative
instances correctly identified as negative [35]. On the other
hand, the false positive rate denotes the percentage of negative
data points that are inaccurately classified as positive, out of
the total negative data points.

TNciass (3)

Specificit =
p f Y class FPclasst TNclass

Recall, or Sensitivity, is the true positive rate as specified in
Eq. (4). It represents the proportion of positive data points that
are accurately identified as positive, among all positive
instances [36].
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— TPclass (4)

Recall
class TPclasst FNclass

Sensitivity and specificity, often referred to as quality
parameters, play a crucial role in characterizing the accuracy of
predicted classes. In the assessment of the learning style
diagnostic model, three fundamental parameters are employed
to gauge its quality: accuracy, sensitivity, and specificity [37].

F1-Score: is a metric that represents the harmonic mean of
accuracy and recall. While it may not be as immediately
intuitive as precision, F1-Score serves as a valuable measure
for evaluating the accuracy and robustness of the classifier, as
highlighted in reference [17].

2 *TPcigss
2*TPclgss + FNclasstFPclass

D. The Roc and AUC Curve

The Receiver Operating Characteristic (ROC) curve
illustrates the relationship between the true positive rate
(sensitivity) and the false positive rate (1 — specificity) across
different decision thresholds [18]. Meanwhile, the area under
the curve (AUC) serves as a measure quantifying how likely
the model is to correctly classify a positive random example
versus a negative random example, with values ranging from 0
to 1. Essentially, a higher AUC High indicates superior
performance distinguishing between learning styles appropriate
for each nursing student. The evaluation of learning algorithms
in the following section is based on these key metrics, namely
accuracy, precision, specificity, recall, and AUC.

F1—Score =

Q)

IV. RESULTS AND DISCUSSION

A. Analysis of Result

In this study, we evaluated the effectiveness of our ordinal
classification model using various classification methods and
the confusion matrix. To train our machine learning model to
identify learning styles (Observer, Experimenter, Reflective,
Active) associated with nursing student success, we
incorporated several variables including gender, age, academic
background, information on preferred learning strategies,
professional experience, educational preferences, social factors
and personal commitment, social and community involvement.

This approach allowed us to identify the learning styles
associated with nursing student success. This comprehensive
understanding can facilitate the development of targeted
interventions, personalized academic support, and adjustments
to programs to better meet the diverse needs of nursing
students. The results shown in Table Il derive from the results
of these classification algorithms, which were obtained through
a 10-fold cross-validation process. Each row of the confusion
matrix represents instances of an actual class, while each
column represents instances of a predicted class. This matrix
provides a comprehensive overview of correct and false
predictions, helping to evaluate model performance.

Based on the provided confusion matrix Table IIl, we can
analyze the performance of each classifier (SVM, Decision
Tree, Neural Network, and Naive Bayes) in predicting the most
appropriate learning approach for nursing students. The
confusion matrix shows the counts of true positive, false

98|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

positive, true negative, and false negative predictions for each
class (learning approach).

e The rows represent the true classes (actual learning

approaches).
e The columns represent the predicted classes by each
classifier.
TABLE Ill.  THE MULTI-CLASS CONFUSION MATRIX OF THE
CLASSIFICATION MODELS USED
L Predicted
Classifier n=515
1 2 3 4
198 0 2 1
3 106 3 3 2
SVM

4 103 4 3

11 8 1 57 4

193 2 4 6 1

.. 10 97 1 7 2

Decision tree

15 3 97 3 3 -
8 7 56 4 8
196 2 2 5 1 8

106 2 5 2

ANN

3 3 110 2 3

3 4 65 4

146 19 19 21 1

. 29 59 10 17 2

Naive Bayes
9 3 92 14 3
15 7 4 51 4

Below is the interpretation of the confusion matrix for each
classifier:

1) SVM:

e Observational (1): 198 correct predictions, 3
misclassified as Reflective, 11 misclassified as Active.

e Experiential (2): 106 correct predictions, 3 misclassified
as Observational, 103 misclassified as Reflective, 8
misclassified as Active.

o Reflective (3): 110 correct predictions, 2 misclassified
as Observational, 3 misclassified as Experiential, 4
misclassified as Active.

e Active (4): 57 correct predictions, 3 misclassified as
Observational, 4 misclassified as Experiential, 4
misclassified as Reflective.

2) Decision Tree:

e Observational (1): 193 correct predictions, 10
misclassified as Reflective, 15 misclassified as Active.

e Experiential (2): 97 correct predictions, 1 misclassified
as Observational, 97 misclassified as Reflective, 6
misclassified as Active.

e Reflective (3): 97 correct predictions, 7 misclassified as
Observational, 3 misclassified as Experiential, 7
misclassified as Active.
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e Active (4): 56 correct predictions, 2 misclassified as
Observational, 3 misclassified as Experiential, 4
misclassified as Reflective.

3) Neural Network (ANN):

e Observational (1): 196 correct predictions, 2
misclassified as Reflective, 3 misclassified as Active.

e Experiential (2): 106 correct predictions, 2 misclassified
as Observational, 110 misclassified as Reflective, 4
misclassified as Active.

o Reflective (3): 110 correct predictions, 2 misclassified
as Observational, 3 misclassified as Experiential, 4
misclassified as Active.

e Active (4): 65 correct predictions, 3 misclassified as
Observational, 3 misclassified as Experiential, 4
misclassified as Reflective.

4) Naive Bayes:

e Observational (1): 146 correct predictions, 29
misclassified as Experiential, 9 misclassified as
Reflective, 15 misclassified as Active.

e Experiential (2): 59 correct predictions, 19 misclassified
as Observational, 3 misclassified as Reflective, 7
misclassified as Active.

o Reflective (3): 92 correct predictions, 19 misclassified
as Observational, 10 misclassified as Experiential, 4
misclassified as Active.

e Active (4): 51 correct predictions, 1 misclassified as
Observational, 2 misclassified as Experiential, 4
misclassified as Reflective.

Based on the results from the confusion matrix, we can
make the following observations:

5) SVM performance: SVM performed relatively well
across all learning approaches with generally low
misclassification rates. It had the highest accuracy for
predicting the Experiential learning approach (Class 2) with
no misclassifications. However, it had slightly higher
misclassification rates for Observational (Class 1) and
Reflective (Class 3) approaches compared to other classifiers.

6) Decision tree performance: Decision Tree also
performed decently across all learning approaches but had
slightly higher misclassification rates compared to SVM. It
had the highest accuracy for predicting the Observational
learning approach (Class 1) but relatively lower accuracy for
the Reflective (Class 3) approach.

7) Neural network performance: Neural Network showed
competitive performance similar to SVM, with generally low
misclassification rates. It had the highest accuracy for
predicting the Reflective learning approach (Class 3) but
slightly lower accuracy for the Active (Class 4) approach
compared to SVM and Decision Tree.

8) Naive bayes performance: Naive Bayes had mixed
performance across learning approaches, with higher
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misclassification rates compared to SVM and Neural Network,
especially for Observational (Class 1) and Reflective (Class 3)
approaches. It had the lowest accuracy for predicting the
Observational learning approach (Class 1).

9) Overall observations:

e SVM and Neural Network showed more consistent and
competitive performance across all learning approaches
compared to Decision Tree and Naive Bayes.

e Experiential learning approach (Class 2) was predicted
with high accuracy by all classifiers, indicating it might
have distinctive features that are easier to classify.

e Reflective learning approach (Class 3) had varying
performance across classifiers, indicating it might be
more challenging to classify accurately.

These observations provide insights into the strengths and
weaknesses of each classifier in predicting the appropriate
learning approach for nursing students, which can be valuable
for further refinement of the classification model or selection
of the most suitable classifier for this task.

Based on these results, we can further analyze the
performance of each classifier in terms of accuracy, precision,
recall, and F1-score for each learning approach to determine
which classifier performs best for this specific prediction task.
These metrics will provide a more comprehensive
understanding of each classifier's performance beyond just the
confusion matrix.

B. Performance Evaluation

Classification measures were calculated to compare the
performance of each machine learning algorithm in predicting
the most appropriate learning approach for nursing students.
Table IV shows the evaluation of the different machine
learning algorithm.

TABLE IV.  EVALUATION OF THE DIFFERENT MACHINE LEARNING
ALGORITHMS USED
Model AUC CA F1 Precision | Recall
SVM 0.939 0.860 0.859 |0.861 0.860
Decision tree 0.978 0.901 0.900 |0.901 0.901
ANN 0.985 0.926 0.926 |0.926 0.926
Naive Bayes 0.881 0.676 0.676 | 0.684 0.676

e Classification Accuracy (CA) measures the overall
correctness of the predictions. Neural Network (ANN)
has the highest accuracy (92.6%), followed closely by
the Decision Tree (90.1%), SVM (86.0%), and Naive
Bayes (67.6%).

e F1 Score is the harmonic mean of precision and recall.
Neural Network (ANN) and Decision Tree have the
highest F1 Scores (92.6% and 90%, respectively).

e Precision is the ratio of true positive predictions to the
total predicted positives, while Recall is the ratio of true
positive predictions to the total actual positives.
Decision Tree, Neural Network (ANN), and SVM have
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similar precision and recall values, indicating a good
balance between precision and recall.

¢ Naive Bayes shows the lowest performance in terms of
Classification Accuracy, F1 Score, Precision, and
Recall among the four models.

In summary, both Neural Network (ANN) and Decision
Tree seem to perform well in predicting the most appropriate
learning approach for nursing students, based on the provided
evaluation metrics. It's essential to consider the specific
requirements and goals of the application when choosing the
most suitable model.

C. Roc and AUC curve

The machine learning classifiers Artificial Neural and
Decision tree, give a level of accuracy greater than 90% for
classifying the most appropriate learning approach
(observational, experiential, reflective and active) for each
nursing student. This indicates that the performance of these
classification techniques is excellent for prediction. Based on
the ROC curves of the models (see Fig. 4), the artificial neural
network model outperformed SVM, Tree and Naive Bayes, in
terms of sensitivity and specificity.

Fig. 4 shows the performance evaluation of different
classification algorithms to predict the most appropriate
learning approach (Observational, Experiential, Reflective, and
Active) for each nursing student, in order to improve their
academic and professional excellence. Performance is assessed
using ROC (Receiver Operating Characteristic) curves, which
represent the trade-off between true positive rate (sensitivity)
and false positive rate (1-specificity).

The ROC curves are presented for four target values,
representing the four learning approaches: Observational,
Experient, Reflective, and Active. The curves are labeled as A,
B, C, and D, and correspond to the target values 1, 2, 3, and 4,
respectively.

The classification algorithms used are SVM, Tree, Neural
Network, and Naive Bayes. The performance of each algorithm
is compared for each target value. The x-axis shows the False
Positive Rate (1 - Specificity), while the y-axis displays the
True Positive Rate (Sensitivity).

A good classifier should have a curve closer to the top-left
corner, indicating high sensitivity and low false positive rates.
Based on the figure, in ROC curve A, the SVM algorithm has a
true positive rate of 0.9 and a false positive rate of 0.1 for
target value 1 (Observational). Similarly, the Neural Network
algorithm has a true positive rate of 0.8 and a false positive rate
of 0.2 for target value 2 (Experiential).

Overall, the results show that the classification algorithms
have varying levels of performance for different target values,
with the Neural Network showing higher sensitivity (true
positive rate) in general. However, this model needs more
specific numerical values and additional information to
improve model efficiency in predicting the most appropriate
learning approach (Observational, Experiential, Reflective, and
Active) for each nursing student, in order to improve their
academic and professional excellence.
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Fig. 1. ROC curve for the four target variables which signify the most appropriate learning approaches for each nursing student.

V. CONCLUSION

In this article, we presented a novel approach to predict the
most  appropriate  learning  approach  (observational,
experiential, reflective, and active) for each nursing student.
The proposed multivariate classification model aims to support
educators, especially in the field of nursing, by providing them
with valuable information to make informed decisions about
the appropriate learning styles for each student. This approach
has the potential to improve the academic and professional
excellence of nursing students, thus contributing to more
personalized and effective training in this specific field.

By conducting a comparative study of four multivariate
machine learning algorithms, namely SVM, Tree, Neural
Network, and Naive Bayes, we determined that Neural
Network, Decision tree classifiers are reliable, powerful and
efficient algorithms for predicting the most appropriate
learning approach (observational, experiential, reflective and
active) for each nursing student.

As future directions of our research, we intend to expand
our study by incorporating additional parameters including
individual student characteristics, academic performance
metrics, and contextual factors to further enhance the

predictive accuracy of the model. Additionally, exploring the
application of ensemble learning techniques or hybrid models
could offer a comprehensive approach to better capture the
complexity of learning styles in nursing education.

In conclusion, our findings underscore the potential of
Neural Network and Decision Tree classifiers in tailoring
learning approaches for nursing students. The ongoing and
future research directions aim to refine and extend the model's
capabilities, ensuring its applicability in diverse educational
settings and providing valuable insights for personalized
learning strategies in nursing education.
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Abstract—The global agriculture industry has faced various
problems, such as rapid population growth and climate change.
Among several countries, Japan has a declining agricultural
workforce. To solve this problem, the Japanese government aims
to realize “Smart agriculture” that applies information and
communication technology, artificial intelligence, and robotics.
Smart agriculture requires the development of robot technology
to perform weeding and other labor-intensive agricultural tasks.
Robotic weeding consists of an object detection method using
machine learning to classify weeds and crops and an autonomous
weeding system using robot hands and lasers. However, the
approach used for these methods changes depending on the crop
growth. The weeding system must consider the combination
according to crop growth. This study addresses weed detection
and autonomous weeding in crop-weed mixed ridges, such as
garlic and ginger fields. We first develop a weed detection
method using Mask R-CNN, which can detect individual weeds
by instance segmentation from color images captured by an
RGB-D camera. The proposed system can obtain weed
coordinates in physical space based on the detected weed region
and the depth image captured by the camera. Subsequently, we
propose an approach to guide the weeding manipulator toward
the detected weed coordinates. This paper integrates weed
detection and autonomous weeding through these two proposed
methods. We evaluate the performance of the Mask R-CNN
trained on images taken in an actual field and demonstrate that
the proposed autonomous weeding system works on a
reproduced ridge with artificial weeds similar to garlic and weed
leaves.

Keywords—Weed  detection;
agriculture robot

weeding; mask R-CNN;

. INTRODUCTION

According to the 2022 report on new farm employment by
the Ministry of Agriculture, Forestry, and Fisheries of Japan
[1], not only has the number of new farmers been declining for
the past few years, but also the ratio of people aged 49 or
younger has been declining among new farmers, reflecting the
shortage of workers in the agricultural sector as a whole. In
addition, the world’s population is expected to reach
approximately 9.1 billion by the end of 2050, and food
demand is expected to increase by 70% from the current level.
India is expected to be the most populous country by 2050, but
even today it is already unable to meet its domestic food
production needs [2]. Against this background, there is a
growing interest in the widespread adoption of smart
agriculture, which uses artificial intelligence, internet of
things, and robots, with particular attention focused on the use
of autonomous agricultural robots to replace human
agricultural workers [3].

In agriculture, weeding is important in maintaining the
growth and quality of crop plants. Normally, the crop plants
grown in farmlands compete with plants that naturally
propagate in the same area (hereafter referred to as “weeds”).
To safely prioritize the growth of crop plants over weeds, it is
necessary to carry out multiple weeding operations to remove
the weeds before harvest [4]. However, as weeding is
physically demanding, various researches on automated
weeding using robots is being pursued. Ghazali et al. proposed
the machine vision system for automatic weeding strategy [5].
They compared several image processing methods, and
studied suitable one for weed detection. Mary et al. proposed a
weeding robot for crop and weed discrimination using
Convolution neural network (CNN) [6]. Ya et al. developed a
weeding robot and its path planning method [7]. Yasuda et al.
proposed a sweeping weeding method using brush rollers [8].
Sweeping weeding is effective when crops are planted in
regular rows. However, when crops are planted irregularly, the
sweeping method may damage the crops, weeding by
manipulators is effective [6]. This paper studies an automated
weeding system using manipulators for irregularly planted
crops in the field. Various automated-weeding methods exist,
but the primary tasks in weeding include: (1) the detection of
the weeds to be removed and (2) guiding the weeding
mechanism to those weeds [9]. As weeds and weeding periods
differ depending on several factors, such as the type of crop
plant, cultivation method, and environmental conditions,
general-purpose weed detection is difficult [10].

Many existing studies on smart agriculture that focused on
differentiating crop plants and weeds have confirmed the
usefulness of convolutional neural networks (CNNs) and you
only look once (YOLO) [11] [12] [13]. Narayana et al. used
YOLOV7, which is capable of high-speed object detection, to
detect and classify weeds into multiple weed types based on
their shapes using images of weeds for training [14].
However, if the weeds and crop plants are similar in
appearance, there is a possibility that crop plants may be
mistakenly detected as weeds. Elnemr [15] developed a weed-
detection system based on a deep convolutional neural
network (DCNN) using a dataset comprising weeds in the
early stage of germination. This study successfully detected
weeds in the early stages of germination, demonstrating that
they could be weeded before they inhibit crop plant growth.

The environment in which both weeds and crop plants
grow is called a “ridge,” which is a row of earth raised into a
mound for planting. For the weeding task, it is important to
construct and use a dataset with images of both crop plants
and weeds so that crop plants can be excluded from weeding

103|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

based on their features. Most studies on weed detection for
weeding focus on evaluating the detection accuracy and ignore
the actual application to the task of weeding [16] [17].

With the goal of automating the weeding process, this
study proposes a weed-detection and removal method that
uses images obtained from a real environment for detection
and robot arms to remove the detected weeds; the real
environments is an open outdoor field where garlic and ginger
leaves are cultivated. We propose a system that not only
evaluates the detection accuracy based on a training dataset,
but also investigates the impact of the weeding task and
removal control after the weeds are detected. By proposing an
actual weeding system, the study contributes to the
construction of automated systems for weeding tasks.

The remainder of this paper is organized as follows. In
Section I, we construct a dataset necessary for weeding tasks
and propose a weed-detection method using the dataset. We
also propose a method for weed removal using this weed-
detection method. In Section Ill, we report on experiments to
verify the function of our proposed weeding system. In
Section IV, we summarize this study and discuss the future
prospects.

Il.  CONSTRUCTION OF THE WEEDING SYSTEM

A. Prerequisites

This study targeted an open cultivation field, as depicted in
Fig. 1, where crop plants are not lined up in rows. In such
fields, the crop plants such as garlic and ginger having long
leaves and stems grow vertically upward out of the ridge. If
weeds grow among the crop plants, they will negatively
impact the growth of the crop plants. Therefore, weeding must
be performed multiple times as the crop grows. When the crop
grows taller than the weeds, the influence of weeds on the
growth of the crop reduces; thus, the weeding rate of the entire
field can be lower than 100%.

Fig. 1. Assumed environment.

Previous studies have proposed a mowing robot for weed
removal and a weeding robot that tows a rake-like tool
through crop fields [18] [19]. The weeding robot in the current
study detects the individual plants to be weeded and then
guides the manipulator or a similar tool to the weeding point
to avoid damage to the crop plants. To achieve this, the robot
uses a system that moves along the ridge, captures the
conditions of the ridge underneath the robot using a camera,
and then uses robot arms to remove the weeds, as illustrated in
Fig. 2.
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Fig. 2. Overview of weeding robot.

B. Proposed Method

The approach in this study is as follows. An RGB-D
camera first detects weeds based on color images and
calculates their spatial coordinates based on depth images.
Thereafter, the robot arms are guided to the detected weeds.

In the field where our target crop plants are grown, the
weeds growing among the crop plants include plants with a
variety of leaf shapes and growth patterns, including henbit
deadnettle (Lamium amplexicaule) and annual meadow-grass
(Poa annua). To detect individual weeds, we used Mask R-
CNN with instance segmentation, a machine learning
algorithm [20] that allows the detection of individual weeds in
plant clusters. The VGG (Visual Geometry Group) Image
Annotator was used to create the training data. The machine
learning model was trained using 500 images taken from a real
field [21].

Next, we calculated the physical space coordinates—the
target coordinates for the weeding mechanism—based on the
weed-detection images. As the center of gravity with respect
to the weed-detection area is as close as possible to the root of
the weed, it is therefore necessary to guide the weeding
mechanism to this spot [22]. Three-dimensional spatial
coordinates were then calculated for these camera coordinates
based on the depth image and camera parameters.

Finally, after converting the target coordinates from the
coordinate system on the RGB-D camera described above to
the coordinate system of the manipulator, the position of the
end effector that grips the weed was guided to the coordinates
of the root of the weed as follows:

1) The robot arm was moved so that the horizontal plane
coordinates of the end effector aligned with the target
coordinates.

2) Based on the depth information obtained by the RGB-
D camera, the end effector was lowered to the weed surface.

3) To remove the weed, it was grasped by the end effector
and pulled up.

4) The manipulator was moved to its home position and
the gripped weed was released.
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I1l.  VERIFICATION OF THE WEEDING SYSTEM FUNCTIONS

A. Evaluation of Detection Accuracy by Annotation Shape

The training parameters are shown in Table I. The PC used
for training was configured as shown in Table II, and the
training was performed using detectron2 provided by META.
Training time required to build the machine learning model
using 500 images on this PC was approximately fifteen
minutes. Object detection using Mask R-CNN depends on the
accuracy with which the annotation task is performed.
Therefore, we trained the detection model on two types of
weed datasets: rectangular (in which the weeds were annotated
as rectangles) and polygonal (in which the weeds were
annotated as polygons), and their detection accuracies were
compared. As target-coordinate detection for weed removal is
important in this study, we counted the number of annotation
labels in which the center of gravity of the detected weed is
contained in the weed area in 20 test images. The results are
shown in Table Ill. Fig. 3 shows examples of weed detection
using each annotation shape, and Fig. 4 shows examples of the
weed centers of gravity.

TABLE I. THE TRAINING PARAMETERS
Batch size 128
Iterations 1000

Learning Rate 0.0003

TABLE II. THE PC CONFIGURATION USED FOR TRAINING
CPU Intel Core i5
GPU Geforce RTX3050Ti
0sS Ubuntu 18.04
Training Time 15 min / 500 images

TABLE Ill.  COMPARISON OF RESULTS BY ANNOTATION SHAPE
Total off
. Total Total
Annotation - the top of Accuracy
weeds detections weeds
Rectangle 214 199 8 0.851
Polygon 214 278 5 0.852

(a) Rectangle
result.

Vol. 15, No. 4, 2024

ML RS N,
(b) Polygon result.

Fig. 3. Comparison of results by annotation method.

(b) Polygon.
Fig. 4. Results of each weeding-point drawing.

Fig. 4 shows that the center of gravity is positioned on the
top of the weed for both the rectangle and polygon annotation
shapes. However, when we compared the results on the same
50 test images, we found that the total number of detections
was higher in the system trained on polygonal annotations.
The fact that the training results were more accurate for
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polygon annotation suggests that the polygonal annotation was
more effective for training the weed detector of the weeding
robot.

B. Experiment to Calculate Spatial Coordinates for Weeding

The accuracy of spatial coordinates is important to
properly guide the weeding mechanism to the target weeds.
Therefore, in an experiment, we placed artificial flowers on a
sheet of imitation Japanese vellum to confirm whether the
coordinates obtained using our weed-detection method and
coordinate transformation were appropriate. The RGB-D
camera used in this experiment was the Intel RealSense
D435i.

In the experiment, we arranged the artificial flowers as
“weeds” on a square paper as shown in Fig. 5 such that three
“weeds” of different sizes were in the field of view of the
camera, and then verified the accuracy of the two-dimensional
coordinates after object detection by comparing them with
actual measured values. The weed sizes and labels from right
to left are—large (Weed 1), medium (Weed 2), and small
(Weed 3).

X
o
Weed 3

Weed 1

( (-100,0) ﬁ,-lOO’O)

Weed 2 “(0,150)

(a) Original image captured.

(b) Masked image.
Fig. 5. Results of weed-location detection experiment.

Table IV shows the coordinates where the weeds were
placed, Table V shows the calculated coordinates, and Table
VI shows the difference between the results in Table 1V and
Table V. It was confirmed that there was a maximum
difference of 30.0 mm in the x-direction. Weed 3, which was
the smallest, had a difference of 8.30 mm, while Weed 1 and
Weed 2 had a difference of 30.0 mm. This is probably because
as the size of the detection target increases, the center of
gravity of the generated mask region moves away from the
center of the weed. However, even with a maximum error of
30.0 mm, the weeding point was within the weed-detection
area, thus the results of this experiment were considered
acceptable. In future, we plan to confirm the effectiveness of
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our approach when performing manipulation control in actual
fields.

TABLE IV.  THEORETICAL VALUES OF TWO-DIMENSIONAL COORDINATES
Actual Arrangement
Index X [mm] Y [mm]
Weed 1 100 0
Weed 2 0 -100
Weed 3 -100 0
TABLE V. MEASURED VALUES OF TWO-DIMENSIONAL COORDINATES
Measurements
Index X [mm] Y [mm]
Weed 1 130 1.48
Weed 2 30.0 -108.2
Weed 3 -91.7 6.98

C. Manipulation Control Experiment

Further, we confirmed the ability of the system to guide
the robot arms to the weeds based on the proposed method. In
this experiment, we conducted an evaluation in an artificial
environment in which soil was placed in a shallow tray, and
artificial flowers were placed on top of the soil as weeds. The
manipulation control was performed using the spatial
coordinates of the weeds obtained by the weed detection and
coordinate transformation evaluated above. The manipulator
used in this experiment was a Dobot Magician, a tabletop 4-
axis manipulator manufactured by Dobot Robotics. Fig. 6
shows the experimental setup. The control flow implemented
for the manipulation is shown in Fig. 7.

TABLE VI.  ERROR BETWEEN THEORETICAL AND MEASURED VALUES
Error
Index X [mm] Y [mm]
Weed 1 30.0 -1.48
Weed 2 30.0 -8.20
Weed 3 8.30 6.98

www.ijacsa.thesai.org

Fig. 6. Experimental environment.
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described in the previous section. The calculated three-
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(grasp weed)

!
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Fig. 7. Flowchart of manipulation control.

dimensional coordinates are shown in Table VI1.

We assigned the weed numbers, starting with Weed 1 in
the lower right corner. An example of the original captured

(a) Captured image.
Fig. 8.

coordinates as

Experimental results in a simple field

TABLE VII. THREE-DIMENSIONAL COORDINATES

(b) Masked image.

Vol. 15, No. 4, 2024

image is shown in Fig. 8(a) and the same image with the
corresponding masked areas that were generated as shown in
Fig. 8(b). The manipulation control was applied to the three
coordinates shown in Table VII, and all the three weeds were
successfully grasped. Fig. 9 shows an example of the weeding
process using the proposed weeding system.

Actual Arrangement

Index X [mm] Y [mm] Z [mm]
Weed 1 -24.8 -49.2 562.0
Weed 2 69.9 22.8 564.9
Weed 3 151.8 24.1 558.0
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Fig. 9.  Weeding Scene. (a) Initially, the robot arm is in the home position. (b) The end-effector is moved by the robot arm so that its horizontal plane coordinates
match the target coordinates. (c) Based on depth information, the end-effector is lowered to the surface of the weed. (d) The end-effector grasps the weed. (e) The
robot arm moves and pulls the weed out with the end-effector. (f) After releasing the grasped weed, the robot arm moves to the home position.

D. Discussion

From the above functional verification, the following
results were obtained for the weeding system functions.

- The polygonal annotation was more effective than
rectangular annotation for training the weed detector of
the weeding robot.

- The center-of-gravity position was within an acceptable
range for the maximum error in the weeding position
calculation.

- The manipulation control was applied to the calculated
three-dimensional coordinates of weeding points, and the
weeds were successfully grasped.

Fig. 10. Example of weeds that are difficult to detect center-of-gravity
position.

By setting the manipulation control point at the center of
gravity of the segmentation mask, rather than at the center of
the bounty box, the weeds could be approached correctly in

many cases. However, depending on the shape of the weeds,
as shown in Fig. 10, weeding could not be performed correctly.
We believe that the construction of a network to predict weed
roots after weed detection is one of an important issue to be
addressed in the future.

IV. CONCLUSION

We believe that smart agriculture is an effective way to
address the labor challenges facing the agricultural sector of
Japan. Focusing on the weeding task, which is one of the most
burdensome agricultural tasks because it must be done
multiple times before harvesting, we investigated weed
detection and removal to implement an automatic weeding
robot.

To realize the automatic weeding robot, we built a series
of functions—including weed detection using Mask R-CNN,
calculation of the three-dimensional coordinates of detected
weeds, and manipulation control to the detected coordinates—
and confirmed the effectiveness of these functions through
operational verification.

In future work, we plan to experimentally verify these
functions in an actual field. In addition, as it is necessary to
distinguish between crop plants and weeds more accurately in
actual operation, we also plan to study ways to improve
detection accuracy, for example, by enlarging the dataset and
investigating other training techniques. Moreover, since not
only a single robot but also a multi-robot system with multiple
robots is effective for actual operation in the field [23], a
multi-robot system version of the system in this paper will
also be considered.

108 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

ACKNOWLEDGMENT

This work was supported by a grant from "Development of
Weeding Robot with Autonomous Navigation Capability for
Agricultural  Fields" in collaboration with KOGANEI
CORPORATION. We are grateful to project members for
useful discussion. We would like to thank Editage
(www.editage.com) for English language editing.

REFERENCES

[1] Compiled from “2022 New Farm Employment Survey Results”
(Ministry of Agriculture, Forestry and Fisheries of Japan)
(https://www.maff.go.jp/j/tokei/kekka gaiyou/sinki/r4/index.html)(2023)
[in Japanese]

[2] Abhinav Sharma, Arpit Jain, Prateek Gupta and Vinay Chowdary,
“Machine Learning Applications for Precision Agriculture: A
Comprehensive Review,” in IEEE Access, vol. 9, pp. 4843-4873, 2021,
https://doi.org/10.1109/ACCESS.2020.3048415 (2023).

[3] Sumito Yasuoka, “Promoting Smart Agriculture,” Journal of the
Robotics Society of Japan, vol. 35, No.5, pp. 362-365, 2017 [in
Japanese]

[4] Tetsuo Shioya, “Considering Weed Management in Agricultural
Research,” Agricultural Research, vol. 52, No. 2, pp. 83-86, 2017 [in
Japanese]

[5] Kamarul Hawari Ghazali, Mohd Marzuki Mustafa, and Aini Hussain.
“Machine vision system for automatic weeding strategy using image
processing technique,” American-Eurasian Journal of Agricultural &
Environmental Science 3, pp. 451-458, 2008.

[6] M. Florance Mary, D. Yogaraman. “Neural network based weeding robot
for crop and weed discrimination,” Journal of Physics: Conference
Series. vol. 1979. no. 1. IOP Publishing, 2021.

[7] Xiong Ya, Ge Yuanyue, “Development of a prototype robot and fast
path-planning algorithm for static laser weeding,” Computers and
Electronics in Agriculture, vol. 142, pp. 494-503, 2017.

[8] Kentaro Yasuda, Fumiaki Takashina, Yoshihiro Kaneda, and Atsuo Imai,
“Weeding ability of brush roller-type paddy field weeding robot and its
effect on paddy rice growth” Weed Research, vol. 62, no. 3, pp. 139—
148, 2017 [in Japanese]

[9] Gustavo José Querino Vasconcelos, Gabriel Schubert Ruiz Costa,
Thiago Vallin Spina, and Helio Pedrini, “Low-Cost Robot for
Agricultural Image Data Acquisition,” Agriculture, vol.13, 413, 2023,
https://doi.org/10.3390/agriculture13020413.

[10] Konstantinos G. Liakos, Patrizia Busato, Dimitrios Moshou, Simon
Pearson, and Dionysis Bochtis, “Machine Learning in Agriculture: A
Review,” Sensors, vol. 18, 2674, 2018.

[11] Saleem, Muhammad Hammad, Johan Potgieter, and Khalid Mahmood
Arif, “Weed Detection by Faster RCNN Model: An Enhanced Anchor
Box Approach,” Agronomy, vol. 12, 1580, 2022,
https://doi.org/10.3390/agronomy12071580 (2023).

[12] Vi Nguyen Thanh Le, Giang Truong, and Kamal Alameh, “Detecting

(13]

[14]

[15]

[16]

[17]

(18]

(19]

[20]

[21]

[22]

(23]

Vol. 15, No. 4, 2024

weeds from crops under complex field environments based on Faster
RCNN,” 2020 IEEE Eighth International Conference on
Communications and Electronics (ICCE), Phu Quoc Island, Vietnam, pp.
350-355, 2021, https://doi.org/10.1109/ICCE48956.2021.9352073
(2023).

Fengying Dang, Dong Chen, Yuzhen Lu and Zhaojian Li,
“YOLOWeeds: A novel benchmark of YOLO object detectors for multi-
class weed detection in cotton production systems,” Computers and
Electronics in Agriculture, vol. 205, 107655, ISSN 0168-1699, 2023.

Lakshmi Narayana, “An Efficient Real-Time Weed Detection Technique
using YOLOV7,” International Journal of Advanced Computer Science
and Applications, vol. 14, no. 2, 2023.

Heba A. Elnemr, “Convolutional Neural Network Architecture for Plant
Seedling Classification,” International Journal of Advanced Computer
Science and Applications (IJACSA), vol. 10 Issue 8, 2019.

Mingyang Qi, Gao Haozhang, Wang Tete, Du Baoxia, Li Han, Zhong
Wenyu, Tang You, “Method for Segmentation of Bean Crop and Weeds
Based on Improved UperNet,” in IEEE Access, vol. 11, pp. 143804—
143814, 2023, https://doi.org/10.1109/ACCESS.2023.3344520 (2023).

Rekha Raja, Thuy T. Nguyen, David C. Slaughter and Steven A.
Fennimore, “Real-time weed-crop classification and localisation
technique for robotic weed control in lettuce,” Biosystems Engineering,
vol. 192, pp. 257-274, ISSN 1537-5110, 2022,
https://doi.org/10.1016/j.biosystemseng.2020.02.002 (2023).

Xirui Zhang and Ying Chen, “Soil disturbance and cutting forces of four
different sweeps for mechanical weeding,” Soil and Tillage Research,
vo. 168, pp- 167-175, 2017, ISSN0167-1987.
https://doi.org/10.1016/.still.2017.01.002 (2023).

Hiroto Kayama, Hitoshi Sori, Hiroyuki Inoue, Taishi Sugimoto,
Hiroyuki Hatta, and Yasuhiro Ando, “Basic study of rice seedling
detection using LiDAR in a paddy field weeding robot,” Proceedings of
the National Conference of the Society of Industrial and Applied
Engineers, 2022, vol. 2022, pp. 7-8, published 2022/10/01, Online ISSN
2424-211X, https://doi.org/10.12792/i1ae2022.006 (2023) [in Japanese]

Kaiming He, Georgia Gkioxari, Piotr Dollar, and Ross Girshick, “Mask
r-cnn,” In: Proceedings of the IEEE international conference on
computer vision, pp. 2961-2969, 2017.

Tsubasa Nakabayashi, Kohei Yamagishi, Tsuyoshi Suzuki, Shuhei Saito,
Kei Sakai, and Kazumi Makita, “Optimization and implementation of
weed detection in garlic fields using Mask R-CNN,” Robotics and
Mechatronics Conference Abstracts, vol. 2022, Session ID 1A1-CO05, pp.
1A1-C05-, published 2022/12/25, Online ISSN  2424-3124,
https://doi.org/10.1299/jsmermd.2022.1A1-C05 (2022) [in Japanese]

Champ Julien, Adan Mora-Fallas, Hervé Goéau, Erick Mata-Montero,
Pierre Bonnet, and Alexis Joly. “Instance segmentation for the fine
detection of crop and weed plants by precision agricultural robots,”
Applications in Plant Sciences, vol. 8, 2022.

W. McAllister, D. Osipychev, G. Chowdhary and A. Davis, “Multi-
Agent Planning for Coordinated Robotic Weed Killing,” IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS),
Madrid, Spain, pp- 7955-7960, 2018,
https://doi.org/10.1109/IROS.2018.8593429 (2023).

109|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 4, 2024

Enhancing Building Energy Efficiency: A Hybrid
Meta-Heuristic Approach for Cooling Load
Prediction

Chenguang Wang®*, Yanjie Zhou?, Libin Deng?, Ping Xiong*, Jiarui Zhang®, Jiamin Deng?®, Zili Lei’
School of Municipal and Geomatics Engineering, Hunan City University, Yiyang, Hunan, 413000, China® %67
Heshan District Garden Landscaping Co., Ltd., Yiyang, Hunan, 413000, China?

Hunan Construction Investment Group Co., Ltd., Changsha, Hunan, 410004, China®
School of Mechanical and Electrical Engineering, Hunan City University, Yiyang, Hunan, 413000, China*

Abstract—The research tackles the complex problem of
accurately predicting cooling loads in the context of energy
efficiency and building management. It presents a novel
approach that increases the precision of cooling load forecasts by
utilizing machine learning (ML). The main objective is to
incorporate a hybridization strategy into Radial Basis Function
(RBF) models, a commonly used method for cooling load
prediction, to improve their effectiveness. This new method
significantly increases accuracy and reliability. The resulting
hybrid models, which combine two powerful optimization
techniques, outperform the state-of-the-art approaches and mark
a major advancement in predictive modelling. The study
performs in-depth analyses to compare standalone and hybrid
model configurations, guaranteeing an unbiased and thorough
performance evaluation. The deliberate choice of incorporating
the Self-adaptive Bonobo Optimizer (SABO) and Differential
Squirrel Search Algorithm (DSSA) underscores the significance
of leveraging the distinctive strengths of each optimizer. The
study delves into three variations of the RBF model: RBF, RBDS,
and RRBSA. Among these, the RBF model, integrating the
SABO optimizer (RBSA), distinguishes itself with an impressive
R? value of 0.995, denoting an exceptionally close alignment with
the data. Furthermore, a low Root Mean Square Error (RMSE)
value of 0.700 underscores the model's remarkable precision. The
research showcases the effectiveness of fusing ML techniques in
the RBSA model for precise cooling load predictions. This hybrid
model furnishes more dependable insights for energy
conservation and sustainable building operations, thereby
contributing to a more environmentally conscious and
sustainable future.

Keywords—Building energy; cooling load; machine learning;
radial basis function; self-adaptive bonobo optimizer; differential
squirrel search algorithm

I.  INTRODUCTION

In the contemporary discourse surrounding global energy
challenges, there exists an escalating emphasis on imperative
energy conservation measures. This urgency is particularly
salient within the purview of the global building sector,
constituting a substantial fraction of overall energy
consumption. Within this context, the imperative to optimize
energy efficiency has prompted a meticulous examination of
key metrics, where Cooling Load (CL) and Dynamic Air-
Conditioning Load assume pivotal roles in the paradigm of

building design and operation [1], [2]. Of particular
significance is the latter, as it intricately interfaces with the
orchestration of heating, ventilation, and air conditioning
(HVAC) systems, endowing a spectrum of advantages
including expeditious cooling startups, precise management of
peak demand, cost optimization, and heightened energy
efficiency within cooling storage systems [3]. The Dynamic
Air-Conditioning Load, as a multifaceted entity, stands as the
linchpin for realizing energy and cost efficiency objectives
across a diverse array of HVAC systems. It functions as a
discerning orchestrator, facilitating seamless coordination and
adjustment of HVAC operations in response to the dynamically
evolving thermal requisites of a given structure [4]. This
adaptability  becomes instrumental in  meeting the
heterogeneous and evolving demands posed by residential,
commercial, and industrial structures alike. Nevertheless, the
realization of these efficiency goals is not bereft of challenges.
The accurate prediction of building cooling loads remains a
formidable task, characterized by the intricate interplay
between the optical and thermal properties of the building and
meteorological data [5]. The integration of these factors into
the cooling load prediction process engenders a complex
network that necessitates innovative solutions. The scientific
pursuit of building cooling load prediction has endured for
several years, embodying an enduring commitment to
surmounting these challenges [6].

In the quest for precision, diverse methodological avenues
have been explored. Engineering-based feature extraction
techniques have surfaced as a valuable approach, probing into
the intrinsic thermal properties of diverse building materials.
By eliciting domain-specific insights from data, these
techniques shed light on the nuanced ways in which distinct
materials exert influence on the cooling load [7]. From
concrete to glass, each material introduces a unique set of
thermal dynamics that contributes to the overall cooling load
profile. These insights not only enrich the comprehension of
thermal intricacies but also facilitate the development of
tailored solutions for augmented energy efficiency. Beyond
engineering-based techniques, statistical feature extraction
methods have assumed an integral role in the predictive
arsenal. Employing mathematical approaches, these methods
unearth pertinent information from the data, revealing patterns
and relationships that may elude conventional scrutiny [8].
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This data-driven approach affords a comprehensive exploration
of the intricate factors influencing cooling loads, offering a
holistic perspective that transcends traditional analytical
confines. Advancing the pursuit of precision, structural feature
extraction methods have evolved to scrutinize the underlying
data structure itself. These methods endeavour to uncover
latent dependencies and patterns that might elude conventional
analyses. By delving into the depths of data intricacies,
structural feature extraction unveils critical insights that can
significantly enhance the precision of cooling load predictions

[9].

A multitude of techniques has been devised for optimizing
HVAC systems, which can be broadly classified into three
categories: artificial intelligence (Al), simulation, and
regression analysis. Simulation tools like DOE-2, ESP-r [10],
TRNSYS [11], EnergyPlus and ACO [12] are used to estimate
CL when complete building data is accessible. Accurately
measuring different building parameters, however, presents
practical challenges [13]. There are different ways to simplify
the process of building models, but it still takes a lot of time
and labour to complete. Furthermore, the accuracy of simulated
load results depends on the model's precision and the quality of
the weather data. In real-time applications like online
prediction or optimal operational control, the usefulness of
simulation software is constrained [14].

Against this backdrop, recent scholarship has spotlighted
the substantial potential of cutting-edge Machine Learning
(ML) techniques in transforming the landscape of cooling load
predictions [15]. ML, with its adeptness in discerning complex
patterns and adapting to evolving data dynamics, emerges as a
potent ally in the pursuit of precision and efficiency. The
infusion of ML not only refines extant models but also
engenders novel approaches capable of navigating the intricate
terrain of cooling load prediction with unprecedented
precision. Concurrently, feature extraction methods have risen
to prominence as indispensable tools within the ML-driven
paradigm [16], [17]. These methods assume a pivotal role in
harnessing historical data, ensuring that predictions remain not
only precise but also computationally manageable. As the
volume and intricacy of data burgeon, the symbiosis between
ML techniques and feature extraction methods becomes
increasingly critical, providing a robust framework to address
the evolving challenges of building cooling load prediction
[18]. Envisaging the trajectory ahead, these technological
strides hold promise in ushering forth a new era of
sustainability and energy efficiency in buildings. The
amalgamation of ML techniques and feature extraction
methods is poised not merely to refine predictive accuracy but
also to lay the groundwork for more intelligent and adaptive
HVAC systems. By bridging the lacuna between data insights
and operational efficiency, these advancements contribute to a
future where sustainable practices are not merely aspirational
but intrinsic characteristics of contemporary infrastructure [19].
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The study introduces a new method for improving cooling
load predictions by integrating ML. It uses a hybridization
technique to enhance the performance of Radial Basis Function
(RBF) models, ensuring greater accuracy and reliability. The
hybrid models, which combine two optimization techniques,
show superior performance compared to conventional methods.
A thorough evaluation was conducted to mitigate potential
biases and provide a transparent assessment of the models'
performance. The strategic choice of merging Self-adaptive
Bonobo Optimizer (SABO) and Differential Squirrel Search
Algorithm (DSSA) highlights the importance of each
optimizer's strengths. This study demonstrates the effectiveness
of ML and the benefits of using tailored hybrid models for
improved cooling load predictions. The following section
includes the methodology section, which details the study's
approach, covering data collection, preprocessing, model
development (including machine learning integration), and
validation. Results present findings, including performance
compared to existing methods, with quantitative data and
visualizations. Discussion interprets results within the study's
context, evaluating methodology strengths and limitations. The
conclusion summarizes key findings, emphasizes research
significance, and suggests future research directions.

Il. MATERIALS AND METHODS

A. Data Gathering

Table | provides a comprehensive overview of the
statistical properties of the input variables contributing to the
cooling load prediction models, as well as the resultant cooling
load output. The variables under scrutiny encompass a range of
crucial factors influencing building energy dynamics. The
Relative Compactness category, denoting the building's surface
area-to-volume ratio, exhibits a minimum value of 0.62 and a
maximum value of 0.98. The average and standard deviation
are reported as 0.76 and 0.105, respectively. Surface area, a
pivotal input parameter, ranges from 514.5 to 808.5, with an
average of 671.70 and a standard deviation of 88.086. Wall
area, roof area, overall height, orientation, glazing area, and
glazing area distribution, each with distinct roles in the
prediction models, are similarly characterized by their
minimum, maximum, average, and standard deviation values.
Of particular significance is the Cooling output variable, which
represents the anticipated cooling load. The reported statistics
for this variable delineate its minimum, maximum, average,
and standard deviation as 10.9, 48.03, 24.58, and 9.513,
respectively. These values encapsulate the variability in
cooling loads expected from the developed prediction models.
The statistical summary provides insights into the range and
central tendency of each input variable and the variability in
cooling load output, which is crucial for understanding data
distribution and ensuring the accuracy and reliability of cooling
load predictions generated by developed models [20], [21].

111|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 4, 2024

TABLE I. STATISTICAL PROPERTIES OF THE INPUT VARIABLE OF COOLING
Indicators
Variables -
Category Min Max Avg St.Dev.
Relative Compactness Input 0.62 0.98 0.764 0.105
Surface Area Input 514.5 808.5 671.708 88.086
Wall Area Input 245 416.5 318.5 43.626
Roof Area Input 110.25 220.5 176.60 45.165
Overall Height Input 3.5 7 5.25 1.751
Orientation Input 2 5 3.5 1.118
Glazing Area Input 0 0.4 0.234 0.133
Glazing Area Distribution Input 0 5 2.812 1.550
Cooling Output 10.9 48.03 24.58 9.513

B. Radial Basis Function (RBF)

Ojo et al. [22] discusses the challenges associated with
traditional path loss prediction models in wireless signal
propagation and proposes the use of machine learning
algorithms to address these issues. It highlights the trade-off
between simplicity and accuracy in deterministic and empirical
models. The paper introduces two machine learning-based path
loss prediction models, namely the radial basis function neural
network (RBFNN) and the multilayer perception neural
network (MLPNN), developed using experimental data
collected from drive tests in multi-transmitter scenarios. The
RBFNN model is found to be more accurate than the MLPNN,
exhibiting lower root mean squared errors (RMSEs) when
compared to measured path loss. Furthermore, the proposed
machine learning-based models are compared against five
existing empirical models, with the RBFNN showing the most
accurate results. Elansari et al .[23] presents a novel approach
called Mixed Radial Basis Function Neural Network
(MRBFNN) training using Genetic Algorithm (GA). This
study focuses on optimizing the choice of radial basis
functions, centers, radius, and weights of the output layer in
RBFNNs. They formulate the optimization problem as a
mixed-variable problem with linear constraints and employ a
genetic algorithm-based approach to solve it. The numerical
results validate the theoretical findings and demonstrate
improved generalization compared to existing methods. Alitash
et al. [24] discuss the application of RBFNNs in model
predictive control for a 4 x 3 Multiple-Input Multiple-Output
(MIMO) biomass control system. The study aims to enhance
the control performance of a biomass boiler by utilizing
RBFNNs to improve the accuracy of the model. They develop
a biomass boiler model using system identification techniques
and implement the RBFNN model using MATLAB.
Simulation results show that the RBFNN-based model
predictive controller achieves shorter settling times and
tolerable overshoots compared to a state space model-based
controller, indicating superior performance in controlling boiler
dynamics. Overall, these references demonstrate the versatility
and effectiveness of RBFNNs in various applications,
including pattern recognition and control systems, showcasing
their potential to address complex problems in different
domains.

1) Network architecture for RBF: A RBF neural network
consists of three distinct layers: the input layer, hidden layer,
and output layer, as its fundamental structure. The input

vector x in the hidden layer, which is made up of each unique
input, x4, X,,Xs,....,Xy, IS practical to all neurons. The hidden
layer of an RBF network consists of n RBF that have direct
connections to each component of the output layer. More
information about RBF networks can be found in academic
sources, including references. An RBF network's hidden layer
nodes increase their output as the input pattern they represent
approaches each node's centre. The output of these nodes
decreases with increasing distance from the middle if
symmetric basis functions are applied. Therefore, neurons
with centres near a given input pattern will produce non-zero
activation values when that pattern is present, amplifying the
input. The neurons' receptive field function, which controls
how they react to outside stimuli, is what causes this behavior
[23], [25], [26]. The jth covered—up hub's theoretical basis is
often represented by a Gaussian exponential function, which
can be written as follows:

w?

— —eof—2L
p; =p(w) = e( 2¢]2_) @
The thickness of the jth neuron, signified by ¢;, and w;,
this is typically computed as the Euclidean distance between
the input vector and the neuron center.

w;(x) = [lx— ¢ =

w
Z(xi _Ci,j)z ,di=12,....,w
i=1

)

Let and x = [xy,....,%,]" ¢; be the centres of the jth
RBF parts, which are vectors having the same dimensions as
the jth neuron's input [27]. The network’s output, represented
by the letter M, is the sum of the weights of all the premise
capacities in the hidden layer. The following formula can be
used to determine the output node value:

u
M, = Zsjspj ©))
=1

A weighted sum of the output signals from the nodes in the
hidden layer yields the output of the r th node in the output
layer, which is denoted by M, as the kth component of M. s;,
is a representation of the weights connected to the link between
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the jth neuron in the hidden layer and the sth neuron in the
output layer. The algorithm additionally takes into account
the output p; of the jth node in the hidden layer. In essence, the
hidden layer nodes calculate a linear combination of basic
functions that define the network's output.

2) RBF network training and testing principles neural
system RBF operates in two distinct modes: testing and
training. The network necessity calculates the ideal number of
her RBFs, identifies the centres for each, and constructs the
output layer weight matrix during the training phase.
Minimizing the total squared error, or (R), is the goal [28] al

[28]:
Ivwe ..
R = 5121 EF {q; — mp(XDY (4)

Here q} is the apparent framework control in the event that
an input vector X' is R is the number of cases under
preparation that is shown to the organizer. In RBF networks,
node centers are positioned during training, and the network's
capacity to generalize is greatly influenced by the output of the
kernel function. Numerous methods may be used to determine
the center of the RBF node in the hidden layer; the most
popular method utilized in this research was p — means
clustering. The algorithm's objective is to find a set of F cluster
centers that minimizes E, which is the sum of the Euclidean
distances between each cluster center (yj) and the train points
assigned to that cluster.

E= z z Gijlly; — Xill ®)

j=11=1

The membership matrix was given to the network, signified
as G;; with dimensions of m X N, where N represents how
many training examples there are. There is only one 1 in each
column of this binary matrix; all other values are 0s. After
establishing the RBF unit centre, each RBF unit width is
calculated with a parameter named z, which regulates the
amount of overlap between adjacent nodes and the Root —
Mean — Square distance to the closest RBF node. The
S —fold cross-validation approach may be used to find the
value of z. Eq. (6) provides the breadth of the j — th RBF
unit, which is represented as ¢;.

L& 1/2
2
- (;an ol ®
o=

After the centers of the nodes near node j are determined as
(¢i,...-c;) the RBF neural network is considered fully
determined. Afterwards, Eq. (1) through Eq. (3) can be used to
represent a newly provided, easily navigable input vector. The
RBF flowchart is displayed in Fig. 1 [29].
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@—.[ Choose inputs and output ]ﬂ- 1

[ Set radius of neuron in hidden layerH
| I
$ Set target
Begin training by feeding

inputs and output dataset 1

Training complete

Fig. 1. Flowchart of RBF.

C. Self-adaptive Bonobo Optimizer (SABO)

A detailed argument is presented regarding an improved
version of Bonobo Optimizer (BO), acknowledged as SABO
with repulsion and a memory-based learning strategy for
parameter upgrading. There are four types of mating behaviors
found in it: consort ship, extra-group mating, promiscuous
mating, and restrictive mating. A few changes have been made
to this optimizer to improve performance. In addition, SABO
has three additional memorized populations that are distinct
from the current population, and the members of these
populations mate to give birth to modern bonobos. The
SABO's controlling criteria are based on a repulsion-based
learning approach [30]. Other than these, pt"*-bonobo choice in
SABO is planned extraordinarily. In this case, the estimate of
the subgroup is determined by the calculation taking into
account the input obtained during the search procedure. To
improve the efficiency of the search process, boundary control
technology has also been modified in SABO as opposed to BO.
Below is a detailed explanation of each of these key
components of the suggested SABO.

1) Memory and its updates: The three populations that
make up the proposed SABO are oldpop, worsepop, and
badpop, as was previously mentioned. These populations
initially match the SABO's the original population. Later, with
every iteration, these are revised and updated. Consider that N
and d, respectively, are population size and number of
decision variables.

a) Oldpop: At any time, it*-new bonobo found superior
to the i®"-parent bonobo is accepted in the current population
position. Furthermore, the it"-parent bonobo is remembered
within the it"-position of oldpop.

b) Worsepop: If it*-new bonobo turns out to be worse
than i*"-parent bonobo in fitness value comparison; it is stored
in i"-worse position than the current population.

c) Badpop: The selection process of this N size
population is choosing from mixed populace worsepop and
badpop in size 2N . The unique solutions named I,
distinguished by objective values, display mixed populations.
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If [ realized that be less than N, then I number copied to the
badpop. If | realized that be less than N, then [ number copied
to the badpop. Also, if [ found to be greater than or equal to
N, babpop is chosen from I1 (11>N), and it is between N, and
1, Eq. (7) calculates N;.

N, = ceil(df xN) @

df, diversity factor, is in the range of [(dfmin, Afinax) =
(1.2,1.8)].

2) Repulsion-based learning: First, using repulsion-based
learning, two controlling variables are identified: phase
probability (pp) and sharing co-efficient (sc). Both of this
parameter's range are between 0 and 1. If a good solution's
number appears superior to predetermined solutions (called
N;) then N; solution with the highest change in fitness value
will be considered. Eq. (8) calculates the N;.

N; = maximum of (5, ceil(N x 0.08)) (8)

By taking after a comparative strategy, one can get a worse
value that is not upgraded fitness-wise, named pp,orse -
Considering ppworse and PPpester repulsion; their value
directions shift in the reverse direction. ppj22/t? determined
by Eg. (9).

modified
PPbetter

o X PPbetter X PPworse

©)

= PPpetter

2
e(PPbetter_PPworse)

LS

Initialize bonobo population of size N randomly and evaluate fimess
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3) Mating strategies: There are four mating strategies in
the proposed SABO. There are also conceptions of the positive
phase (pp) and negative phase (NP). Phase probabilities (pp)
are probabilities that PP or NP use to update the solution at
each iteration. Furthermore, in PP, applying a promiscuous or
restrictive mating strategy will generate a new bonobo with a
probability of 0.5. The probability of mating outside the group
is called pyg,, Which is in the range of (p;’;i,’}l,p;’;%‘) and
calculates as follows:

d SDf
[ = j=1 (Vmaxj - Vminj) (10)
0 d
I =01X%X1I, (11)
P = minimum of (II'E) (12)
p,’c’b‘ﬁ,’f =2X1 (13)

In initial population, SD; represents the standard deviation

of jt"-variable; j is in the range of 1 to d, and d is the decision
variable number in the problem. The maximum and minimum

merits of jt"-variable called Umax; @ Vi piin and pax

are determined by [, and [;. Fig. 2 shows a detailed flowchart
of the suggested SABO.

f A
Evaluate fitness of new bonobos , check
acceptance criterion and identify

+ alphabonobo
}om’ng of populatiob based on fitness and identify alphabonobo \ : 1

Determine and initialize parameters

v

Update memorized populations

y

2 Initialize and menorize old , bad and worse populations \

Y

Is stoppmg criterion met?

\Choose pth-bonobo randomly fiom z-number |
of good solutions )

Is a random number < pp ?

A
Create new bonobo | Create new bonobo |
USTNG PrOMISCUOUS (sing consortship or
or restrictive mating | extra-group mating |
strategy strategy
)
¥

}4pply variable limiting conditions ‘\

\

>deate parametrs using repulsion-based learning and other \
A
4

& »

}

\Mixing of current and worse populations and
sorting of mixed population based on fimess

L

\Select N better bonobos as current population
from the mixed population of size 2N

J

Fig. 2. Flowchart of suggested SABO.
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D. Differential Squirrel Search Algorithm (DSSA)

Manoj et ao et al. introduced an innovative optimization
approach referred to as DSSA, which integrates two distinct
algorithms, namely the squirrel search algorithm (SSA) and
differential evolution algorithm (DE). Squirrels are observed to
update their location in the context of the Simulated Squirrel
Algorithm (SSA) by closely monitoring the positions of other
squirrels living in the hickory or acorn tree. That means that to
improve their search strategies, the top squirrels have modified
their updating mechanisms. Adding a crossover operation that
draws inspiration from Differential Evolution (DE) improves
exploration potential. This exposition provides a mathematical
model of the various foraging strategies that are included in the
Decision Support System for Agriculture (DSSA).

1) Initialization of position and the evaluation of fitness:
Initially, the squirrels are arranged at random within the
exploratory domain. Following the squirrels' positions, the
fitness levels of each are evaluated by inserting the position
mentioned earlier into the fitness function. This indicates the
nutritional value of the food source that each squirrel obtained
within its position. The values of fitness are subsequently
subjected to a sorting process to obtain the most optimal
squirrel, denoted as PS;,;, that currently inhabits the hickory
tree. The subsequent 3 optimal function values signify the
locations of the squirrels inhabiting the acorn tree PS,; (1:3).
In addition, they are deemed to be a step towards achieving an
optimal location in the next iteration. Thus far, the remaining
individuals belonging to the squirrel population are denoted as
PSPl have yet to discover a viable nourishment source
occupying typical locations within the tree habitat.

2) Update of the position: When a squirrel colonizes a tree
that provides acorns, it updates its position and moves towards
the best source by following the current best path or PS; in
the absence of a predator. By mimicking the movements of the
squirrels living in the hickory or acorn tree, the squirrels in the
regular tree can track where they are. The observed
phenomenon is that when faced with the possibility of
predation, squirrels tend to change their foraging route
randomly. The following can be used to express the
mathematical models that were used to update the squirrel's
position. Now, as the others adjust their position, the squirrels
in the acorn trees do the following:

PSTEW
_ (PSS + dg. G (PSR — PSQH — Payg), 2 Pap  (14)
random position, otherwise

Puyg is the mean of whole squirrels' positions in the
available population.

The crossover mechanism is incorporated into the DE
algorithm to reduce the likelihood of local minima, thereby
increasing the diversity of the squirrel population being
evaluated. The crossover operation, which was derived from
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Eq. (15), was applied to the current position and its
corresponding new position.

pser — PSgeii if (randj < Cr) O j = jrand
abby PSgi4 ., if (rand; > Cr) or j # jrana (15)

j=123,..,D
i =123,...,NP

PSgey; and PS94 are new and old squirrels' locations

normal, or are acorn trees.

PSSY; . are the squirrels' positions after the operation of the

ati,j

Crossover.
NP shows the population size.
Cr indicates the rate of crossover, and it is equal to 0.5.
D shows the dimension of the problem.
Jrana € [1, D] is a randomly generated index

rand; € [1,D] is the j — th random numbers' assessment
uniformly developed in the distinct range.

According to Eq. (16), some of the squirrels that live in
typical trees move to new areas by following the squirrels that
live in acorn trees.

pSnew — PSr?éd + dg- GC(PSgtld - PS‘r?Ll'd)' ) = Pdp (16)
nt random position, otherwise

r, conforms to a uniform distribution across the interval of
[0, 1].

The squirrels that are still in traditional trees align with the
current optimal location, and their updated locations are
expressed as follows:

pnew — [Pt + g Ge(PSRe" = PS3). 152 Pay 49y
nt random position, otherwise

The application of a crossover operation on squirrels
residing in ordinary trees is as follows:

— PSReY,, if (rand; < Cr) or j = jrgna
ety PSP, if (rand; > Cr) or j # jrang (18)
j=123,..,D

One way to speed up the convergence rate is to allow the
squirrel in the hickory tree to move about the average of the
squirrels' positions inside the tree, as shown by Eq. (19):

PSHEY = PSRI® + dg. G, (PSp® — PS;, 9 (19)

PS..? represents the average of whole squirrel's locations
in the acorn trees.

To determine who gets to participate in the next
development population, the best hybrid positions and their
unused positions are compared with the historical positions in
the determination handle. Algorithm 1 explains the procedural
instructions involved in DSSA.
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Algorithm 1: DSSA Pseudocode

Input Itermax, NP, Pdp, sf,Gc,ub,and lb
Initialize the flying squirrels™' location haphazardly using Eq.(14)
Compute the fitness value utilizing the represented fitness function
employing Eq.(15)
While itr < itermax do
Sort of all functions of squirrels™ fitness and recognize the
current best, /PS.J _ht,positions of squirrels in acorn tree, /PSJ
_at(1:3)
and the position of squirrel in the normal tree, /PSJ) _nt (1:NP-4)
Develop the new position of squirrels by
comparing the new locations in acorn trees achieved
via utilizing Eq. (14) and Eq. (15)
Develop the new location of squirrels by
comparing the new positions in normal
trees achieved via utilizing Eqs. (16) — (18)
Generate the new location of squirrels by
comparing the new positions in
hickory trees achieved via utilizing Eq.(19) and old positions.
Update the population with the best position achieved so far
End While
Return PSy,

E. Performance Evaluation Methods

The models are evaluated in this article using some metrics,
such as the BIAS mentioned earlier, the correlation coefficient
(R?), the Mean Square Error (MSE), the Symmetric Mean
Absolute Percentage Error (SMAPE), and the root mean
square error (RMSE). A high R? value indicates that the
algorithm performed exceptionally well during the training,
validation, and testing phases. Lower RMSE and MAE values,
on the other hand, are preferred because they demonstrate less
model error. Eq. (20 — 24) are used to calculate these metrics.

Coefficient of Correlation.

RZ — S (=) (1=D) (20)
J [, (h-m?][ZW, (;-D?]

Root Mean Square Error.

RMSE = /% W (l; — hy)? (21)

Mean Square Error.
1
MSE = 3, (4 = ho)? (22)
Symmetric Mean Absolute Percentage Error.

— 100 vy 2X|Li—hy|
SMAPE = ==X (8141l

(23)
BIAS.

BIAS = (24)

S~

e In these equations, h; and [; refer to the predicted and
experimental values, respectively.

e The mean values of the experimental samples and
predicted are represented by h and [.
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e Otherwise, W denotes the number of samples being
considered.

I1l. RESULTS

The results of the created RBF models are shown in Table
Il. It includes an aggregate evaluation that covers all phases
and a detailed summary of performance metrics for each of the
three phases: training, validation, and testing. Based on RMSE,
R?, MSE, SMAPE, and BIAS, the RBF models RBSA, RBDS,
and the generic RBF are assessed. The RBSA model performs
well during the training phase, as evidenced by its low RMSE
of 1.007, high R? of 0.989, and minimized MSE of 1.040. The
accuracy of the model in capturing the subtleties of the training
dataset is demonstrated by the SMAPE value of 0.00005 and
the insignificant BIAS of -0.020. In the same way, RBDS
performs admirably during training, showing an RMSE of
1.343, an R? of 0.980, and an MSE of 1.844. When the models
move on to the validation stage, RBSA continues to perform
well, with a lower RMSE (0.800) and a higher R? (0.994),
indicating that it can generalize far beyond the training set. The
RBDS model, on the other hand, shows a little increase in
RMSE (1.172) and a lower R? (0.987), but it still retains a
respectable degree of accuracy during validation. The generic
RBF model, on the other hand, shows higher RMSE (1.410)
and lower R? (0.981) values, indicating a relatively lower fit
during the validation phase. When the models are tested, the
models' performance is evaluated once more, and RBSA
continues to perform well, with a minimum RMSE of 0.700, a
high R? of 0.995, and an MSE of 0.489. During testing, both
the generic RBF model and RBDS perform satisfactorily, with
R? values of 0.984 and 0.976 and RMSE values of 1.208 and
1.486, respectively. With an overall RMSE of 0.938 and an R?
of 0.990 when all phases are considered, RBSA performs
remarkably well, proving its dependability across a range of
datasets. In contrast, the generic RBF model and the RBDS
model have higher overall RMSE values of 1.623 and 1.299,
respectively. In Fig. 3, the metrics' radar plot is displayed.

These findings show how the RBF models' effectiveness
varies depending on the phase, with RBSA constantly showing
higher predictive accuracy. The extensive assessment metrics
highlight the potential of the RBSA model in producing
accurate and trustworthy predictions for cooling loads and
offer insightful information about the models' generalization
ability.

In Fig. 4, a scatter plot is used to compare the hybrid
models' performance over the 3 train, validation, and test
phases. R? quantifies the degree of agreement between
observed and expected values, whereas RMSE shows the
prediction error or dispersal. The data points are closely
clustered around the centerline of the RBSA model, which
shows exceptional accuracy across all three phases. There is
little variation between the expected and actual values and a
high degree of agreement. The RBF and RBDS models, on the
other hand, featured data points that were further from the
centerline and comparable performance levels. In comparison
to the RBSA model, this broader dispersion predicts a slightly
lower precision and a higher inaccuracy.
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TABLE Ill.  THE OUTCOME OF THE DEVELOPED RBF MODELS
Index values
Model Phase
RMSE R? MSE SMAPE BIAS
Train 1.007 0.989 1.040 0.00005 -0.020
RBSA Validation 0.800 0.994 0.640 0.00019 0.044
Test 0.700 0.995 0.489 0.00018 0.038
All 0.938 0.990 0.896 0.00003 -0.001
Train 1.343 0.980 1.844 0.00007 0.002
RBDS Validation 1.172 0.987 1.373 0.00027 0.073
Test 1.208 0.984 1.460 0.00026 -0.077
All 1.299 0.981 1.716 0.00004 0.001
Train 1.692 0.970 2.863 0.00011 -0.093
RBF Validation 1.410 0.981 1.989 0.00043 0.134
Test 1.486 0.976 2.209 0.00047 0.174
All 1.623 0.972 2.634 0.00007 -0.019
Train Train
1.00
16, I\ RBSA —o— RBSA
71\ : 0,99
AR RBDS =R — o~ RBDS
/ \\ -0 RBF \ — - RBF

Test

MSE

Fig. 3. Radar plot for comparison between the developed models based on metrics.

The study's line plot in Fig. 5 shows the error percentages
associated with the models, with the RBSA model being the
most prominent due to its low error rate. The majority of error
values cluster within the 12.08% range. The RBF and RBDS
models show greater variability, with a higher frequency of

Validation

Validation

values exceeding the 23.66% and 17.35% thresholds. Both
models display a right-skewed distribution, indicating the
presence of specific data points with greater proportions of
errors.
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In Fig. 6, the study displays a half-box plot that shows the
three models' respective error percentages. The RBSA model
performed remarkably well, with errors kept below 10% and
little dispersion. Dispersion was seen in all phases of the RBF
model, with a uniform normal distribution and a maximum of
25%. During the assessment stage, the RBDS model exhibited
the highest degree of discrepancy among the models, with one
outlier data point representing more than 18% of the dataset.
The RBF model's Gaussian distribution revealed more
dispersion and fewer instances of near-zero frequency.

1V. DISCUSSION

A. Advantages of the Present Study

The novel approach introduced in the study aims to
revolutionize the prediction of cooling loads, offering fresh
insights and innovative solutions to longstanding challenges in
energy efficiency and building management. By harnessing the
power of machine learning techniques and hybridization
strategies, the proposed methodology endeavors to elevate the
accuracy and dependability of cooling load predictions beyond
the capabilities of conventional methods. Through rigorous
comparative analyses, the research delves into intricate
examinations, juxtaposing the proposed methodology with
state-of-the-art  approaches. These comparisons yield
invaluable insights into the efficacy and superiority of the
novel methodology, shedding light on its potential to
outperform existing techniques in predicting cooling loads with
precision and reliability. The practical implications of
successfully implementing the study's findings are substantial,
encompassing a wide array of benefits ranging from optimized
energy consumption in buildings to tangible cost reductions
and advancements in sustainability initiatives. Furthermore, the
study's contribution to the academic literature is profound,
marking a significant advancement in predictive modeling
techniques within the realm of cooling load prediction. By

pushing the boundaries of knowledge and innovation, the study
paves the way for future research endeavors and opens new
avenues for exploration in the pursuit of energy-efficient
building management practices.

B. Limitations

The effectiveness of the proposed methodology could face
constraints due to data availability and quality, which might
hinder the reliability of predictions if the data is insufficient or
inaccurate. Moreover, the implementation of machine learning
algorithms and hybridization strategies adds complexity to the
modeling process, potentially necessitating specialized
expertise for development and interpretation. Additionally, the
study's findings might have limited generalizability to various
contexts or building types, as factors like geographical
location, building design, and occupancy patterns could
influence the applicability of the methodology. Validating the
proposed approach poses challenges, particularly in ensuring
robustness and reliability across diverse scenarios and
conditions. Furthermore, ethical considerations surrounding
data privacy, bias, and transparency must be meticulously
addressed due to the use of machine learning techniques and
optimization algorithms. These ethical concerns underscore the
need for responsible and transparent research practices
throughout the study.

C. Future Study

For future studies, researchers may explore refining the
methodology, analyzing long-term performance, integrating
advanced technologies, validating in real-world settings,
considering external factors' impact, conducting sensitivity
analysis, integrating with building automation systems, and
engaging users for feedback. These avenues aim to advance
cooling load prediction, enhance energy efficiency, and
promote sustainable building management practices.
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D. Comparison with Published Papers

Table 111 shows the comparison between the presented and
published papers. From the comparison, it can be observed that
the presented study falls within the range of RMSE and R?
values reported in the published articles. While the RMSE
value of the present study (0.938) is higher than that of Roy et
al. (0.059) and Gong et al. (0.1929), it is lower than that of
Afzal et al. (1.4122). Similarly, the R? value of the present
study (0.990) is slightly lower than that of Moradzadeh et al.
(0.9993) but higher than that of Gong et al. (0.9882) and Afzal
et al. (0.9806). Overall, the presented study demonstrates
competitive performance in terms of both RMSE and R?
compared to the published articles, indicating its effectiveness
in predicting cooling loads.

TABLE IV. COMPARISON BETWEEN THE PRESENTED AND PUBLISHED
ARTICLES
Index values
Avrticles
RMSE R?
Moradzadeh et al. [31] 0.4832 0.9993

Roy et al. [9] 0.059 0.99

Gong et al. [32] 0.1929 0.9882
Afzal et al. [14] 1.4122 0.9806
Present Study 0.938 0.990

V. CONCLUSION

As a result of the significant influence that the global
building industry has on total energy consumption, efforts must
be made to precisely forecast cooling loads in the context of
energy conservation and building operations. The study
established a multimodal investigation to improve cooling load
prediction models by applying cutting-edge techniques and
creative ideas. Initially, the emphasis was on important metrics
like Dynamic Air-Conditioning Load (DACL) and Cooling
Load (CL), which highlighted the critical role these parameters
play in HVAC system optimization. Several different
approaches have been adopted to improve prediction accuracy
because of the complex interactions that have been identified
between the optical and thermal properties of buildings and
meteorological data. The process of extracting detailed insights
from the data required the application of feature extraction
techniques, such as engineering-based, statistical, and
structural methods. These techniques, which combined
mathematical and domain-specific viewpoints, made it easier
to comprehend the thermal dynamics present in different types
of construction materials. The rapidly changing field of
machine learning (ML) has the potential to transform the
precision and effectiveness of cooling load forecasts
completely. The combination of machine learning and feature
extraction techniques demonstrated the potential to improve
current models and introduce new ones that can more
accurately predict cooling load with never-before-seen levels
of detail. The development and assessment of the RBF models
RBSA, RBDS, and generic RBF represented the culmination of
these efforts. The thorough statistical characteristics of the
input variables served as a fundamental point of reference,
allowing for an in-depth analysis of the models' performance

Vol. 15, No. 4, 2024

during the training, validation, and testing stages. With the
Self-adaptive Bonobo Optimizer (SABO) integrated, RBSA
proved to be an exceptional performer, exhibiting superior
accuracy in every phase. RBSA is a strong and dependable
model for cooling load prediction because of its exceptional
performance during testing, reduced RMSE and increased R?,
and ability to generalize far beyond the training set. These
findings have wider ramifications that go beyond the
immediate setting and provide a promising path towards more
environmentally friendly and energy-efficient structures. By
incorporating advanced modelling techniques, predictive
accuracy is improved, and the foundation for intelligent,
adaptive HVAC systems is laid. The combination of state-of-
the-art machine learning, research methodologies, and feature
extraction techniques could lead to the intelligent response of
buildings to environmental demands in the future, resulting in a
more sustainable and environmentally conscious global
infrastructure.

ACKNOWLEDGMENTS

Natural Science Foundation of
(20233J50348).

Research Foundation of Education Bureau of Hunan
Province (22C0514).

Hunan Province

REFERENCES

[1] J. Kim, Y. Zhou, S. Schiavon, P. Raftery, and G. Brager, “Personal
comfort models: Predicting individuals’ thermal preference using
occupant heating and cooling behavior and machine learning,” Build
Environ, vol. 129, pp. 96-106, 2018, doi:
https://doi.org/10.1016/j.buildenv.2017.12.011.

[2] R. Zhao et al., “Building cooling load prediction based on lightgbm,”
IFAC-PapersOnLine, vol. 55, no. 11, pp. 114-119, 2022.

[3] Y. Ding, Q. Zhang, and T. Yuan, “Research on short-term and ultra-
short-term cooling load prediction models for office buildings,” Energy
Build, vol. 154, pp. 254-267, 2017.

[4] J. Guo et al., “Prediction of heating and cooling loads based on light
gradient boosting machine algorithms,” Build Environ, vol. 236, p.
110252, 2023, doi: https://doi.org/10.1016/j.buildenv.2023.110252.

[5] B. S. A. J. khiavi; B. N. E. K. A. R. T. K. hadi Sadaghat;, “The
Utilization of a Naive Bayes Model for Predicting the Energy
Consumption of Buildings,” Journal of artificial intelligence and system
modelling, vol. 01, no. 01, 2023, doi:
10.22034/JAISM.2023.422292.1003.

[6] C. Lu, S. Li, S. Reddy Penaka, and T. Olofsson, “Automated machine
learning-based framework of heating and cooling load prediction for
quick residential building design,” Energy, vol. 274, p. 127334, 2023,
doi: https://doi.org/10.1016/j.energy.2023.127334.

[7] J.Zhao, X. Yuan, Y. Duan, H. Li, and D. Liu, “An artificial intelligence
(Al)-driven method for forecasting cooling and heating loads in office
buildings by integrating building thermal load characteristics,” Journal
of Building Engineering, vol. 79, p. 107855, 2023, doi:
https://doi.org/10.1016/j.jobe.2023.107855.

[8] R. Chaganti et al., “Building heating and cooling load prediction using
ensemble machine learning model,” Sensors, vol. 22, no. 19, p. 7692,
2022.

[9] S.S. Roy, P. Samui, I. Nagtode, H. Jain, V. Shivaramakrishnan, and B.
Mohammadi-Ivatloo, “Forecasting heating and cooling loads of
buildings: A comparative performance analysis,” J Ambient Intell
Humaniz Comput, vol. 11, pp. 1253-1264, 2020.

[10] S. T. Kadam, L. Hassan, L. Wang, and M. A. Rahman, “Impact of Urban
Microclimate on Air Conditioning Energy Consumption Using Different
Convective Heat Transfer Coefficient Correlations Available in Building
Energy Simulation Tools,” in Fluids Engineering Division Summer

120|Page

www.ijacsa.thesai.org



[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

(IJACSA) International Journal of Advanced Computer Science and Applications,

Meeting, American Society of Mechanical
V002T03A002.

Q. Si, Y. Peng, Q. Jin, Y. Li, and H. Cai, “Multi-Objective Optimization
Research on the Integration of Renewable Energy HVAC Systems
Based on TRNSYS,” Buildings, vol. 13, no. 12, p. 3057, 2023.

K. Bamdad, N. Mohammadzadeh, M. Cholette, and S. Perera, “Model
Predictive Control for Energy Optimization of HVAC Systems Using
EnergyPlus and ACO Algorithm,” Buildings, vol. 13, no. 12, p. 3084,
2023.

X. Li and R. Yao, “A machine-learning-based approach to predict
residential annual space heating and cooling loads considering occupant
behaviour,”  Energy, vol. 212, p. 118676, 2020, doi:
https://doi.org/10.1016/j.energy.2020.118676.

S. Afzal, B. M. Ziapour, A. Shokri, H. Shakibi, and B. Sobhani,
“Building energy consumption prediction using multilayer perceptron
neural network-assisted models; comparison of different optimization
algorithms,” Energy, p- 128446, Jul. 2023, doi:
10.1016/j.energy.2023.128446.

G. Bekdas, Y. Aydm, U. Isikdag, A. N. Sadeghifam, S. Kim, and Z. W.
Geem, “Prediction of Cooling Load of Tropical Buildings with Machine
Learning,” Sustainability, vol. 15, no. 11, p. 9061, 2023.

X. Li and R. Yao, “A machine-learning-based approach to predict
residential annual space heating and cooling loads considering occupant
behaviour,”  Energy, vol. 212, p. 118676, 2020, doi:
https://doi.org/10.1016/j.energy.2020.118676.

C. Fan, Y. Liao, G. Zhou, X. Zhou, and Y. Ding, “Improving cooling
load prediction reliability for HVAC system using Monte-Carlo
simulation to deal with uncertainties in input variables,” Energy Build,
vol. 226, p. 110372, 2020.

X. Zhao, F. Li, B. Chen, X. Li, and S. Lub, “Modeling the hardness
properties of high-performance concrete via developed RBFNN
coupling matheuristic algorithms,” Journal of Intelligent & Fuzzy
Systems, no. Preprint, pp. 1-15, 2023.

M. B. Bashir and A. A. Alotaibi, “Smart buildings Cooling and Heating
Load Forecasting Models,” IJCSNS, vol. 20, no. 12, p. 79, 2020.

C. Deb, L. S. Eang, J. Yang, and M. Santamouris, “Forecasting diurnal
cooling energy load for institutional buildings using Artificial Neural
Networks,” Energy Build, vol. 121, pp. 284-297, 2016, doi:
https://doi.org/10.1016/j.enbuild.2015.12.050.

Engineers, 2021, p.

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

Vol. 15, No. 4, 2024

O. Probst, “Cooling load of buildings and code compliance,” Appl
Energy, vol. 77, no. 2, pp. 171-186, 2004.

S. Ojo, A. Imoize, and D. Alienyi, “Radial basis function neural network
path loss prediction model for LTE networks in multitransmitter signal
propagation environments,” International Journal of Communication
Systems, vol. 34, no. 3, p. e4680, 2021.

T. Elansari, M. Ouanan, and H. Bourray, “Mixed Radial Basis Function
Neural Network Training Using Genetic Algorithm,” Neural Process
Lett, vol. 55, no. 8, pp. 10569-10587, 2023.

G. K. Alitasb and A. O. Salau, “Multiple-input multiple-output Radial
Basis Function Neural Network modeling and model predictive control
of a biomass boiler,” Energy Reports, vol. 11, pp. 442451, 2024.

M. Sahoo et al., “MLP (multi-layer perceptron) and RBF (radial basis
function) neural network approach for estimating and optimizing 6-
gingerol content in Zingiber officinale Rosc. in different agro-climatic
conditions,” Ind Crops Prod, vol. 198, p. 116658, 2023.

W. Bowen, “Research on nonlinear calibration of mine catalytic-
combustion-based combustible-gas sensor based on RBF neural
network,” Heliyon, vol. 9, no. 3, 2023.

M. Y. Mashor, “Hybrid training algorithm for RBF network,”
International Journal of the computer, the Internet and Management, vol.
8, no. 2, pp. 50-65, 2000.

Q. He et al, “Landslide spatial modelling using novel bivariate
statistical based Naive Bayes, RBF Classifier, and RBF Network
machine learning algorithms,” Science of the total environment, vol.
663, pp. 1-15, 2019.

M.-L. Zhang, “M l-rbf: Rbf neural networks for multi-label learning,”
Neural Process Lett, vol. 29, pp. 61-74, 2009.

A. K. Das, S. Sahoo, and D. K. Pratihar, “An Improved Design of Knee
Orthosis Using Self-Adaptive Bonobo Optimizer (SaBO),” J Intell
Robot Syst, vol. 107, no. 1, p. 8, 2023.

A. Moradzadeh, A. Mansour-Saatloo, B. Mohammadi-Ivatloo, and A.
Anvari-Moghaddam, “Performance evaluation of two machine learning
techniques in heating and cooling loads forecasting of residential
buildings,” Applied Sciences, vol. 10, no. 11, p. 3829, 2020.

M. Gong, Y. Bai, J. Qin, J. Wang, P. Yang, and S. Wang, “Gradient
boosting machine for predicting return temperature of district heating
system: A case study for residential buildings in Tianjin,” Journal of
Building Engineering, vol. 27, p. 100950, 2020.

121 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 15, No. 4, 2024

Securing l1oT Environment by Deploying Federated
Deep Learning Models

Saleh Alghamdi, Aiiad Albeshri
Faculty of Computer Sciences, King Abdulaziz University, Jeddah, Saudi Arabia

Abstract—The vast network of interconnected devices, known
as the Internet of Things (l1oT), produces significant volumes of
data and is vulnerable to security threats. The proliferation of
10T protocols has resulted in numerous zero-day attacks, which
traditional machine learning systems struggle to detect due to
10T networks' complexity and the sheer volume of these attacks.
This situation highlights the urgent need for developing more
advanced and effective attack detection methods to address the
growing security challenges in 10T environments. In this
research, we propose an attack detection mechanism based on
deep learning for federated learning in l1oT. Specifically, we aim
to detect and prevent malicious attacks in the form of model
poisoning and Byzantine attacks that can compromise the
accuracy and integrity of the trained model. The objective is to
compare the performance of a distributed attack detection
system using a DL model against a centralized detection system
that uses shallow machine learning models. The proposed
approach uses a distributed attack detection system that consists
of multiple nodes, each with its own DL model for detecting
attacks. The DL model is trained using a large dataset of network
traffic to learn high-level features that can distinguish between
normal and malicious traffic. The distributed system allows for
efficient and scalable detection of attacks in a federated learning
network within the 1oT. The experiments show that the
distributed attack detection system using DL outperforms
centralized detection systems that use shallow machine learning
models. The proposed approach has the potential to improve the
security of the 10T by detecting attacks more effectively than
traditional machine learning systems. However, there are
limitations to the approach, such as the need for a large dataset
for training the DL model and the computational resources
required for the distributed system.

Keywords—Internet of Things (loT); security breaches;
machine learning; Deep Learning (DL)

. INTRODUCTION

0T security has attracted more attention as a result of the
Internet of Things (IoT) technologies' quick growth and wide
use. 10T is a network system comprising numerous loT devices
that can be accessible to cyber-attacks because they are
typically found in unsupervised locations. One of the most
difficult study areas in information technology is cyber
security. It is especially challenging to do when new
technologies are involved, such as the loT, because of its
common use in numerous technological fields, the internet of
things is predicted to reach 50 billion devices by the year 2020
[1]. The privacy, integrity, and availability of data are seriously
threatened by this growth, which malevolent actors may use
against them. In addition to preventing illegal access to
networks and systems, cyber security also involves protecting

data and personal information. As more and more new
applications depending on connected devices are created, there
has been an increased focus on loT security in recent years. In
comparison to computer networks, attacks on the Internet of
Things could make things worse and result in significant,
extremely expensive damage. 10T is so strongly dependent on
the reduction of end security setup, and all 10T strategies and
components should completely address security threats. In light
of research into 10T risk categories and security architecture,
the detection methods need to be improved [2].
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Fig. 1. Internet of things.

Attacks on linked devices have become a serious issue as
10T has gained popularity as shown in Fig. 1. 10T devices are
sensitive to a variety of attacks, including denial of service,
monitoring of communications, and password cracking. As the
number and variety of Internet of Things (IoT) devices
continue to grow, safeguarding these devices against cyber-
attacks is becoming increasingly critical. Study [3-6] highlight
the growing concern for the security of loT devices,
underscoring the urgency of implementing effective protective
measures. Moreover, the complex nature of these
interconnected systems, which often depend on wireless
networks for the transmission of real-time, sensitive data,
further elevates the risk of cyber threats. Such vulnerabilities
can be exploited through attacks like web insertion, potentially
resulting in the unauthorized access and exposure of private
data, as well as the alteration or tampering of critical
information. This exposure not only compromises the privacy
of individuals and organizations but also threatens the integrity
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and reliability of the system as a whole [7]. For 10T devices,
improved, more reliable intrusion detection systems are
required. For threat detection, deep learning-based security
systems do not require a network connection and work with all
types of devices, operating systems, and data [8].

Attack detection methods include anomaly-based and
signature-based methods. The signature-based method analyzes
the incoming traffic to the database's list of known attack types,
whereas the anomaly-based method detects attacks as
behavioural anomalies from normal traffic. The earlier method
has received criticism for not being able to detect fresh attacks
despite having high detection accuracy and a low false alarm
rate. On the other hand, anomaly detection does not have high
accuracy, but it does detect new attacks. Classical machine
learning has been heavily employed in both strategies [9].
Traditional machine learning algorithms are unable to identify
advanced cyber-attacks due to the attackers' continuous
increase in strength and resources. The majority of these
attacks are minor variations of cyber-attacks that have been
seen before. It is noticeable that even the as such unique attacks
(1% of all attacks) depend on earlier concepts and logic [10-
11].

Unlike traditional machine learning methods that struggle
with abstract feature extraction, DL can develop high-level,
stable representations of training data, making it sensitive to
slight variations or modifications. This sensitivity is
particularly useful in fields like pattern recognition, computer
vision, and image processing, where DL has significantly
improved classification and prediction accuracy. The passage
highlights recent findings that suggest DL's effectiveness in
traffic classification and intrusion detection systems, indicating
its novel application in cyber security attack detection, even
within resource-constrained networks. The research aims to
develop a distributed attack detection mechanism based on DL
for the 10T, leveraging DL's self-learning capability to enhance
accuracy and processing speed.

This research makes the following contributions:

e Develop and deploy an attack detection mechanism
based on federated learning and deep learning that
captures the distribution patterns of 10T networks.

e The proposed system can identify attacks as soon as
they occur and respond swiftly to mitigate future
damage.

e The proposed system can reduce the probability of false
positives by learning and adapting to new attack
patterns.

The Section Il provides a background study; Section IlI
outlines the proposed methodology, followed by the results in
Section IV. Finally, the paper is concluded in Section V.

Il.  LITERATURE REVIEW

Many researchers have used different techniques on
different types of data for user behaviour. Each researcher

Vol. 15, No. 4, 2024

explores different aspects of user behaviour analysis. Here the
study discusses a few of them, especially for Anomaly
Detection in the Internet of Things.

In study [14], author discusses the rapid growth of the
Internet of Things (IoT) industry, projected to reach 30.9
billion devices by 2025, and the associated security risks due to
manufacturers prioritizing service quality over security. In
response to the significant challenge posed by detecting
intrusions within the extensive and diverse networks of the
Internet of Things (IoT), the authors propose a sophisticated
solution. They have developed an intrusion detection system
that utilizes the capabilities of deep learning to effectively
address this issue. This system is uniquely designed to be
highly adaptable, enabling it to learn from and adjust to the
intricacies of any loT network it encounters. One of the most
notable achievements of this system is its exceptional accuracy
rate, which stands at 93.74%. This level of precision
underscores the system's effectiveness in identifying and
responding to security breaches across the varied landscape of
IoT environments. In study [15], the authors address the
security vulnerabilities of the Industrial Internet of Things
(l1oT) to protect against sophisticated multi-variant botnet
attacks. This approach utilizes a combination of supervised and
unsupervised machine learning algorithms to develop an
Intrusion Detection System (IDS) that outperforms existing
methods in speed and accuracy of bot attack detection,
showcasing its effectiveness through  comprehensive
evaluations using the latest datasets and performance metrics.
In study [16], the paper explores the implementation of
machine learning-based Intrusion Detection Systems (IDS) in
10T environments with limited resources. The proposed IDS
combines Principal Component Analysis (PCA) for feature
reduction with various machine learning models, achieving
high detection accuracy against contemporary attacks as
demonstrated using the UNSW-NB15 datasets. The approach
prioritizes reducing communication overhead and avoiding the
complexities of encryption methods, with future work aimed at
enhancing this model with deep learning techniques and novel
datasets for broader 10T applications.

In this study, [17] researchers tackle the challenge of
safeguarding Industrial Internet of Things (110T) edge devices
from cyber-threats and anomalies to enhance threat detection.
Their method demonstrates a high accuracy of 99.5% on an
lloT-specific dataset, surpassing traditional ML-based
classifiers in metrics like precision, F1-score, and recall. In
[19], a novel intrusion detection architecture named DRaNN is
introduced for improving security in 10T settings, employing a
hybrid approach of particle swarm optimization (PSO) and
sequential quadratic programming (SQP) for optimizing
hyperparameters for enhanced attack detection. The study in
[20] explores a DL-based method for bolstering blockchain
data security, focusing on the identification and deployment of
secure smart contracts within public blockchain networks. This
approach achieves notable results in vulnerability detection
accuracy (99.083%), precision (91.935%), and recall
(87.692%).
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TABLE I. LITERATURE REVIEW
Paper Title Dataset Methodology Domain Limitations

[23] KDD Cup 1999 datasets | deep neural network | 10T security | Benchmark dataset not used

[24] UNSW-NB15 datasets CNN+RNN loT security The system may not be effective against attacks that do not generate anomalous
traffic patterns

[25] CICIDS2017 dataset BiLSTM loT security | Low performance in some type of attacks

[26] Various loT datasets CNN 10T security | Small datasets

[27] UNSW-NB15 dataset RNN+Blockchain | 10T security The proposed approach may not be effective against attacks that do not
generate anomalous network traffic patterns.

In study [21], researchers propose a unique pairing
structure and algorithm to verify the authenticity of sensor data
within the IoT framework. Their method is validated through
case studies and experiments on two real-world datasets,
applying CART, SVM, and KNN algorithms. Lastly, [22]
presents an innovative architecture designed to detect and
counteract DoS/D