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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to technology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like fo express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Kohei Arai

Editor-in-Chief
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Abstract—The advancements in deep learning has generated
a large-scale interest in development of black-box models for
various use cases in different domains such as healthcare, in
both at-home and critical setting for diagnosis and monitoring
of various health conditions. The use of audio signals as a view
for diagnosis is nascent and the success of deep learning models
in ingesting multimedia data provides an opportunity for use as
a diagnostic medium. For the widespread use of these decision
support systems, it is prudent to develop high performing systems
which require large quantities of data for training and low-cost
method of data collection making it more accessible for developing
regions of the world and general population. Data collected from
low-cost collection especially wireless devices are prone to outliers
and anomalies. The presence of outliers skews the hypothesis
space of the model and leads to model drift on deployment. In
this paper, we propose a multiview pipeline through interpretable
outlier filtering on the small Mendeley Children Heart Sound
dataset collected using wireless low-cost digital stethoscope. Our
proposed pipeline explores and provides dimensionally reduced
interpertable visualizations for functional understanding of the
effect of various outlier filtering methods on deep learning model
hypothesis space and fusion strategies for multiple views of heart
sound data namely raw time-series signal and Mel Frequency
Cepstrum Coefficients achieving 98.19% state-of-the-art testing
accuracy.

Keywords—Deep learning; outlier filtering; machine learning;
ECG

I. INTRODUCTION

Deep learning (DL), a subset of Artificial Intelligence
(AI), has gained significant attention for its remarkable ability
to analyze complex multimedia data, extracting meaningful
patterns, and making predictions with unprecedented perfor-
mance. In the context of healthcare informatics, deep learning
is revolutionizing the way medical data is interpreted demon-
strating remarkable success in a range of applications. In
the ever-evolving landscape of healthcare informatics, audio
signals have emerged as a valuable source of multimedia
information that can contribute to enhanced health outcomes.
Advancements in audio processing, coupled with the rise of
artificial intelligence, have enabled healthcare professionals to
extract meaningful insights from physiological audio sounds.
The integration of audio signals into healthcare informatics
showcases the versatility of data-driven technologies in im-
proving patient care and holds the promise of more accurate
diagnoses, personalized treatments, and innovative healthcare
solutions.

One of the significant challenges that hinders the availabil-
ity of large quantities of data required for training data hungry

deep learning models is the cost of data collection, limiting
the accessibility of deep learning based decision support sys-
tems to general public specially in developing regions of the
world [14]. This has motivated the development of low-cost
diagnostic devices such as wireless phone stethoscope [14],
wireless OCT devices [25]. Data collection using these low-
cost devices can be noisy and have out-of-distribution samples
collectively termed as outliers. Outliers are data points that
deviate significantly from the rest of the dataset and can distort
statistical measures such as the mean and standard deviation,
in turn affecting not only the predictive performance, gener-
alizability and robustness but also skew the learned features
by obscuring meaningful patterns. This shortcomings makes it
prudent to filter out outliers from the training dataset.

The black-box nature of deep learning models exacerbates
the above challenges and hinders the acceptance of automated
decision support systems in critical healthcare tasks due to
a lack of understanding of the effect of outliers on model
learning and performance. In this work, we address the above
research gap by using Uniform Manifold Approximation and
Projection (UMAP) technique [24] to visualize the effect of
various outlier filtering techniques on the learned deep learning
model hypothesis space. UMAP provides interpretable insights
in understanding how the removal of outliers affect model
performance and also in identification of test outliers. Further-
more, in terms of acoustic heart sounds, to the best of the au-
thor’s knowledge this is the first work leveraging multiple view
of data for classification. Multiview data consists of different
views or perspectives of the same data unlike multiview data
which involved different types of data or entities. These views
are usually derived from different sources, methodologies, or
angles. Multiview learning involves leveraging these different
views to improve the overall performance of the models by
combining their outputs for more robust predictions. Parallel
to multiview, We compare both early and late-fusion strategies
using the raw time-series signals and Mel Frequency Cepstrum
Coefficients (MFCC) as multiple views to achieve state-of-the-
art performance on the small Mendeley Children Heart Sound
dataset collected through low-cost wireless stethoscope.

A. Contributions

In this paper, we investigate the effect of popular outlier fil-
tering methods through interpretable visualizations of learned
model hypothesis spaces. We also investigate the feasibility of
multiview early and late fusion strategies to achieve state-of-
the-art binary classification on the Mendeley Children Heart
Sound dataset collected from low-cost wireless stethoscopes.
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Fig. 1. Our proposed pipeline for outlier filtered MFCC and signal multiview integration for state of the art performance on Mendeley children heart sound
dataset.

Our main contributions in this paper can be listed as follows:

e  Our proposed pipeline achieve state-of-the-art accu-
racy for classification of normal and abnormal pe-
diatric heart sounds through late-fusion of multi-
view outlier filtered Mendeley Children Heart Sound
dataset.

e  We investigate fusion strategies to improve classifi-
cation accuracy of multiview pediatric heart sounds
using a small number of samples.

e  We provide interpretable visualization to understand
the effect of outlier filtering on deep learning model
hypothesis space.

e We provide a comparison of the effect on model
performance of four popular outlier filtering strategies
and their contamination hyperparameter.

The rest of the paper is organized as related works in
Section II. We discuss our experimental methodology and
proposed pipeline including our deep learning models, dataset
and proposed pipeline in Section III. In Section IV, we discuss
the results for both early and late fusion as well as various
outlier filtering methods. Lastly in Section VI, we discuss the
effect of outlier filtering on the hypothesis space of the best
performing model through interpretable visualizations.

II. RELATED WORKS

Significant research progress has been made in developing
decision support systems based on various machine learning
and deep learning algorithms for heart disease diagnosis which
poses a serious health concern for the general population.
Electrocardiograms (ECG or EKG) [29], [22], [6], [23], [30],

[8], Photoplethysmograph [27], [36], [9], [26], [13], and aus-
cultations [34], [14], [31], [32] modalities have been used for
automated decision making. Owing to large body of work on
deep learning based heart disease classification, in this section
we limit the scope of our discussion to the most relevant works
to our approach of using UMAP and research on the Mendeley
Children heart Sound dataset.

UMAP has been used extensively in all domains to reduce
dimensionality for various purposes including interpretability,
primarily for feature selection in context of ECG [28], [19],
[15], [35] and heart sound classification [4], [S]. While various
anomaly detection techniques have been used, there is limited
use of Local Outlier Filtering (LOF) [37], [33], [16]. In our lit-
erature search, we found only a single work exploring anomaly
detection with UMAP in an unsupervised approach unlike our
supervised multiview approach [10] on non-healthcare acoustic
scenes. Furthermore, none of the explored work provides a
functional understanding of the effect of outlier removal on
the deep learning model hypothesis space especially exploring
different outlier filtering methods for comparison of both early
and late-fusion of multiple views, making this the first novel
investigation.

On the Mendeley Children heart Sound dataset, authors
Islam et. al [14] in their work converted the signals into
MFCC, engineered features and presented comparisons of
various SVM kernels. Authors Rani et. al [31] denoised the
dataset and removed noise artifacts followed by conversion to
MEFCC for Convolution Neural Network based classification.
Our proposed approach uses MFCC as one of the views
for deep learning models similar to the above approaches in
conjugation with signals for fusion. Moreover, our approach
performs outlier filtering and provides insight into how the
outliers affect model performance and achieves state-of-the-
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art performance with significant improvement.

III. EXPERIMENTAL METHODOLOGY
A. Proposed Approach

Our developed pipeline as illustrated in Fig. 1 uses Mel
Frequency Cepstrum Coefficients (MFCC) and raw time-series
signals as multiple views of acoustic data for exploration
of both early and late fusion strategies. The collection of
coefficients that represent short-term log power spectrum of
a signal through a linear cosine transform on a non-linear
mel-frequency scale is referred to as MFCC. Our choice of
modalities is inspired by the large body of work in literature
which shows success in classification of audio signals with
both modalities independently. For both fusion strategies, we
investigate the effect of outlier filtering strategies on the
learned model hypothesis space.

For late-fusion, we generate embeddings for each of the
considered views which are passed through the outlier filtering
module before fusion. The outlier samples can skew model
learning so their removal can significantly improve model
performance as demonstrated by Dakshit et. al [7]. While the
embeddings for time-series auscultations are generated through
pre-trained YamNet model, MFCC embeddings are generated
using our deep learning MFCC model as illustrated in Section
II-D. Following outlier filtering, the embeddings of the re-
maining samples are fused and passed through our late-fusion
neural network architecture for classification. The hypothesis
space of this trained model is investigated for functional under-
standing of the effect of outlier filtering through interpretable
UMAP visualization of the learned hypothesis space. For
comparative understanding, we also present visualizations of
the hypothesis space of the model trained without passing the
multiview late-fused data through the outlier filtering module.

For early-fusion, we concatenate the MFCC two-
dimensional data view and one-dimensional raw time-series
signal view which is then passed through outlier filtering mod-
ules and used to train the classification deep learning model as
illustrated in Section III-D. The models trained by passing the
training data views through the outlier filtering module as well
as a control experiment without passing through the outlier
filtering modules are visualized by UMAP for interpertable
functional understanding of the effect of the outliers on the
model hypothesis space.

B. Interpretable Outlier Filtering

In this section, we discuss our strategy for interpretable
outlier filtering from training samples. We use UMAP to
reduce dimensions for interpretable outlier filtering. UMAP
(Uniform Manifold Approximation and Projection) [24], is
a dimensionality reduction technique widely used by high-
dimensional data to provide a more effective visualization of
complex datasets. Unlike comparative methods such as t-SNE
(t-distributed stochastic neighbor embedding) [21], UMAP
offers scalability and preserves both global and local structures
within the data. UMAP operates by mapping data points from
a high-dimensional space to a lower-dimensional one, making
it easier to visualize and interpret patterns. However, it is
a non-deterministic algorithm leading to slight variation in
results with the same data and the same parameters each time,

Vol. 15, No. 5, 2024

primarily due to random initiation and stochastic optimization.
We project each embedding in 2D using UMAP for Local
Outlier Filtering (LOF). LOF provides interpretability in terms
of probabilities. The interpretations and explanations of these
methods do not provide or allow functional understanding
on how the selection and filtering of outliers affect the deep
learning model’s learned hypothesis space as discussed earlier
in Section II. We address this challenge using UMAP in this
paper and demonstrate the effect of outlier removal on the
children heart sounds dataset.

C. Dataset

We select the Mendeley Children heart sound dataset of
normal and abnormal pediatric heart sounds from the rural
areas of Bangladesh [14] collected from 60 subjects using
their developed wireless electronic stethoscope. The collected
dataset of 1657 samples, is preprocessed by re-sampling to
44100 Hz, normalized and denoised using Discrete Wavelet
Transform. This dataset poses challenges in terms of its small
number of samples to train deep learning models and quality
of collection with low-cost wireless devices. Furthermore, the
data has been recently published and not adequately tested
in research but provides the opportunity to investigate the
feasibility of developing high-performing deep learning models
on wireless and cost-effective data collection devices for
developing sections of the world.

D. Deep Learning Architectures

In this section, we illustrate our three deep networks for
early and late-fusion of multiview learning for subtasks of 1)
Raw Signal Embeddings, 2) MFCC Embedding, and 3) Fusion
Classification Network and 4) Early-fusion strategy .

e MFCC Model: Our network used to generate MFCC
embeddings is shown in Fig. 2. Our architecture has
two 2D convolution layers with ReLu activation (64
and 32 filters of size 3 * 3), each followed by Batch
Normalization with an interwined Max Pooling layer
and batch normalization layer. These layers are fol-
lowed by a Global Average Pooling layer and a fully
connected layer of 128 dense nodes and a sigmoid
classification layer.

e Raw Signal Embeddings Model: YAMNet is a
lightweight deep network trained on AudioSet data by
Google to classify on devices with limited computa-
tional resources. It is trained on a large dataset con-
taining thousands of different sound events, enabling
it to identify and categorize various acoustic patterns.
We leverage the pre-trained YAMNet as our encoder
backbone which generates embeddings of length 1024.
We fine-tuned the pre-trained YamNet for generating
pediatric heart sound embeddings using two Fully
Connected Layers (FCN) as shown in Fig. 1. Our FCN
has dense layers of 256 and 128 nodes and reduces
the embedding dimensions to match MFCC and signal
embedding dimensions.

e  Fusion Classification Model: For our fusion classifica-
tion network, we use three dense layers with 512, 128
and 64 nodes with ReLu activation and followed by a
sigmoid layer for binary classification. All models are
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Fig. 2. MFCC Model deep learning architecture.

trained with a learning rate 0.001 and a decay rate of
0.0001 and binary crossentropy loss.

e  Early-Fusion Model: We tried various architectures
for early fusion based on 2D convolutional layers but
most architectures lead to underfitting or extensive
overfitting. We report results on EfficientNet B7 [17]
which obtained the best results as reported in Section
Iv.

IV. EXPERIMENTAL RESULTS

In this section, we discuss the observed results in terms of
performance of baseline models for both view and improve-
ment using outlier filtered fusion to achieve state-of-the-art test
performance. We trained DL models for 100 epochs each with
hyperparameters as discussed in Section III-D and save the
best model in terms of validation accuracy.

A. Baseline Results

In this section, we discuss the observed results in terms
of performance of baseline models for both views and im-
provement through outlier filtering We trained deep learning
models for 100 epochs each with hyperparameters as discussed
in Section III-D and save the best model in terms of validation
accuracy. For outlier filtering we present only the results for
Local Outlier Filtering in this section as LOF is more suited
towards this task and data. One-Class SVM, Isolation Forest,
and Elliptical Envelope outlier filtering methods are more
suitable for datasets where outliers are well-separated from
the majority of the data and where outliers are in sparsely
populated regions of the feature space. Given the task of
binary classification, our feature space is not expected to
have sparsely populated regions. The effectiveness of LOF in
detecting outliers where the density of the data points varies
across different regions makes it a better theoretical choice.
We empirically show the results for all four considered outlier
filtering methods on fusion in section V-A.

In Table I, we report the results of the best baseline models
in terms of traditional deep learning metrics of Precision,
Recall, AUC, and Accuracy. From these baseline model re-
sults, it can be observed that both modalities achieve high
performance on the small dataset, with MFCC having superior
performance in terms of all evaluated traditional deep learning

TABLE I. BASELINE MODEL AND LOCAL OUTLIER FILTERED DEEP
LEARNING MODEL TEST PERFORMANCE ON MFCC AND SIGNAL VIEWS

Model Test Accuracy | Precision | Recall | AUC
Signal 0.90 0.884 0.897 0.96
MFCC 0.96 0.97 0.95 0.99
OF-Signal 0.928 0.92 0.96 0.924
OF-MFCC 0.976 0.974 0.994 | 0.987

metrics. Moreover, it should be noted that the raw signal
view leverages pre-trained YamNet model while MFCC is
trained from scratch. We do not report the results for training
raw signal view from scratch as comparable accuracy could
not be achieved even with state-of-the-art architectures. To
demonstrate the effect of outlier filtering, we retrain the
baseline architectures without changing the hyperparameters
on the outlier filtered training data and these models are
represented with the prefix OF in Table I. We record a
significant improvement of 2.8%, 8.6%, 5.3%, and 3% in test
accuracy, precision, recall, and AUC respectively for raw signal
view. Similar observations are recorded for MFCC view with
a 1.6%, 0.4%, 4.7% improvement in test accuracy, precision,
and recall respectively. After outlier filtering it is observed that
MFCC holds its superior performance in classifying pediatric
heart sounds.

B. Fusion Results

TABLE II. LOoCAL OUTLIER FILTERED EARLY AND LATE FUSION

Model Test Accuracy | Precision Recall AUC
OF-Late Fusion 0.9819 0.984 0.996 0.987
OF-Early Fusion 0.5693 0.5696 0.9626 | 0.5273

Following our proposed pipeline as shown in Fig. 1, for
both early and late-fusion, we report our observed results in
Table II. It can be observed that the late-fusion of the generated
embeddings of the two views of MFCC and signal signif-
icantly outperforms the early-fusion approach. As recorded
in Table II, Late-Fusion of the outlier filtered embeddings of
both views yields an improvement of 0.59% in test accuracy
and 1% for precision and 0.2% recall. The fusion strategy
yields significantly better results over both the individual view
models. The above is observed for both with and without
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TABLE III. CONTAMINATION FACTOR HYPERPARAMETER STUDY FOR LOCAL OUTLIER FILTERING ON LATE-FUSION DEEP LEARNING MODEL TEST

PERFORMANCE
Contamination Factor | Training Sample Count | Test Accuracy | Precision Recall AUC
0.01 1311 0.9819 0.984 0.996 0.99
0.05 1258 0.9789 0.9737 0.9893 0.984
0.10 1192 0.9789 0.9737 0.9893 | 0.9796
0.50 663 0.9729 0.9734 0.9786 | 0.9934

TABLE IV. CONTAMINATION FACTOR HYPERPARAMETER STUDY FOR ISOLATION FOREST FILTERING ON LATE-FUSION DEEP LEARNING MODEL TEST

PERFORMANCE
Contamination Factor | Training Sample Count | Test Accuracy | Precision Recall AUC
0.01 1311 0.9819 0.9738 0.995 0.99
0.05 1258 0.9367 0.9029 0.99 0.9863
0.10 1192 0.9337 0.8986 0.9947 | 0.9413
0.50 663 0.9729 0.9684 0.9840 | 0.9743

TABLE V. CONTAMINATION FACTOR HYPERPARAMETER STUDY FOR COVARIANCE ELLIPTIC ENVELOPE FILTERING ON LATE-FUSION DEEP LEARNING
MODEL TEST PERFORMANCE

Contamination Factor | Training Sample Count | Test Accuracy | Precision Recall AUC
0.01 1311 0.9819 0.9738 0.995 0.99
0.05 1258 0.9819 0.9738 0.99 0.9897
0.10 1192 0.9819 0.9738 0.9947 | 0.9922
0.50 663 0.9518 0.9340 0.9840 | 0.9569

TABLE VI. CONTAMINATION FACTOR HYPERPARAMETER STUDY FOR ONE-CLASS-SVM FILTERING ON LATE-FUSION DEEP LEARNING MODEL TEST

PERFORMANCE

Contamination Factor | Training Sample Count | Test Accuracy | Precision Recall AUC
0.01 1310 0.9819 0.9738 0.995 0.98
0.05 1256 0.9819 0.9738 0.99 0.9796
0.10 1192 0.9819 0.9738 0.9947 0.98
0.50 663 0.9581 0.9340 0.9840 | 0.9887
0.75 331 0.9488 0.9620 0.9465 | 0.9645
1.0 150 0.9398 0.9372 0.9572 | 0.9867

outlier filtering achieving state-of-the-art classification perfor-
mance. The observed superiority of late-fusion performance
can be primarily attributed to the embeddings having learned
meaningful representations of the multiple data views, which
leads to more efficient fusion of features and consequently
better classification outcomes.

V. COMPARATIVE DISCUSSION
A. Comparison of Outlier Filtering Methods

We investigate the feasibility of outlier filtering with four
popular inherently non-interpretable methods namely Local
Outlier Filtering, Isolation Forest, Elliptical Envelope, One-
class SVM.

e  Local Outlier Filtering (LOF) [3]: It is a data-driven
approach to identifying outliers in a dataset by as-
sessing the local neighborhood of each data point.
This method operates on the premise that outliers are
data points that deviate significantly from their local
surroundings. By comparing the distance or density
of a point to its nearest neighbors, the local outlier
filtering method can effectively detect data points that
are inconsistent with the patterns observed in their
immediate vicinity. LOF works in 3 steps namely
local density estimation followed by comparison to

neighbors and lastly outlier detection. Points with
LOF scores significantly higher than 1 are considered
outliers.

e Isolation Forest [20]: It identifies anomalies by con-
structing decision trees to isolate individual data
points. Unlike LOF that measures the distance or
density of data points, Isolation Forest focuses on how
quickly a data point can be isolated from the rest of
the data. The approach involves randomly selecting a
feature and a split value, then recursively partitioning
the data into two subsets based on this split. Anoma-
lous data points are expected to be isolated in fewer
partitions (or trees) because they are different from the
majority of the data.

e  Elliptical Envelope [2]: The Elliptic Envelope method
is a statistical approach to outlier detection that models
the data distribution using a multivariate Gaussian
(normal) distribution and identifies outliers as data
points that deviate significantly from this distribution.
By fitting an elliptical envelope around the data points,
this method estimates the mean and covariance of the
data and calculates the Mahalanobis distance for each
point. Data points that fall outside a certain threshold
of the distance metric are classified as outliers.
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Fig. 3. Local outlier filtering: UMAP Visualization of hypothesis space before (LEFT) and after filtering with 0.01 contamination (RIGHT) outlier filtering for
MFCC (TOP) and raw signal (BOTTOM) views.

e One-Class Support Vector Machines (One-Class
SVM) [1]: It is a machine learning-based approach
for outlier detection that aims to identify anomalies
by constructing a decision boundary that encapsulates
the normal data points in a dataset. This method
operates in a similar way to traditional support vector
machines but is adapted for unsupervised learning and
outlier detection. By training on a dataset consisting
predominantly of normal data distribution, One-Class
SVM learns a hyperplane that separates the data from
the origin. Points that fall within this boundary are
considered normal, while points outside the boundary
are deemed outliers.

These methods provide robust outlier detection capabilities
to handle large datasets of high-dimensionality, each with
its own advantages and disadvantages. Owing to the large
superiority of late-fusion approach, in Tables III, IV, V, and VI,

we report the results for each of the considered outlier filtering
methods including range of values for the contamination hy-
perparameter for only late-fusion strategy. We observe from the
presented results that as the contamination value is increased,
there is a significant drop in model performances. For all the
compared methods, the best performance is observed for the
lowest contamination value of 0.01, with LOF method as the
best performing model globally with comparatively similar
performances for the other outlier filtering methods.

B. Comparison on Same Dataset

The nascent nature of the dataset reduces the possibility
of comparison with existing works. Authors Islam et. al in
their work proposed the dataset [14] and achieved 94.12%
test accuracy, 88.89% specificity, and 100% sensitivity values
using RBF SVM kernel on engineered MFCC features. In
[31] 93.76% test accuracy was achieved using Convolution
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(A) UMAP Signal Visualization after Outlier Filtering
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Fig. 4. One-Class-SVM Outlier filtering: UMAP visualization of hypothesis space after with filtering with 0.01 contamination for MFCC (BOTTOM) and raw
signal(TOP) views.
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Fig. 5. Elliptical envelope outlier filtering: UMAP visualization of hypothesis space after with filtering with 0.01 contamination for MFCC (BOTTOM) and
raw signal(TOP) views.

Neural Network using MFCC. The authors in this approach
strategically removed artifacts and denoised the data as pre-
processing steps. The comparison demonstrated that not only
is our proposed approach able to achieve superior performance
over existing approaches in terms of testing accuracy but
also maintains comparable specificity and sensitivity of 99.6%
and 99.1% while being an efficient way of removing and
visualizing outliers.

VI. INTERPRETABLE VISUALIZATION

In this section, we discuss the effect of outliers through
interpretable visualization. Neural Networks learn high di-
mensional embeddings from multiview data. Interpretability

in the field of Explainable Al (XAI) is defined loosely as
understanding what the model did or could have done [12].
Visualization methods for high dimensional embeddings is
one of the established ways for providing interpretability [18],
[11]. We use UMAP to reduce dimensionality of the sample
embeddings allowing their visualization in two dimensions.
Our dimensionally reduced 2D interpretable visualizations of
the training dataset for both raw time-series signal and MFCC
views are presented in Fig. 3, 4, 5, and 6.

In Fig. VI, the images on the top are for MFCC view
and bottom for signal view with the left images representing
the set before outlier filtering and right representing after
outlier filtering. Our hyperparameter of contamination for LOF

www.ijacsa.thesai.org

7|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

=5 0

Vol. 15, No. 5, 2024

10

(B) UMAP MFCC Visualization after Outlier Fil-fering

Fig. 6. Isolation forest outlier filtering: UMAP visualization of hypothesis space after with filtering with 0.01 contamination for MFCC (BOTTOM) and raw
signal(TOP) views.

detection was set to 0.01 based on grid search which is
reported in Section V-A. We can observe from the images
on the left for both views of MFCC and signal, that the
embeddings are clustered naturally into two groups with some
overlap between classes for signal view. On outlier filtering
with LOF, we observe significantly improved clusters without
any intersection. As observed from the images on the right,
our method allows removal of any potential outliers that could
skew model learning leading to model drift in real world. The
difference in position of the classes in the UMAP interpretable
visualization before and after outlier filtering is primarily due
to the stochastic and random initiation nature of the algorithm
as discussed above and does not have any significance on
the detection of outliers or contamination. The interpretable
visualizations coupled with the model testing results reported
in Table I and Table II explains the difference in performance.
Visualization of the two views for outlier filtering methods
of Isolation Forest (Fig. 6), Elliptical Envelope (Fig. 5), and
One-Class-SVM (Fig. 4) with the best contamination hyper-
parameter values are presented. It can be observed from the
visualizations that the One-Class SVM, Elliptical Envelope,
and Isolation Forest methods have a greater number of outliers
present for both views in comparison to Local outlier Filtering
(Fig. 3) explaining not only the better performance but also
the superiority of LOF over the other methods for our case.
These interpretable visualizations allow us to understand which
samples have been removed based on the position of the
samples in the embedding space.

VII. CONCLUSION

In healthcare, there has been nascent interest in the one-
dimensional modality of auscultation, which represent sounds
from physiological functions for diagnosis and monitoring of
various health conditions. Despite the success of deep learning,
the cost of quality data collection and at-home monitoring
devices makes it an accessibility challenge for the developing
parts of the world. Outliers or anomalies are frequently present

in data collected using these low-cost devices which can
skew model learning and consequently lead to model drift on
deployment. In this paper, we developed a pipeline to filter
outliers that have a derogatory effect on model performance
and achieve 98.19% state-of-the-art testing accuracy through
multiview fusion on the public Mendeley Children Heart
Sound dataset collected through wireless low-cost stethoscope.
To the best of the author’s knowledge, this is the first work
on the feasibility of both early and late-fusion approached
for multiview heart sounds with late-fusion on generated
view embeddings, demonstrating significantly better results.
Our approach also investigated the effect of outliers on deep
learning model hypothesis space through interpretable visual-
izations for a functional understanding. Outlier Filtering using
reduced dimensions by UMAP not only allows for superior
performance but also interpretable visualization of the effect
of outliers on model performance. We compared the effect of
four popular outlier filtering methods on the model hypothesis
space demonstrating the importance of selection of appropriate
method and interpretable functional understanding of the same.
As future work, we would investigate other modalities and
views with larger datasets to understand generalizability of
outlier filtering.
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Abstract—The growing trend of inactive lifestyles caused
by excessive use of mobile devices raises severe concerns
about people’s health and well-being. This paper illustrates the
technical implementation of the Trigger Screen Restriction (TSR)
framework, which integrates advanced technologies, including
machine learning and gamification techniques, to address the
limitations of traditional gamified physical interventions. The
TSR framework encourages physical activity by leveraging
the fear of missing out phenomenon, strategically restricting
access to social media applications based on activity goals.
The framework’s components, including the Screen Time
Restriction, Notification Triggers, Computer Vision Model, and
Reward Engine, work together to create an engaging and
personalized experience that motivates users to engage in regular
physical activity. Although the TSR framework represents a
potentially significant step forward in gamified physical activity
interventions, it remains a theoretical model requiring further
investigation and rigorous testing.

Keywords—Gamification;  physical  activity;  screen-time
restriction; triggered screen restriction framework; TSR
Framework; personalized interventions; gamified physical
intervention

I. INTRODUCTION

The increasing prevalence of sedentary lifestyles, driven by
excessive screen time and mobile device use, raises significant
public health concerns. Research indicates that prolonged
screen time is associated with various health issues, including
hypertension, type 2 diabetes, depression, and sleep disorders
[1]]. Sedentary behaviors are spreading worldwide due to
increased occupational sedentary behaviors, such as office
work, and the increased usage of mobile phones and video
game devices [2]. Most adults fail to follow the World Health
Organization guidelines that recommend moderate to vigorous
physical activity [3]]. The lack of physical activity worsens the
health risks linked to spending too much time being sedentary,
emphasizing the necessity for interventions aimed at reducing
sedentary behavior [4]. People tend to seek comfort and
immediate gratification despite being aware of the potential
long-term health implications [3].

To counter sedentary lifestyles, gamified physical
interventions have emerged as promising strategies to
combat sedentary habits [6]. Gamification, the application
of game-design elements in non-game contexts, aims to
boost motivation and engagement by tapping into the human
psychological need for reward, achievement, and competition
[7], [8]. Elements such as points, leaderboards, and badges
have been successfully integrated into physical activity
interventions, demonstrating significant potential to enhance
user engagement and foster sustained physical activity [9].

Despite the advances in gamified physical intervention,
traditional gamified approaches often fall short in maintaining
behavioral change and overly rely on positive reinforcement,
indicating the necessity for more innovative solutions [[10].

The growing evidence linking screen-based sedentary
behavior to adverse health outcomes further underscores the
need for a novel intervention. A systematic review highlighted
the significant negative association between screen time
and components of metabolic syndrome among adolescents,
emphasizing the urgency of developing effective interventions
to mitigate these risks [11]. Additionally, research on lifestyle
intervention effects on daily physical activity patterns has
shown promising directions for reducing sedentary behavior
and increasing moderate-to-vigorous physical activity, further
validating the potential of structured interventions [12].
The findings of the studies validate the critical need for
interventions that address sedentary lifestyles and encourage
physical activity.

The Trigger Screen Restriction (TSR) framework emerges
as a novel interdisciplinary approach that uses advanced
technologies to address the limitations of traditional gamified
physical intervention [10]. By leveraging the Fear of Missing
Out (FOMO) phenomenon, the TSR aims to encourage
physical activity through the strategic restriction of access to
social media applications based on activity goals, potentially
providing a more sustainable model for gamified physical
interventions [13]. This novel framework, which has yet to
be empirically tested, may represent a promising avenue for
enhancing the efficacy of gamified interventions in promoting
physical activity.

The remainder of the paper is structured as follows:

e  Objective: Outlines the paper’s aim, emphasizing the
TSR’s innovative approach to integrating different
technologies to encourage physical activity.

e  The TSR Framework: Explores the TSR framework’s
innovative approach to integrating advanced
technologies, such as machine learning, computer
vision, and gamification, to create an engaging and
personalized experience that encourages users to
participate in regular physical activity.

e Conclusion and Future Work: Summarizes the
potential impact of the TSR framework on promoting
physical activity and outlines directions for future
research, including the need for empirical testing to
evaluate the framework’s effectiveness in real-world
applications.
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II. OBIJECTIVE

The primary objective is to examine the technical details of
the TSR framework, a novel gamified physical intervention that
integrates interdisciplinary techniques to encourage physical
activity [13]. The aim is to provide an in-depth look at
the TSR framework’s main components, the Screen Time
Restriction, Notification Triggers, Computer Vision Model,
and Reward Engine. The paper will highlight the TSR’s
components’ roles in creating a captivating and tailored
user experience. Each component’s technical architecture and
implementation specifics will be explored, demonstrating the
seamless incorporation of interdisciplinary techniques within
the TSR framework.

Furthermore, the paper intends to illustrate how the various
components collaborate to promote physical activity, offer
near real-time feedback, and provide personalized rewards and
challenges. The integration of the machine learning model
in the recommendation engine within the TSR framework
will also be discussed, underlining the recommendation
engine component’s role in enabling adaptive and personalized
interventions based on user behavior and preferences.

Preliminary investigation will demonstrate the TSR
framework’s potential for accurate and efficient activity
recognition. The investigation compares the prediction model’s
sliding window and static window mechanisms. The paper will
also outline the future direction of research and development
for the TSR framework, stressing the necessity for rigorous
empirical studies to assess its effectiveness in promoting
physical activity, enhancing health outcomes, and improving
user experience.

By addressing these objectives, the paper will contribute
to the expanding research of gamified physical activity
interventions and establish a foundation for developing and
implementing the TSR framework as a practical solution for
promoting physical activity.

III. LITERATURE REVIEW

The growing trend of inactive lifestyles, driven by
excessive screen time, has been strongly associated with
severe health concerns, such as obesity, heart disease, and
mental health problems, highlighting the need for creative
interventions to encourage physical activity. Research has
identified screen-based sedentary behaviors as a critical
factor contributing to negative cardiovascular health outcomes,
emphasizing the urgent need for action to reverse this
trend [14]. Moreover, sedentary lifestyles are increasingly
recognized as significant risk factors for diabetes and all-
cause mortality, with the link between lengthy sedentary time
and high blood pressure and low levels of good cholesterol
levels stressing the importance of addressing this issue
[15]. Excessive recreational screen time is also associated
with significant mental health problems, like depression and
anxiety, which further highlights the critical need for targeted
interventions to reduce screen time and encourage more
active and engaged lifestyles [16]. Together, these findings
demonstrate the significant health implications of sedentary
behaviors worsened by excessive screen time, emphasizing
the urgent need for innovative gamified physical activity
interventions.

Vol. 15, No. 5, 2024

The purposeful use of FOMO within gamification
frameworks can promote physical activity by leveraging
the emotions associated with screen time [13]]. Through
gamification, this negative reinforcement approach taps into the
inherent human fear of being left out, making physical activity
an attractive alternative to screen-based sedentary habits [17].
Moreover, by presenting other activities as opportunities
that demand immediate action, gamified interventions might
effectively use FOMO to counter passive screen time,
encouraging a healthier, more active lifestyle [18]. By
limiting screen time and concurrently offering engaging
alternative activities, gamified frameworks can capitalize on the
psychological impact of FOMO to promote healthier activities
and reduce the risks linked to sedentary behaviors.

Traditional gamified physical interventions have
encouraged physical activity with limited success. These
interventions often rely heavily on external motivators,
which can hinder long-term effectiveness [19]. While
traditional gamified physical interventions can increase initial
engagement, their appeal often diminishes over time as the
novelty fades and motivation decreases [20].

A randomized study across three groups discovered that
although all participants lost weight, those in the gamified
intervention groups did not significantly outperform the
control group, emphasizing the variability and often short-
lived benefits of gamified interventions [20]. Moreover,
while personalized goal-setting within gamified interventions
initially boosts user engagement and performance, this positive
trend must persist consistently, implying that initial gains in
motivation may not lead to long-term behavior change [21].

Moreover, traditional gamification strategies focus
heavily on positive reinforcement, often failing to maintain
engagement as users’ intrinsic motivation decreases [22]]. The
challenge lies in the superficial engagement these gamified
elements promote, primarily focusing on completing tasks
for points rather than fostering a genuine, lasting interest in
physical activity [23]], [24].

Most gamified health interventions, including well-known
ones like Nike+ Running and Zombies, Run!, only incorporate
essential gamification elements, which fail to fully utilize the
potential of gamification elements to bring about meaningful
behavior change, offering an opportunity to develop more
innovative, comprehensive gamification strategies that engage
users and promote lasting health benefits [25]].

Personalized and adaptive interventions in gamified
physical activities are increasingly seen as essential for
supporting and improving user engagement. Personalized
gamification interventions, which customize challenges and
rewards to individual preferences and abilities, can improve
motivation and performance [26]. Personalized intervention
adjusts the difficulty and nature of tasks based on real-time
data, ensuring that the challenges are appropriately stimulating
and within the user’s ability to achieve [26].

Adaptive gamification goes a step further by using machine
learning models that predict and react to changes in a user’s
affective state—such as their emotional condition—to optimize
the timing and type of gamified prompts provided [27].
By analyzing task performance data alongside physiological
responses, such as facial expressions, these models adjust in
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real-time, improving their predictive accuracy and the personal
relevance of the interventions [27]].

The dynamic and personalized nature of the gamified
interventions represents a significant improvement over
traditional methods, which often need to be more responsive
to individual user profiles. By capitalizing on advanced
technology to tailor experiences to individual users, these
approaches enhance initial engagement and promote physical
activity, contributing to better health outcomes. Developing
such adaptive interventions marks a promising direction
in designing a gamified physical intervention, indicating a
shift towards more personalized, responsive, and effectively
engaging fitness promotion tools.

IV. THE TSR FRAMEWORK: A NOVEL APPROACH TO
GAMIFIED PHYSICAL INTERVENTIONS

The TSR framework is a novel, interdisciplinary
approach that utilizes different technologies to overcome the
shortcomings of conventional gamified physical interventions
[10]. By integrating machine learning, computer vision, and
gamification techniques, the TSR framework aims to create
an engaging and personalized experience that encourages
users to engage in physical activity. The framework’s unique
combination of screen time restriction, adaptive gamification
elements, and real-time, privacy-respecting activity verification
sets it apart from existing interventions [13].

The TSR framework’s primary strategy lies in its strategic
use of the FOMO phenomenon to motivate users toward
physical activity. By restricting access to social media
applications based on activity goals, the framework taps into
the intrinsic human desire to stay connected and informed,
making physical activity a prerequisite for accessing these
platforms [13]. The TSR approach is complemented by
personalized notification triggers, a computer vision model
for activity detection, and an adaptive reward engine that
adjusts difficulty based on individual user performance [[10].
These components work together to create a comprehensive
and engaging experience that promotes sustained physical
activity and improves overall health outcomes. By providing
a personalized and dynamic experience, the TSR framework
addresses the limitations of traditional gamified approaches
that often fall short in maintaining behavioral change and
overly rely on positive reinforcement [[10].

The following subsections will explore the technical
aspects of the TSR components:

e Screen Time Restriction: Details the technical
architecture and user flow of the Screen Time
Restriction component, which leverages the FOMO
phenomenon to encourage physical activity by
restricting access to selected apps.

e Notification Triggers: Explores the Notification
Triggers component, which delivers personalized,
context-aware notifications to motivate users towards
physical activity.

e Computer Vision Model: Discusses the Computer
Vision Model’s role in detecting and classifying user
activities in real time while ensuring user privacy.

Vol. 15, No. 5, 2024

e Reward Engine: Describes the Reward Engine’s
design and its function in enhancing user engagement
and motivation through personalized gamified rewards
and incentives.

A. Screen Time Restriction

The Screen Time Restriction component is developed
to promote and encourage users to engage in physical
activity through a screen time management system on mobile
devices. The Screen Time Restriction utilizes comprehensive
components with specific roles within the iOS ecosystem
to implement user-specific screen time policies via technical
mechanisms and customizable options (see Fig. [I).

Allow Access to
Screen Time

Providing “TSR" access to Screen
Time allows it to see your activity
data, restrict content, and limit
the usage of apps and websites.

YYou can control which apps access your
own in Screen Time Options in Settings.

Learn more.

Allow with Face ID

k Don't Allow

Fig. 1. Screen time restriction - user consent.

1) Technical architecture: The system architecture
incorporates several key components that work together to
enforce screen time restrictions based on user preferences and
predictive measures using machine learning (see Fig. [2).

The architecture consists of the following key components:

e ScreenRestriction: Serves as the central controller,
managing the screen restriction protocol by evaluating
factors such as time of day, user activity, and
established guidelines.

e  SelectedAppsForRestrictionDB: Handles a database
of applications marked for screen time limitations,
enabling CRUD operations and confirming that only
selected applications face restrictions.

e  SchedulingClass: Utilizes scheduling algorithms to
determine the timing of restrictions, relying on either
user-set schedules or a prediction from the model to
initiate.

www.ijacsa.thesai.org

12|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

]
ShieldActionExtension ‘ ShieldConfigurationExtension

wers Am%gures

21 Verifies €1/ CRUD Ll
AuthorizationManager ScreenRestriction SelectedAppsForRestrictionDB

CRUD %s: WS Reports

7

4

] ]
SchedulingClass

[ UserPreferences ‘ DeviceActivityMonitorExtension

CRUD

1) utilize ]
CurrentSchedulingTime CurrentSchedulingTimeDB

Fig. 2. Screen time restriction’s system architecture.

e  Current Scheduling Time DB and Current Scheduling
Time: Work to store and communicate the active
screen time schedules, ensuring the system’s
restriction logic operates based on the most current
and relevant scheduling information.

Ensures that screen
restrictions comply with user agreements and
iOS app permission standards, upholding user
confidence and regulatory compliance.

e  AuthorizationManager:

e  DeviceActivityMonitorExtension: ~ Extends  base
monitoring capabilities to include specific metrics
relevant to screen time management, enabling
more informed and dynamic application of screen
restrictions.

e Shield Configuration Extension and Shield Action
Extension: Allow for the personalization of the visual
presented to users during restricted screen times,
promoting and encouraging the users to engage in
physical activity during restriction times.

2) User flow: To better comprehend the operation of the
Screen Time Restriction component from the user perspective,
refer to the following diagram (see Fig. [3):

e  Authorization: The system verifies the required
permissions upon app initiation. Without proper
authorization, the Screen Time Restriction feature
cannot be enabled.

e  Setup: Once authorized, the user can enable Screen
Time Restrictions and proceed to select the apps they
want to restrict.

e Daily Usage: The daily usage function continuously
monitors device interaction, comparing it against
defined time constraints and activity levels.

e Notifications and Restrictions: Approaching the time
limit without detected physical activity triggers
a notification. Exceeding the limit enforces the
restriction, blocking access to chosen applications.

e Physical Activity Detection: Physical
detection automatically removes restrictions.

activity
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e Override Request: Users can request an override
without physical activity, which is granted based on
predefined conditions.

e Normal Use: Effective screen time management and
physical activity result in unrestricted device usage.

Gpen App

5 vsystem
Enable Screen Time Restrictions

(Enab\e Screen Time Resmmuns) (Deny A::Ess)

&

Check Time & Activity

"Near Time Limit & No Activity?” >3 “Time Limit Exceeded? -3 "Physical Activity Detectedr” Y

yes yes yes

(Rezsws Nntm:atmn) (Apply Restmtmnj (Uft Restmtmn)

Continue Normal Use

“Physical Activity”

Continue Normal Use

Fig. 3. Screen time restriction’s user flow.

3) Machine learning integration: The Screen Time
Restriction component anticipates the user’s behavior and
adapts accordingly. Models such as Linear regressions,
Decision Trees, and Random Forests are evaluated for
predicting exercise times, each with pros and cons (See
Table [[). Integrating the machine learning model allows
the Screen Time Restriction component to adapt to the
user’s changing schedule [28]]. For instance, if the model
identifies an increasing trend in evening exercise sessions,
it can automatically adjust screen restrictions to encourage
and promote users to engage in physical activity during the
active periods. Leveraging native iOS features and frameworks,
such as CreateML for machine learning, ensures that the
Screen Time Restriction component operates efficiently and
securely [29]. Integrating the machine learning model in the
Screen Time Restriction component prompts near-real-time
data processing and contributes to a fluid user experience.

The decision to employ a Linear regression model in the
context of predicting exercise times within the Screen Time
Restriction component was based on several factors:

1)  Simplicity: The simplicity of Linear regression
is crucial for applications requiring near-real-time
predictions [30].
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TABLE I. COMPARISON OF MACHINE LEARNING MODELS

Model Name Pros Cons

Linear Regression | Simple, fast Limited with non-

130] linearity

Boosted Trees [31] Manages complex Prone to overfitting
data

Decision Trees [32]
Random Forests [33]

Intuitive, clear
Excels in complexity

Risk of instability
Resource-intensive

2)  Speed: The speed of Linear regression in training
and prediction is particularly beneficial for systems
running on resource-limited devices such as
smartphones or tablets [30].

The Screen Time Restriction component of the TSR
framework embodies a blend of user-centric design and
technical implementation. By harnessing the power of machine
learning and leveraging native iOS features and frameworks,
the Screen Time Restriction component actively encourages
and promotes physical activity in a novel way. The dual
approach of restriction and motivation sets a new standard in
gamified physical activity interventions, positioning the Screen
Time Restriction component as a powerful tool for pursuing
an active lifestyle.

B. Notification Triggers

The Notification Triggers component is designed to provide
context-aware engagement messages to foster user interaction
delivered through push notifications. The primary intent of
the Notification Triggers is to motivate users to engage in
physical activity by nudging them when they are inactive
[34]. The Notification Triggers component leverages a well-
structured system crafted to deliver personalized, context-
aware notifications to encourage physical activity (see Fig. [).

Stand up more!

4 Invest 30 seconds in yourself. One jump for
energy, confidence, and a smile!

Fig. 4. Notification triggers.
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1) Technical architecture: The technical structure consists
of distinct components that enable customized notification
delivery mechanisms to encourage users towards physical
activity. The notifications are crafted based on user behavior
and serve the broader goals of the TSR framework (see Fig.

B).

(©) NotificationTrigger

o motivationalTitles : String[]
o motivationalBody : String(l

© newNotificationTimes() : void

 getRandomTitle() : String

o getRandomBody() : String

o scheduleNotification() : void

© getTheNumberOfPendingNotification(completion : (Int) -> Void) : void
- ~

\

- .
_ - interacts \uses
- \

e l

(© Recommenderengine

&
(©) openappHoursManager o extractHours(data : [OpenAppHours)) : [int]
e createFrequencyDictionary(hours : [Int]) : [Int: Int]

© sortHoursByFrequency(frequencyDict : [Int: Int]) : [(Int, Int)]

@ selectPredictionTimes(sortedHours : [(Int, Int)], minGap : Int, maxCount : Int) : [Int]
© addDefaultTimes(predictionTimes : [Int], defaultTimes : [Int], minGap : Int) : [Int]

o predictNotificationTimes() : [Int]

o saveOpenAppHour() : void
o getAllopenAppHours() : [OpenAppHours]

Imanages

(©) openappHoursDB
id : string

S useriD : String

o hour : Int

odate : Date

o primaryKey() : String

maps

(©) openappriours

oid: String

o useriD : String
o hour : Int

o date : Date

Fig. 5. Notification trigger’s class diagram.

The architecture consists of the following key components:

1)  NotificationTrigger: This component manages the
notification delivery by analyzing user activity data.
It ensures that motivational messages reach the users
effectively, fostering their engagement in physical
activities.

2)  OpenAppHours and OpenAppHoursDB: These
components are essential in storing how users
interact with their devices. They log activity times,
offering vital insights that help time the notification
delivery accurately. By logging periods of user
inactivity, these components ensure that notifications
are sent when they can have the most significant
impact.

3) OpenAppHoursManager: This component bridges
the stored user data and the NotificationTrigger
mechanism. It handles the collection of historical user
data, allowing the NotificationTrigger to tailor and
time notifications that are in tune with the user’s daily
habits.

4)  RecommenderEngine: This component employs data
analysis to pinpoint optimal moments for sending
out notifications. By understanding user behavior,
it determines the best times to encourage user
interaction, which in turn, promotes physical activity.

2) User flow: To better comprehend the operation of the
Notification Triggers component from the user perspective,
refer to the following diagram (see Fig. [6):

1)  Authorization and Permissions:

e The process begins with the Initialization
state, where the application requests
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" Initialization |
| Request Permission /

PermissionsGranted

( Momtm’mgUserActNlty\
Enter: Record User Activity
.\Exit. Analyze User Data

Schedule/UserActivity

‘/ AnalyzingHistoricalData ‘

Enter: Process Historical Data ‘

| Exit: Predict Times /

DataAnalysisComplete

‘/ Pred\ctmgNot\ﬁcatlonTlmes““

‘ Enter: Machine Learning Analysis ‘
Exit: Prepare Notification Content J

OptimalTimesldentified

[ PreparingNotifications |

Enter: Generate Message

| Exit: Schedule Notification Y,
ContentReady

d Scheduling Notifications |

Enter: Set Notification Time

| Exit: Deliver Notification J

NotificationsScheduled

Userinteracts/Timer

|' Notifications Delivered \"

|,\Enter User Receives Notification ‘

NotificationReceived

( User Response N
.\Enter Log User Reaction )

ICycleComplete

Fig. 6. User flow diagram for notification triggers.

necessary permissions from the user to

send notifications.

e Upon receiving Permissions Granted, the
application transitions into the Monitoring
User Activity state. Here, the app starts
recording user activities, ensuring
foundation for personalized notifications is

set.
2)  Activity Monitoring:

e In the Monitoring User Activity state, the
application logs the user’s device interactions
throughout the day.

e This continuous monitoring enables gathering

essential data and marking periods of activity
and inactivity, which is necessary for the
subsequent analytical phase.

3) Notification Timing:

Vol. 15, No. 5, 2024

During this phase, the collected data
undergoes comprehensive analysis,
identifying potential idle periods that
could benefit from an intervention.

Upon completion, the system advances to
the Predicting Notification Times state,
employing a linear regression model to
determine the most effective notification
delivery times.

4)  Notification Delivery:

The system then transitions into the
Scheduling  Notifications  state,  where
these notifications are scheduled for delivery
at the predicted optimal times.

Upon successful scheduling, the system
enters the Notifications Delivered state, where
notifications are dispatched to the user,
serving as timely nudges toward physical
activity.

5)  User Interaction and Feedback:

This phase captures the user’s interaction with
the notification, whether they dismiss it or
engage with it.

The feedback from user interactions, recorded
during the User Response state, informs
future notifications, contributing to a cycle of
continuous improvement and personalization.
Finally, based on the user’s action or after a
set time, the flow loops back to Monitoring
User Activity, initiating a new cycle of
monitoring and engagement.

3) Recommendation engine: The Notification Triggers
component integrates a linear regression model and a
recommendation algorithm to provide personalized and
timely messages. An evaluation of various recommendation
algorithms was conducted to list their benefits and challenges

(Table [M):

TABLE II. COMPARISON OF RECOMMENDATION ALGORITHMS FOR

NOTIFICATION TIMING

Algorithm Pros Cons

Collaborative Personalized Cold start problem
Filtering [35] recommendations

Content-based Handles new items Limited to  user

Filtering [36] preferences

Hybrid  Approaches Best of both worlds Complexity, data

1371 sparsity, and Cold
start problem

Matrix  Factorization Large dataset Data  sparsity and

138] handling Complexity and Cold

start problem

The decision to implement a Collaborative Filtering
algorithm was made after carefully considering the unique
requirements of the Notification Triggers component. Several
factors influenced the choice:

1)  Personalization: Collaborative filtering offers a high
level of personalization, which is critical for engaging
users with relevant notifications based on collective
user behaviors [39].

2)  Adaptability: The ability of collaborative filtering
to adapt to new user data and evolving interaction
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patterns align with the dynamic nature of user
engagement and physical activity routines [40].

Integrating Collaborative Filtering and a linear regression
model into the Notification Triggers component represents
a strategic approach to enhancing user engagement through
timely and personalized notifications.

C. Computer Vision Model

The Computer Vision Model is designed to detect and
classify user activities in real-time using the device’s camera.
The Computer Vision model leverages the CoreML framework
to provide seamless activity recognition, enabling the TSR
framework to deliver personalized interventions and promote
physical activity [41].

1) Technical architecture: The Computer Vision model’s
architecture ensures seamless integration with the i0S
ecosystem while delivering efficient activity classification. The
following diagram illustrates the key components and their
interactions within the Computer Vision Model (see Fig. [7).

© Camera

o captureVideoFrames()

captures

Y
© VideoCapture

o receiveVideoFrames()

sends

Y
@ VideoProcessing

o processVideoFrames()
o convertToPoses()
o findLandmarks()

converts and finds

Y
@ Predictor

o receiveBodyPoses()
o predictActivity()

predicts

Yy
© ExerciseClassifier

o classifyPoses()

classifies

L J
© View

o updateUl()

Fig. 7. Computer vision model’s technical details.

The architecture consists of the following key components:
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1) Camera: The Camera component captures video
frames from the device’s camera. It leverages the
AVFoundation framework to access the camera and
capture real-time video data, ensuring a steady input
stream for the subsequent components [42]].

2)  VideoCapture: The VideoCapture component receives
the captured video frames from the camera and
forwards them to the VideoProcessing component for
further analysis. This intermediary role allows for a
clear separation of concerns and promotes efficient
data flow within the architecture.

3)  VideoProcessing: The VideoProcessing component
takes on the critical task of processing the incoming
video frames to detect human body poses and
landmarks, harnessing the power of the Vision
framework [43]]. By converting the video frames into
body poses and extracting relevant body landmarks,
the VideoProcessing component lays the foundation
for activity recognition.

4)  Predictor: The Predictor component receives the
processed body poses from the VideoProcessing
component and employs a sliding window approach
to determine the most probable current activity. By
considering a sequence of poses over a specified time
window, the Predictor ensures relevant predictions,
considering the temporal context of the user’s
movements.

5)  ExerciseClassifier: The ExerciseClassifier model
takes the data from the Predictor and classifies the
poses into specific physical activities.

6) View: The View component interfaces the Computer
Vision Model and the user. It updates the user
interface based on the classified activity received.
By displaying relevant feedback to the user, the
View component encourages engagement in physical
activity and provides gamified points for the user’s
efforts.

2) Sliding window mechanism for pose prediction: The
sliding window mechanism allows the model to process a
sequence of poses over a specified time window, ensuring
efficient predictions and continuous feedback to the user.

In contrast, the static window prediction method suffers
from delays due to the need to clear the buffer after each
prediction. The static window mechanism may limit the
prediction’s ability to provide near real-time feedback to the
user.

The researcher conducted a controlled experiment on
himself to evaluate the effectiveness of the sliding window
mechanism for counting repetitions during exercise. The
experiment used an iPhone 11 Pro as the data collection
device. All trials were conducted in the same controlled
environment with uniform lighting conditions to ensure
consistency. Additionally, all trials were performed at a
consistent height of 120 centimeters measured from the floor
to ensure consistent data acquisition by the phone’s camera.
The researcher then compared the performance of the sliding
window mechanism against a static window approach. The
researcher performed ten continuous repetitions of jumping
jacks for each mechanism. The accuracy of each approach
in counting repetitions and the average feedback time were
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measured and compared (see Table [ITI).

TABLE III. COMPARISON OF SLIDING WINDOW AND STATIC WINDOW

MECHANISMS
Test Mechanism Actual Counted Average
Continuous Reps Feedback
Reps Time (s)
1 Sliding Window 10 8 1.42
2 Static Window 10 3 3.09
3 Static Window 10 4 3.33
4 Sliding Window 10 9 1.46

The functionality of the sliding window mechanism, as
outlined in Table illustrates the seamless integration of
initialization, pose estimation, and sliding window analysis
stages. This well-structured design enables the mechanism to
process incoming pose data efficiently, make near-accurate
predictions, and manage the pose window effectively.

TABLE IV. STAGES OF THE SLIDING WINDOW MECHANISM

Stage Description
Initialization
. Load the ExerciseClassifier
. Initialize posesWindow with a capacity to store up to
128 poses
. The posesWindow serves as a buffer to hold incoming

poses for analysis

Pose

Estimation . Camera captures frames

. VideoProcessing component extracts human body
poses from each frame

. Extracted poses are added to the posesWindow

. The posesWindow is continuously updated with the
sequence of poses for analysis

Sliding
Window .
Analysis

Triggered when the posesWindow accumulates 64 or
more poses

. Consists of two parallel processes:

o Prediction:

. Collected poses are prepared and
passed to the ExerciseClassifier for
activity classification

. Classifier assesses the poses to
identify recognizable activities

. Confidence of the prediction is
calculated

o Window Management:

. Adjusts the posesWindow based on
the prediction result

. If an activity is recognized, the
window size is reduced by removing
a portion of the oldest poses

. If no activity is detected, only the
oldest poses are removed

. Allows the window to slide forward
while retaining relevant  pose
information

In the gamified physical activity intervention context,
the sliding window mechanism’s ability to count continuous
repetitions and provide timely feedback is essential for
maintaining user engagement and motivation.

D. Reward Engine

The Reward Engine aims to enhance user engagement and
motivation by providing personalized gamified rewards and
incentives based on the user’s physical activity performance.
The Reward Engine leverages gamification techniques to create

Vol. 15, No. 5, 2024

challenges and rewards to encourage users to engage in
physical activity regularly [44].

1) Technical architecture: The Reward Engine’s technical
architecture ensures seamless integration and efficient
communication between its components. The following
diagram illustrates the interactions between the key
components of the Reward Engine (see Fig. [8).

© vser

o performactivity()

Tequests rewards
for activities

(© Rewardvanager \

o determineUsert evel(totalRepetitions)
o calculateDificultyFactor(repetitions, userLevel)
o calculateMaxPolntsPerRep(userLevel)

nUserl

J(userLevel)

o roundRewardPoints(points)

calculates / fetches
rewards based on actiity ! user progress

(© Recommenderengine . ©Frogresstanager|
1 influences reward calculations |

fnteracts for daily challenge
o getProgress) |

o trainModel(type)
o predictforProgressModel, usingRegressor. type)

lstores predictions N fdetermines
for challenges N user's level

T~ A@usertevel

| sets daiy challenge beginner
intermediate
experienced

(® Locaios

| DaiyChallenges| based on user progress

returns stored \ CRUD operamns/

anengedexa for challenges
L

(© paiychallengeManager

o
o setDalyChallenge (completion) €

o createNewChallenge(predictedRepNumber)
© updateCompletedChallenge()

o getDailyChallengeRepetitions(completion)
© deleteOldChallenges()

o savechallenge(challenge)

Fig. 8. Reward engine’s technical details.

The architecture consists of the following key components
and their interactions:

e User: Users perform physical activities, which are
tracked by the system. They engage with daily
challenges and receive rewards based on their activity
levels. The User interacts with the RewardManager
to request rewards for their activities and with the
DailyChallengeManager to receive and complete daily
challenges.

e RewardManager: The RewardManager is responsible
for calculating rewards for wuser activities. It
fetches user progress data from the ProgressManager
and utilizes the RecommenderEngine to calculate
precise rewards based on the user’s activity. The
RewardManager determines the user’s level based on
their total repetitions, calculates the difficulty factor
and maximum points per repetition, and rounds the
reward points to ensure a user-friendly format.

e  ProgressManager: The ProgressManager fetches
user progress data, including historical activity
data, essential for calculating rewards and setting
challenges. The ProgressManager assesses the user’s
current level and performance trends and provides
this information to the RewardManager and the
DailyChallengeManager.

e RecommenderEngine: The RecommenderEngine
component uses machine learning to personalize
the difficulty and targets of daily challenges based
on user progress. It trains models using the user’s
progress data and predicts future performance,
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helping to tailor the rewards and challenges
further. The RecommenderEngine interacts with
the RewardManager to calculate precise rewards and
with the DailyChallengeManager to set appropriate
daily challenges.

e  DailyChallengeManager: The
DailyChallengeManager manages daily challenges’
CRUD  operations. It interacts with the
RecommenderEngine to set attainable yet challenging
challenges based on the user’s predicted capabilities.
The DailyChallengeManager also performs CRUD
operations on the LocalDB to ensure that challenges
are current and accurately reflect the user’s progress.

e  UserLevel: This enumeration categorizes users into
beginner, intermediate, and experienced levels based
on their total repetitions and progress. The UserLevel
influences how rewards and challenges are calculated
and presented to the user. It is utilized by the
RewardManager and the DailyChallengeManager to
provide level-appropriate rewards and challenges.

e LocalDB: The local database stores and manages
data related to daily challenges. It ensures that
challenges persist and can be retrieved as needed. The
DailyChallengeManager interacts with the LocalDB to
save, update, and retrieve challenge data, which is then
used to notify and engage the user.

2) Setting daily challenge process: Setting daily challenges
aims to help maintain user interest and promote regular
physical activity [45]. The following activity diagram
illustrates the steps in setting a daily challenge and rewarding
users for achieving their goals (see Fig. [9).

The process consists of the following stages:

1)  Initialize Challenge:

e The system retrieves the user’s historical
data, including total repetitions of physical
activities and points earned, providing a
foundation for setting a new challenge.

e Accumulated data from the user’s activity
history is aggregated to understand their
performance over time.

e  The system calculates the number of days the
user has been active, aiding in the analysis of
daily average performance.

2)  Calculate Average and Set Base:

e The average daily activity and points are
computed based on the user’s history to
establish a performance baseline.

e  The system checks for sufficient progress data
to predict the next challenge accurately.

o If Yes: The system utilizes the detailed
progress data for a new challenge setting.
o If No: The system defaults to predefined
challenge values, ensuring new users
without extensive history still receive
engaging challenges.
3)  Predict Challenge Target:
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Fig. 9. Setting daily challenge process.

e  The RecommenderEngine is fed user progress
data to train a predictive model tailored to the
user’s activity patterns.

e  Model Training Outcome:

o If Successful: The model predicts the
next challenge target, aligning with the
user’s potential for improvement.

o If Unsuccessful: The system reverts
to default challenge values, ensuring
continuity in user engagement despite
predictive model challenges.

Daily Challenge Management:

e The system verifies if a challenge for
the current day already exists to avoid
duplications.

www.ijacsa.thesai.org 18| Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

e  Challenge Evaluation:

o If Exists for Today: The existing
challenge is retrieved, maintaining
consistency in daily goals.

o If No Challenge for Today: A new
challenge is created using either the

predicted target or default values,
ensuring the user always has a goal to
strive for.

e The newly set or updated challenge is saved
or modified in the local database, ensuring
the persistence and accessibility of challenge
data.

5) Complete Challenge Setup:

e The daily challenge is finalized and set for
the user, marking the culmination of the
challenge-setting process.

e The wuser is informed of the new or
updated challenge, encouraging engagement
and participation in the daily activity goal.

Once the daily challenge is set, the RewardManager
calculates the appropriate rewards based on the user’s level,
difficulty factor, and maximum points per repetition. The
reward for achieving the daily challenge is then presented to
the user, providing a sense of accomplishment and motivation
to continue engaging with the TSR framework (see Fig. [I0).

< Email

Congratulations!

You achieved the goal!

Rewarded Points : 2,180

Can you do just 1 Jumping Jack?

Fig. 10. Daily challenge user interface.

Setting challenges highlights the Reward Engine’s ability
to create personalized, adaptive challenges considering each
user’s unique progress and performance. By leveraging
predictive modeling and fallback strategies, the Reward Engine
ensures that every user receives engaging and attainable goals
regardless of their history, which might encourage consistent
participation in physical activity.
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V. CONCLUSION AND FUTURE WORK

The TSR framework, as discussed in this paper, is a
comprehensive and innovative approach to gamified physical
activity interventions. The TSR framework leverages advanced
technologies, including machine learning and gamification
techniques, to create an engaging and personalized experience
that encourages users to engage in physical activity regularly
[13].

The TSR framework’s components seamlessly integrate
to create a cohesive and effective system that prompts
gamified physical interventions. The Screen Time Restriction
component enforces restrictions while actively promoting
physical activity. The Notification Triggers component
employs personalized notifications to motivate users.
The Computer Vision Model enables continuous activity
recognition, and the Reward Engine creates a dynamic
and immersive experience through personalized rewards,
incentives, and adaptive daily challenges.

While the TSR framework represents a significant step
forward in gamified physical activity interventions, it is
essential to note that it remains a theoretical model at
present. Its potential applications and impact require further
investigation and rigorous testing. This paper does not claim
to have achieved specific outcomes but instead seeks to outline
the implementation of the TSR framework.

To this end, future work will focus on evaluating the
effectiveness of the TSR framework through an empirical
study. Future work will investigate the TSR framework’s
impact on various aspects of physical activity and user
experience to determine the framework’s effect in promoting
physical activity. The future study will examine the TSR
framework’s influence on physical activity levels compared
to a control group without the TSR intervention. Future
work will also assess the framework’s impact on body
composition, perceived autonomy, competence, relatedness,
ease of use, system reliability, and usefulness in promoting
physical activity.

In conclusion, the TSR framework represents a promising
approach to addressing the challenge of physical inactivity.
As we rigorously test and refine the TSR framework, we aim
to contribute to a future where engaging, personalized, and
effective gamified physical activity interventions are accessible
to all, empowering individuals to be more physically active.
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An Intelligent Method for Collecting and Analyzing
Voice Reviews to Gauge Customer Satisfaction

Nail Khabibullin
Sayt Tech Ltd, London, UK

Abstract—Customer loyalty and customer satisfaction are
premier goals of modern business since these factors indicate
customers’ future behaviour and ultimate impact on the revenue
and value of a business. The customers’ reviews, ratings, and
rankings are a primary source for gauging customer satisfaction
levels. Similar efforts have been reported in the literature.
However, there has been no solution that can record real-time
views of customers and provide analysis of the views. In this paper,
a novel approach is presented that records, stores, and analyzes
the customer live reviews and uses text mining to perform various
levels of analysis of the reviews. The used approach also involves
steps like void-to-text conversion, pre-processing, sentiment
analysis, and sentiment report generation. This paper also
presents a prototype tool that is the outcome of the present
research. This research not only provides novel functionalities in
the domain but also outperforms similar solutions in performance.

Keywords—Voice reviews; customer satisfaction; text mining;
sentiment analysis

. INTRODUCTION

Every business in the modern world aims to increase its
revenue streams, which ultimately builds its value proposition.
A typical approach used to achieve this aim is to ensure
customer satisfaction. The more a customer is happy with the
product or service of a business company, the higher the
satisfaction level of that customer will be. Customer satisfaction
level is a short-term goal of a business, but it drives a way to
ensure a customer’s loyalty which is a long-term goal of a
business. Customer loyalty is very critical for a business since a
loyal customer gives more and more revenue to a business [1].
The higher level of customer loyalty helps in achieving customer
retention. Customer retention ensures that a customer is highly
loyal to a business product or a service and will buy that product
or service again and again. Such loyal customers also
recommend a business to their family and friends which
ultimately increases the customer network of a business.
Conclusively, a business highly depends upon the satisfaction of
its customers.

It is established that customer satisfaction is critical for a
business and to achieve this goal a business firm has to
continuously assess the satisfaction level of its customers.
However, assessment of its customer satisfaction has been a
challenge in the recent past. A business firm can use various
tools to assess the satisfaction level of its customers such as
surveys, interviews, customer online reviews, rankings, and
ratings [2]. Various websites record users’ rankings and ratings
for particular products or services and that can be a source of
measuring customer satisfaction. However, such rankings and

ratings-based data provide shallow reflections of customer’s
views. However, modern businesses need deep insights into
customer’s views and that can be achieved through analysis of
customers’ online reviews, surveys, and interviews [3].

The customer reviews recorded in the last five or ten years
for a particular product on a website can be useful for insightful
data analysis and measuring customer satisfaction [4]. However,
a few issues with such website reviews-based data can be
availability, reliability, relevance, integrity, and transparency.
Hence, the results of such datasets can’t be authentic and can’t
present a true picture of the customers’ satisfaction.
Conventionally, customers’ reviews are collected through paper
questionnaires, typing-in forms, and online review services
(such as those used by TripAdvisor, Trustpilot, and many
others). However, such existing technologies require
registration and typing, which makes it time-consuming and
complicated for the customers. To identify the key reasons why
people do not record their reviews, a survey of 400 respondents
was conducted in October 2021. The results of this survey is
shown in Fig. 1.

399 responses

| had negative opinion and didn... 111 (27.8%)

There was nobody to listen to me —88 (22.1%)
Typing wastes time 30 (7.5%)
Registration wastes time —38 (9.5%)
They will see my name with the... 35 (8.8%)
My feedback will not change an...

| had no time to type my feedb...

0 50 100 150

Fig. 1. A survey results to check why people don’t record their reviews.

According to the survey, 27.8% do not give feedback if an
opinion is negative. 22.1% responded that there is nobody to
listen. In addition, respondents complained that typing wastes
time (7.5%), and registration wastes time (9.5%). In the
additional survey, 130 of 402 responses (32.3%) stated that they
would give feedback if it was anonymous. The majority of the
respondents figured out that such systems should be easy to use
and anonymous.

This paper presents an intelligent idea of capturing the
views, reviews, and feedback of customers and clients of a
business, performing real-time analysis of these reviews, and
showing results to the business in the form of a report. The
outcome of such real-time analysis can be more accurate,
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relevant, transparent, and reliable. To achieve this goal, a multi-
faceted approach is designed in this research. One facet of this
research is to design hardware that is capable of recording
customers’ live voice reviews and storing these on cloud
storage. The second facet of this research is recognition of
speech with vocabulary specific to the hospitality business. The
third facet is a text mining-based approach that can do sentiment
analysis of the data stored in the cloud. The fourth facet was to
design a device that is energy efficient so that it can function for
several weeks on one battery charge, and it should be compact
so that it may be easy to handle.

The rest of the paper is divided into a set of sections. Each
section develops a part of the research. Section Il discusses the
outcome of the literature survey and reports the major
contributions in the literature that are similar to the presented
research. Section 111 describes the used approach and its working
in detail. Section 1V explains the implementation details of the
tool. Section V represents the results of the work. Discussion
and conclusion is given in Section VI and Section VII
respectively.

Il.  RELATED WORK

A literature survey was conducted to find out the similar
contributions reported in the literature. This section discusses
the outcome of the literature survey and reports the major
contributions in the literature that are similar to the presented
research. In literature, not many such works were found. A few
of the works that were found had their limitations in both
software and hardware. One of such contribution was sentiment
analysis of speech using acoustic features and lexical features
[5]. In this work, speech data was taken to identify intensified
sentiments of customers from their recorded product reviews.
However, in this work neither a real-time data analysis was
done, nor a supporting hardware tool was introduced.

A contribution was made that attributed to the analysis of
voice reviews. In this work, a customer had to record his voice
reviews and send them online to the business server. The server
processed the received voice review using a fuzzy logic
approach [6]. However, in this work, it is difficult for customers
to record their reviews and send them online which results in a
very low number of reviews on the server. Secondly, the quality
of recorded reviews was a major concern since customers were
not taking care of recording quality and background noise. A
few other attempts have been made to do sentiment analysis of
voice reviews such as in study [7], where voice reviews were
directly parts-of-speech (POS) tagged and further processed to
identify respective sentiments in a voice note. However, again
this work was quite limited since the voice quality and noise in
the voice were not considered in the design and implementation
of the approach. However, the quality of voice notes is of prime
importance to accurately extracting the text from the voice and
then identifying the true sentiments of customers from their
voice notes.

After the detailed literature survey, it was found that a few
methods and approaches that partially address this issue of voice
note-based sentiment analysis have been presented but each of
these approaches has their respective limitations. A few such
limitations are difficult modes of recording and submitting
customer reviews, low-quality and noise-based recordings of
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voice, and proper reporting methodology. In addition, none of
the existing works store voice notes and other related data on the
cloud which questions the availability and transparency
concerns of the sentiment analysis performed. In addition to this
research gap in the literature, there are no similar tools available
in the market. Other solutions in the market collect feedback and
reviews use smartphones or tablets resulting in low-quality and
noise recording. Some other solutions use text feedback that
does not provide deep insights into the customer feedback. In
addition, giving voice feedback is faster and less laborious than
typing and registering text feedback.

To address the above-mentioned research gap, there is a need
to design and devise a specific hardware device for collecting
voice feedback from customers with high-quality. Our hardware
tool for collecting voice feedback is unique (no similar devices
are available). Smartphones and tablets can perform similar
functions such as recording, analysing, and storing voice
feedback. However, they are more expensive ($200-$1000).
There is a need for cheap and low-cost solutions. Another issue
with smartphones and tablet-based solutions is their battery life
which is much lower i.e. 1-3 days. Here, a better, easy-to-use
device is required that has a long battery life of up to two to three
weeks. Moreover, there is a need for a device that is small-sized
and much more compact than a smartphone for easy and
frequent use and has a more robust design.

I1l.  USED APPROACH

A lexicon-based approach is designed for voice review
mining that initiates with a recording of speech-based customer
reviews and then further analyses these reviews to identify the
customer’s satisfaction. The use approach starts with the
recording of the quality speech of a customer. The recorded
speech is converted into text for analysis. Meanwhile, the
recorded speech data is stored in a cloud. The text reviews are
pre-processed to remove noise. The typical steps like
tokenization, filtering, stop word removal, and stemming are
applied. The pre-processed text is forwarded to the text analysis
module. Then sentiment analysis module analyses the sentiment
of the reviews using steps like subjectivity classification,
sentiment detection, and sentiment score calculation. This
sentiment score is forwarded to the sentiment classification
module that classifies a review. The final step is to generate a
customer satisfaction report based on the output of the sentiment
classification step. A framework for the used approach is shown
in Fig. 2.

The working of each step of the used approach as shown in
Fig. 2 is described in the following text.

A. Quality Speech Recording

The bustling ambiance of restaurants introduced a
significant hurdle for maintaining the integrity of voice
recordings amidst substantial background noise. The question at
the heart of this challenge was how our voice recording
system—comprising both advanced microphone technology and
sophisticated algorithms—could effectively distinguish and
capture the speaker's voice alone. Given that the pre-existing
technologies fell short of meeting the demands of our
specialized handheld device, it became imperative to devise a
tailored solution. Our journey to this solution involved extensive

23|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

experimentation with a variety of microphone systems,
alongside the creation of a bespoke algorithm aimed at filtering
out ambient noise, which necessitated precise adjustments to
achieve the desired sound clarity.

Quality Speech

(g y

= Speech to Text Tokenization
7 v
Cloud ‘ Stemming ‘
DB Text Pre-Processing > v

‘ Stopword Removal ‘

A

Pre-Processed Text ‘ n-Gram Analysis ‘

Sentiment Analysis :‘ Feature Extraction ‘
v
Subjectivity
Sentiment Classification |« Classification

Customer Satisfaction Report ‘ Sentiment Scoring ‘

Fig. 2. The approach used for voice review mining.

The method to address background interference was
multifaceted, requiring various adjustments like:

e Selection and positioning of the microphone,
e Determination of the optimal voice recording codec,

e Modification of a speech-to-text algorithm to exclude
background noise.

Off-shelf offerings of microphone technologies capture all
sounds indiscriminately, including undesirable background
noise. Our initial trials with analog microphones proved
unsatisfactory, leading us to explore digital microphones
equipped with MEMS technology. This exploration culminated
in the selection of the INMP441, notable for its digital output,
omnidirectional pickup pattern, and 24-bit 12S interface, which
emerged as the superior option. Subsequent experiments
focused on identifying the microphone's optimal placement
within the device to ensure unimpeded and unaltered sound
capture.

Another pivotal aspect was choosing the appropriate audio
codec for efficient compression and transmission of the voice
recordings. Despite the availability of over fifty codecs, ranging
from lossless to various compressed formats, initial tests with
the lossless WAV format were hampered by its prohibitive file
size for a compact device. Conversely, compressed formats like
MP3, while smaller in size, failed to facilitate effective
background noise removal when processed by cloud software.
Ultimately, the FLAC codec, with its 16000Hz sample rate, 16-
bit depth, and mono lossless format, was identified as the
optimal solution.

Vol. 15, No. 5, 2024

B. Speech-to-Text Conversion

The next and most challenging step was refining a speech-
to-text algorithm that is capable of accurately recognizing
speech while filtering out background noise effectively.
However, our initial attempts with Google's speech-to-text API
and subsequent filtering algorithms did not meet our standards
for accuracy. However, persistent efforts for modification and
customization of Google’s APIs eventually led to a
breakthrough in achieving exceptional voice recognition
performance in noisy environments. In this phase, the original
audio and its text representation are stored in the cloud for the
sake of the record.

C. Text Pre-Processing

In this step, the text generated from voice was pre-processed
for further analysis. Typical issues in a text are inflectional parts,
group words, stop words, and other similar issues. The data has
to be processed to improve its quality since the pre-processed
data is considered high-quality data and it can generate quality
results in terms of accuracy. Following are a few steps that are
used in the pre-processing of the text data in the used approach.

1) Tokenization: Tokenization is a typical starting phase of
pre-processing the text for text mining and sentiment analysis.
In the tokenization phase, the large sentences are tokenized into
an array of words and symbols. The tokenization is done based
on spaces among the words. The following is the output of the
tokenized text:

[1] [like] [two] [features] [of] [these] [products] [.]

2) Stemming: The words in the text usually have
inflectional parts such as prefixes, postfixes, infixes, etc. Such
inflectional parts are removed to get the original or core form
of a word. For example, the word “liked” stems from the word
“like”. The Porter Stemming Algorithm is the oldest and a
better stemming algorithm and it is supported in NLTK.
Another possible stemmer is the Lancaster stemming algorithm.
Following is an example of the stemmed output:

[1] [like] [two] [feature] [of] [these] [product] [.]

3) Stopword removal: A typical piece of text has a large
portion of stopwords that have no direct meanings or at least
have no semantic impact on other words. Typical stopwords are
‘a’, ‘the’, ‘is’, ‘are’, and many other similar words. In text
mining, such stop words are filtered before detailed analysis.
Removal of stopwords from text increases the efficiency of the
overall mining process. In the above-mentioned example, the
stopwords such as ‘I’, ‘two’, ‘of”, ‘these’ are removed.

[like] [feature] [product]

4) n-Gram analysis: In n-gram analysis, a collection of
words is identified in a sentence, A sentence can be divided into
two, three, or four logical parts called bi-grams, tri-grams, and
quad-grams, respectively. The identification of group words in
a sentence improves the quality of sentiment analysis and text
mining.
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D. Pre-Processed Text

In this phase, pre-processed text is received from the pre-
processing phase. This pre-processed text along with its extra
information is stored in arrays so that it may get easy to process
in the next phases.

E. Sentiment Analysis

This phase of sentiment analysis initiates with feature
extracting and then multiple steps are performed to complete
sentiment analysis.

1) Feature extraction: For sentiment analysis in the used
approach, the first step is features extraction. These extracted
features are used for sentiment classification. The extracted
features are the number of positive words, the number of
negative words, the existence of negation, and the unigram.

e A number of positive words are identified from each
sentence. SentiWordNet library is used to find all the
positive words and they are counted.

e A number of negative words are identified from each
sentence. SentiWordNet library is used to find all the
negative words and they are counted.

e The direct and indirect negations are identified in a
sentence and are counted.

e Unigrams in the sentence are counted.

a) Subjectivity classification: In this step, lexicon-based
analysis was performed and for this task, the OpinionFinder
Lexicon [4] was used. This lexicon consists of around 2600
positive and negative words with classification. With the help
of this lexicon, all the keywords in the text are labeled with
positive and negative words.

b) Sentiment scoring: In this step, a sentiment score for
each review is calculated. Each word is looked up in
SentiWordNet [8] dictionary to retrieve its positive or negative
score that is called pos_score and neg_score. For sentiment
scoring, pos_score of each positive word were collected and
summed as shown in Eq. (1). Similarly, the neg_score of all
the negative words in a review were collected and summed as
shown in Eq. (2).

pos_score = Y.¥_, pos_score; 1)

neg_score = Y.X_ neg_score; 2

To calculate the average positive and negative scores of a
review such as pos_review, and neg_review,., Eq. (3) and Eq.
(4) were used respectively.

k .
_ Yij=1 POS_score; (3)

pos_review, "

k
neg_review, = Zihmei SCoTe; 4)
The words with the objective score less than a given
threshold are omitted. Average on review with a threshold. The
pos_review, is the sum of scores of all positive words in a
review after omitting the discarded words [9]. Similarly, the
neg_review, is the sum of scores of all negative words in a
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review after omitting the discarded words. Eq. (5) and Eq. (6)
are used to calculate pos_review, and neg_review, ,
respectively.

Zobj_scorei<9 €T pos_score;

pos_review, = ~ (5)

Zobj_scorei<9 i€r neg_score;

n

neg_review, = (6)

The sentiment of a review S, is determined by the higher
value between pos_review, and neg_review,. Eq. (7) defines
the calculation of S,..

)

_ {positive ifpos_review, > neg_review,
.

" lnegative ifneg_review, < neg_review,

F. Sentiment Classification

For final sentiment classification, a few existing solutions
were tried for sentiment analysis and speech-to-text such as
Google API, AssemblyAl. However, these existing models were
not efficient enough to perform better. However, by using the
information given in Section I11(E), these models were modified
and trained using Machine Learning and Al, so they can
recognise speech in a noisy environment. The language models
specifically were used for the hospitality industry (hotels,
restaurants, etc.). A labeled dataset was used to train the ML
classifiers. In our approach, binary classification was used such
as in positive and negative classes [10]. Various algorithms were
used such as Decision Tress (DTs), Support Vector Machine
(SVM), Naive Bayes (NB), Logistic Regression (LR), and
Random Forrest (RF).

G. Customer Satisfaction Report

In the final step, a customer satisfaction report is generated
that disseminates the results of the sentiment analysis performed
in the previous steps for a set of reviews submitted by the
customers for a day, week, or month.

IV. IMPLEMETATION DETAILS

A new and unique hardware device has been developed to
collect voice feedback and reviews. A prototype has been
manufactured. The prototype has been tested in a real
environment.

It is operated by a single button only. Press and speak to
record voice feedback (LED is on). Release button — send to a
cloud (LED blinking). The various models of the devised
hardware are shown in Fig. 3.

A. Key Functionalities of the Device
o Power up the device in <1sec after pressing the button.

¢ Record and filter voice in a noisy environment.

e Compress, store, and send voice feedback to a cloud
through Wi-Fi.

e Repeat sending the file if the Wi-Fi connection is
unstable.

o If the battery is low — signal with LED to charge.
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SR

a) version 2 b) version 3 ¢) version 4

Fig. 3. Various versions of the design of the hardware.

B. Firmware Development

The firmware development for our handheld device,
specially tailored for efficient power management and rapid
activation, required a comprehensive setup involving several
key components. The printed circuit board (PCB) is shown in
Fig. 4.

i HolderiTerminal NDC)jack

5
L L
nitee,
) v

Charging LED

Microphone LCD

Fig. 4. The printed circuit board (PCB) for the system.

Toolchain for ESP32: The initial step in our firmware
development was to establish a toolchain that would allow us to
compile code specifically for the ESP32 microcontroller, the
heart of our device. The ESP32, chosen for its low power
consumption and Wi-Fi capabilities, necessitated a toolchain
that could translate our high-level code into machine language
understood by the microcontroller. We utilized the Xtensa GNU
toolchain, which is specifically designed for the architecture of
the ESP32, enabling us to develop efficient and optimized code
for our device's specific requirements.

1) Unique characteristics

e The device can operate for several weeks on one battery
charge.

e The quality of the sound recording is perfect for noisy
environments.

e Manufacturing price is <$10/.
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2) Build Tools - CMake and Ninja: To build our application
for the ESP32, we employed CMake and Ninja as our primary
build tools. CMake, an open-source, cross-platform family of
tools, allowed us to manage the build process in a platform- and
compiler-independent manner. It facilitated the generation of
build configurations and was instrumental in managing the
complexity of our project's architecture. Ninja, on the other
hand, was used for its speed and efficiency in executing builds.
It significantly reduced the building time, making the
development process faster and more responsive to changes.

3) ESP-IDF (Espressif 10T Development Framework): The
ESP-IDF is the official development framework for the ESP32
and ESP32-S Series SoCs provided by Espressif. It contains a
rich set of APIs, libraries, and source code for common
functions and features on the ESP32. This framework was
crucial for our project as it provided the necessary tools and
libraries for network connectivity, file system management, and
power management. The ESP-IDF also includes scripts to
operate the toolchain and facilitate the build process, making it
easier for us to develop, compile, and flash the firmware onto
the device.

4) Custom development and challenges: The customer
development of the firmware from scratch was necessitated by
our device's unique requirements, particularly the need to
power up and initiate recording in less than a second and the
optimization for energy efficiency.

We customized the ESP-IDF components and developed
specific functionalities to manage the device's power states,
handle audio processing, and ensure reliable Wi-Fi
communication. The challenge was not only in optimizing these
processes for performance but also in ensuring that they worked
seamlessly together within the constraints of our hardware.

5) Iterative testing and refinement: The development of the
firmware was an iterative process, involving numerous cycles
of testing and refinement. This was particularly true for the
components related to power management and audio
processing, where real-world usage scenarios in noisy
restaurant environments provided critical feedback for
adjustment. The working of the developed module is shown in
Fig. 5.

The firmware development for our innovative handheld
device was a complex but rewarding process that pushed the
limits of existing technology and required a deep understanding
of the ESP32 microcontroller, the ESP-IDF, and the associated
toolchain and build tools. Through customization and iterative
development, we were able to overcome the significant
technological uncertainties and challenges we faced in
overcoming the technological challenges around energy
consumption around sending review data.
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Fig. 5. Method for collecting, storing, and analysing voice reviews.

V. EXPERIMENTS AND RESULTS

This section describes the experimentation details and
results of the approach described in Section Ill. Three different
datasets were collected using the device mentioned in Section
IV. Each data set had a minimum of 50 reviews of various
products. These three datasets were collected at different places
where such as indoor, outdoor, and commercial places. The
results of the experiments manifest that the results of all three
datasets were almost consistent.

Results for Various Product Reviews
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Fig. 6. Results of sentiment analysis of voice reviews for various products.

The designed system is based on a newly devised hardware
tool that collects voice feedback and this hardware is unique in
its features and functionalities. The designed system records,
analyses, and sends feedback of voice review for further
sentiment analysis. This section describes the results of the
experiments performed with the designed system. Fig. 6 shows
the results of voice reviews of various products that are
classified into three classes such as positive, neutral, and
negative.

The voice reviews or feedback of customers were overall
accessed and overall positive, negative, and overall scores were
calculated that are shown in Fig. 7.
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Results of over all Sentiment Analysis
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Fig. 7. Overall results of sentiment analysis of voice reviews.

In the sentiment classification phase, carious algorithms
were used such as Decision Tress (DTs), Support Vector
Machine (SVM), Naive Bayes (NB), Logistic Regression (LR),
and Random Forrest (RF). Here the accuracy of the
classification for all classes is discussed for each ML model.
Here Accuracy is the ratio between the number of true positive
and true negative results to the overall test data. Fig. 8 shows the
comparisons of the performance of all the used machine learning
algorithms. The results of our approach are compared with the
unigram based approach [12] and lexical features based
approach [13].

Performance Compariosn of various Machine
Learning Algorithms

NB ——_89.6
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DT 9088 96.9
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s 01 4
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Fig. 8. Method and system for collecting, storing, and analysing voice
reviews.

VI. DISCUSSION

There are no similar tools available in the market. The
hardware device for collecting voice feedback was designed and
developed from scratch. It was filed for patents in the US and
the UK. Other solutions in the market to collect feedback and
reviews use smartphones or tablets. They use text feedback. Our
solution uses voice feedback. A recent study verifies that when
people were asked about their preference for typing or speaking
100 phrases, the people preferred speaking. In this study, an
experiment was conducted in various languages such as English
and Mandarin Chinese [11]. The study outcome was that in
normal routine, speech dictation was 3.0x faster than typing in
English. Similarly, in Mandarin language, it was 2.8x times
faster since it takes more time to make corrections while typing.
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In addition to the speed factor, it was also found that the English
error rate was 20.4 percent lower while speaking. Similarly, the
error rate in Mandarin was 63.4 percent lower. In this
experimental study, Baidu's Deep Speech 2.0 was used for
speech recognition software and deep learning. Whereas the
default iOS iPhone keyboard was used for the typing test in the
experiments.

Based on the results of this study, it is assimilated that the
proposed method is better than the available methods that use
typing-based reviews for customer loyalty analysis.

VII. CONCLUSION

This paper addresses a problem in state-of-the-art solutions
for sentiment analysis used for gauging customer satisfaction. It
is identified in this research that there are a few issues with such
website reviews-based data can be availability, reliability,
relevance, integrity, and transparency. Hence, the results of such
datasets can’t be authentic and can’t present a true picture of the
customers’ satisfaction. To address this problem a new device
has been devised that can record customer voice reviews and can
further process it using ML and produce sentiment analysis-
based reports. The devised hardware tool for collecting voice
feedback is unique as no similar devices are available in the
market. Conventionally, smartphones and tablets can perform
similar functions (record, analyze, and send voice feedback).
However, they are more expensive ($200-$1000) compared to
our device ($10). The battery life of smartphones and tablets is
much lower (1-3 days) than our devices (20-30 days). Our
device is much more compact (2-3 times smaller) than a
smartphone and has a more robust design. In addition, giving
voice feedback is faster than typing and registering text
feedback.

As a future work, the current model of emotion recognition
can be upgraded for domain-specific customers such as banking,
retail, e-commerce, and others. A domain-specific system can
provide improved results.
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Abstract—Serverless computing has grown in popularity
as a paradigm for deploying applications in the cloud due
to its ability to scale, cost-effectiveness, and simplified
infrastructure management. Serverless architectures can
benefit Al and Machine Learning (ML) models, which are
becoming increasingly complex and resource-intensive.
This study investigates the integration of AIl/ML
frameworks and models into serverless computing
environments. It explains the steps involved, including
model training, deployment, packaging, function
implementation, and inference. Serverless platforms’ auto-
scaling capabilities allow for seamless handling of varying
workloads, while built-in monitoring and logging features
ensure effective management. Continuous integration and
deployment pipelines simplify the deployment process.
Using serverless computing for AI/ML models offers
developers scalability, flexibility, and cost savings, allowing
them to focus on model development rather than
infrastructure issues. The proposed model leverages
performance forecasting and serverless computing model
deployment using virtual machines, specifically utilizing the
Knative platform. Experimental validation demonstrates
that the model effectively predicts performance based on
specific parameters with minimal data collection. The
results indicate significant improvements in scalability and
cost efficiency while maintaining optimal performance.
This performance model can guide application owners in
selecting the best configurations for varying workloads and
assist serverless providers in setting adaptive defaults for
target value configurations.

Keywords—Machine learning; data analytics; serverless
computing; performance testing
I.  INTRODUCTION
A cloud computing architecture called "serverless

computing" uses dynamic resource management and allocation
by the cloud provider to run and scale applications. Developers
use this paradigm to build and distribute code in the form of
brief, stateless functions, while the cloud provider takes care of
infrastructure management tasks including server provisioning,
scalability, and maintenance. In traditional computing models,
developers are responsible for managing servers and
infrastructure resources, which can be time-consuming and

require expertise in managing scalability and availability.
Developers can concentrate entirely on building and deploying
code thanks to serverless computing, which abstracts away the
infrastructure layer. There are some key characteristics of
serverless computing, which include:

e Event-driven execution: Serverless functions are
triggered by events, such as HTTP requests, database
updates, or message queue events. Functions are
executed on-demand in response to these events.

o Scalability: Serverless platforms automatically scale the
number of instances running the functions based on the
incoming workload. Scaling is performed transparently,
without developers needing to provision or manage
additional servers.

e Pay-per-use billing: With serverless computing,
developers are billed based on the actual usage of their
functions. Cloud service providers are not charging for
idle resources, which makes it cost-efficient for
applications with variable or sporadic workloads.

o Stateless functions: Serverless functions are designed to
be stateless, meaning they do not maintain any internal
state between invocations. Any required state
information is typically stored in external data stores,
such as databases or object storage.

There are several benefits of serverless computing, that
includes reduction of operational overheads, automatic scaling,
reduction of cost, and increased flexibility. Developers focused
on writing code rather than managing servers, operating
systems, or scaling mechanisms. This allows for faster
development cycles and increased productivity. Serverless
platforms handle the scaling of functions automatically,
ensuring that applications can handle varying workloads
without the need for manual intervention. Serverless computing
eliminates the cost of idle resources and pays only for actual
function execution. This makes serverless computing cost-
effective for applications with unpredictable or low usage
patterns. Serverless functions are often platform-agnostic, can
be written in various programming languages, and can integrate
with other cloud services, offering developers a wide range of
functionalities.

Serverless computing has gained popularity for a variety of
use cases, including web and mobile backends, data processing,
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IoT applications, and microservice architectures. It offers
developers a scalable and cost-effective way to deploy
applications without the burden of managing the underlying
infrastructure [2]. While serverless computing offers several
benefits, there are also challenges associated with adopting and
implementing this paradigm. Here are some common
challenges in serverless computing:

e Cold Start Latency: When a function is called for the
first time or after a period of inactivity, serverless
functions have an inherent cold start latency. This is
because the cloud provider needs to provision and
initialise the necessary resources to execute the function.
Cold start latency can impact real-time or low-latency
applications that require immediate response times.

e Limited Execution Time: Serverless platforms often
impose execution time limits on functions, typically
ranging from a few seconds to a few minutes. Long
running or computationally intensive tasks may face
challenges in fitting within these constraints. In such
cases, alternative architectures or breaking tasks into
smaller functions may be required.

e Vendor Lock-in: Serverless platforms may have
proprietary interfaces, service contracts, and vendor
specific features. Migrating serverless functions
between different cloud providers can be complex and
time-consuming, potentially leading to vendor lock-in.
Careful consideration and abstraction of vendor-specific
functionality can mitigate this challenge.

e Monitoring and Debugging: Debugging and monitoring
serverless functions can be more challenging compared
to traditional architectures. Fine-grained logging,
tracing, and performance monitoring tools are crucial
for identifying and diagnosing issues within serverless
functions. However, some platforms have limitations in
terms of logging granularity and debugging capabilities.

e Resource Limitations: Serverless platforms impose
resource limits, such as memory allocation, CPU usage,
and storage. Applications with resource-intensive
workloads, such as large-scale data processing or
AI/ML models, may encounter restrictions that require
careful optimisation and scaling considerations.

e State Management: Serverless functions are designed to
be stateless, which means it do not maintain internal
state between invocations. While this simplifies
scalability, it can pose challenges for applications that
require maintaining session or contextual data. External
storage or database services must be utilised to manage
and retrieve state information.

e Testing and Local Development: Developing and testing
serverless functions locally can be challenging due to
the need for specific platform emulation or integration
with cloud services. Local development environments
often lack the same operational characteristics as the
serverless platform, making it difficult to reproduce
certain behaviours.

Vol. 15, No. 5, 2024

e Security and Compliance: Serverless computing
introduces new security considerations. Function
isolation, access control, and secure integration with
other services must be carefully addressed. Compliance
with regulations and data privacy requirements may also
present challenges when handling sensitive data in a
serverless environment.

While these challenges exist, many can be mitigated with
careful architectural design, a proper understanding of platform
limitations, and the utilisation of supporting tools and services.
As serverless computing continues to evolve, cloud providers
are addressing these challenges and providing improved
capabilities and tooling for developers. Although serverless
computing provides several benefits compared to cloud
computing services. However, an intelligent framework can
leverage Al and ML techniques to analyse historical usage
patterns, workload characteristics, and performance metrics to
optimise auto-scaling algorithms. By accurately predicting
resource demands, the framework can ensure efficient scaling,
minimising the occurrence of underutilised or overburdened
resources.

An intelligent framework can dynamically allocate requests
based on factors like function availability, resource utilisation,
and latency. By intelligently routing traffic, it can optimise
resource utilisation and improve overall performance. An
intelligent framework can intelligently orchestrate workloads
based on their characteristics, such as prioritising latency-
sensitive tasks, distributing compute intensive tasks across
available resources, or dynamically adjusting resource
allocation based on workload dynamics. An intelligent
framework can analyse usage patterns, pricing models, and
optimisation algorithms to minimise costs while meeting
application requirements. It can recommend optimal function
configurations, memory allocations, or scaling strategies to
optimise cost-effectiveness. By incorporating intelligent
features, an intelligent framework can enhance the
performance, efficiency, scalability, and cost-effectiveness of
serverless computing environments [2]. It can automate
complex decision-making processes, optimise resource
allocation, and improve the overall user experience, making it
easier for developers to harness the benefits of serverless
computing while minimising the associated challenges.

Adaptive Function Placement (AFP) is one of the critical
factors that refers to the process of dynamically assignment of
serverless functions to appropriate computing resources based
on real-time workload demands and system conditions. AFP
techniques consider various factors when determining the
placement of functions, such as workload characteristics,
resource availability, and performance objectives. There are
several benefits of AFP, such as:

e Workload Monitoring: Monitoring the workload
characteristics is crucial for effective function
placement. This involves collecting data on factors like
request rate, latency, resource utilisation, and network
conditions. Real-time monitoring enables the system to
adapt to changing workload patterns.
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e Resource Availability: The AFP system needs to be
aware of the available computing resources in the
serverless environment. This includes information about
CPU capacity, memory, network bandwidth, and other
relevant resource metrics.

e Load Balancing: Load balancing is an important aspect
of AFP. It involves distributing the workload evenly
across available resources to prevent resource
bottlenecks and ensure efficient resource utilization.
Load balancing algorithms consider factors like
function size, resource requirements, and current
resource utilisation to make informed placement
decisions.

e Cost Optimisation: AFP techniques often aim to
minimise costs by dynamically allocating resources
based on demand. By monitoring workload patterns and
resource usage, the system can make decisions that
optimise cost efficiency, such as scaling down resources
during low demand periods and dynamically scaling up
during peak loads [1].

e Latency and Performance: AFP also considers the
latency and performance requirements of functions. By
analysing factors like network latency, function
dependencies, and data locality, the system can place
functions closer to the data sources or reduce network
hops, thereby reducing latency and improving overall
performance.

e Dynamic Scaling: AFP techniques often involve the
dynamic scaling of resources based on workload
demand. This includes automatically provisioning
additional resources when the workload increases and
releasing them when the demand decreases. Dynamic
scaling ensures optimal resource allocation and
responsiveness to varying workloads.

The major contribution of the current research is as follows:

e The proposed model can perform a large degree of
parallelism in a large-scale system.

e The proposed model improves the performance
parameters with response time and cost.

e The presented model has inherent features of

performance, cost, and distinct workloads.

Il.  LITERATURE REVIEW

There have been several research projects in the past for the
design and implementation of frameworks for serverless
computing. The viability of employing a serverless architecture
for Al workloads was investigated by Ishakian et al. It was
evaluated for the effectiveness of providing serverless deep
learning functions that categorise images by running the model
via a forward pass [8]. The data shows that warm serverless
function executions have a reasonable latency, but cold starts
have a considerable cost. Adherence to SLAs that do not
account for this bimodal latency distribution may be in
jeopardy. Because functions are stateless and serverless
frameworks lack access to GPUSs, each function execution can
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only consume CPU resources, and performance cannot be
enhanced by depending on the serverless platform runtime to
store state between invocations.

The Function-as-a-Service paradigm, in which users create
brief functions that are subsequently managed by a cloud
platform, as illustrated by Castro et al. The approach has several
applications, including big-data analytics, event handlers, and
bursty invocation patterns. By giving the platform provider a
major portion of the operational complexity of monitoring and
expanding large-scale applications, serverless computing
lowers the bar for developers [6]. The developer must now
overcome constraints imposed by the statelessness of their
functions and comprehend how to relate the SLAs of their
application to those of the serverless platform and other reliant
services.

Workload profiling with benchmarks was used by Lioyd et
al. to analyse the specific resource needs of very diverse
workloads and anticipate the cost of workloads in various
situations. Their research presupposed a fixed environment
with a uniform VM capacity and initial configurations. The
workload capacity and resource utilisation of the servers are
quite dynamic while managing serverless architecture,
nevertheless. A Cloud-Scale Java profiler was created by Yin
et al. to help developers identify performance-related issues
with their applications. It also gave developers insight into the
system's throughput and the resources that each microservice
would need to reach a certain level of service quality. Ye et al.
employed profiling and normalised performance to increase
workload performance and predict the influence of currently
running VMs and co-location. It was suggested as a technique
that, by utilising VM migration, improves workload
performance while lowering PM energy usage [14], [18]. Even
though they make some intriguing points, their algorithm is
incompatible with a wide range of workloads.

By adjusting task designs and resource allocation choices,
Li et al. optimise the performance levels of composite service
application activities using analytical models based on queuing
theory [10]. For capacity analysis and profiling of multitier
internet server applications, Apte et al. suggested a load-
generating tool. Their effort aims to produce a thorough profile
of server resource utilisation, broken down by request type [3].
A multi-objective optimisation was used by Liu et al. to locate
the ideal location for containers. However, it was assumed that
there was only one application running in the cluster while
considering the nodes' varying runtime environments.
Additionally, because they make no generalisations, they must
carry out the optimisation for each application separately [10],
[11].

Kaffes et al. presented distinct serverless computing
platforms, such as centralised schedulers and core-granular,
that can be utilised without infrastructure [9]. The authors
contend that distinct characteristics of serverless computing
platforms include burstiness, brief and unpredictable execution
times, statelessness, and single-core execution. Additionally,
according to their research, which is supported by Wang et al.,
the scalability of present serverless products is inefficient [17].
Bortolini et al. conducted experiments with a variety of setups
and FaaS providers to identify the key variables affecting the
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performance and price of the most recent serverless systems [5].
It was discovered that the programming language being utilised
is one of the most crucial elements for both performance and
cost. Additionally, they identified one of serverless computing's
biggest shortcomings as low-cost predictability. Lloyd et al. are
investigating the effectiveness and performance of serverless
computing platforms [12], [13]. Bardsley et al. evaluated the
performance of AWS Lambda in terms of distinct factors such
as availability, low-latency, and infrastructure management.
The authors found that infrastructure is not visible to the end-
user and provides a better interface, which underlies the
fundamental concepts [4].

Hellerstein et al. addressed the main faults and antipatterns
in the first-generation serverless computing platforms. The
author shows the implementation details and distributed
computing platform that has cloud-based applications [7].
There are some issues with the current approach, such as the
absence of global states and lambda function inability. The key
issues inhibiting the widespread adoption of FaaS, according to
Eyk et al., are significant overheads, variable performance, and
new sorts of cost-performance trade-offs [15]. A strategy was
developed to address six performance-related issues facing the
serverless computing sector in their work. According to Zheng
et al.'s, the performance of distinct platforms depends on the
workload, implementation of the FaaS system, and the optimal
set of parameters. Table | shows the comparative study of the
current research with the existing work, as demonstrated in the
result section with better outcomes.

TABLE I. COMPARATIVE ANALYSIS
Average Response Time Average
References Concurrency Time Delay Containers

Yinetal. 2.6 10.2 0.02 5
I;:ellerstem et 28 115 012 6
Zheng et al. 3.2 11.8 0.25 5
Kaffes et al. 25 10.9 0.11 4
Lloyd et al. 3.0 10.7 0.21 5
Liu et al. 31 10.5 0.19 6
Proposed

Work 3.4 10.1 0.01 6

After a rigorous literature review, it has been found that
there are some gaps in the field of serverless computing where
several new research projects can be proposed with critical
investigation. The author has tried to fill the gap by building an
intelligent system that has a large degree of parallelism on a
large scale. In the next section, it has defined as a proposed
methodology for the achievement of the objectives of the
current research.

I1l. PROPOSED METHODOLOGY

The importance of machine learning in a serverless
computing  environment involves combining  various
technologies to create scalable, efficient, and intelligent
systems. Machine learning models within containers can
facilitate easy deployment and management in a serverless
environment. An intelligent framework refers to the dynamic
design of serverless computing. It includes several

Vol. 15, No. 5, 2024

advancements for the best utilisation of the resources on the
server side. Adaptive Function Placement (AFP) is one of the
critical factors that refers to the process of dynamically
assigning serverless functions to appropriate computing
resources based on real-time workload demands and system
conditions [16]. AFP aims to optimise resource allocation,
maximise performance, and minimise costs in serverless
computing environments. Applications are created and
deployed using serverless computing as functions that are
called when certain events or requests occur. The developer is
abstracted away from the underlying infrastructure and
resource management, and these operations are carried out in a
managed environment provided by the cloud service provider.
Statistical machine learning is used in this study to create and
examine the placement of an adaptive function that serverless
computing systems can use to improve running function
performance while lowering operating costs. The suggested
adaptive function placement technique can be simply
implemented by using container orchestration in the case of
serverless computing providers. It also affects the distinct
findings and is utilised to incorporate them with issues
generated during the implementation phases. The system is
implemented using Knative scale platform (Castro et al., 2019).

Fig. 1 shows the Knative scale calculation open-source
platform. Knative is an open-source platform built on top of
Kubernetes that provides a set of building blocks for creating
modern, source-centric, and container-based applications. It
abstracts away the complexities of managing containerised
workloads, auto-scaling, and event-driven architectures. One of
the key features of Knative is its ability to automatically scale
applications based on incoming traffic. Knative allows you to
define rules and thresholds for scaling your application. For
example, you can set thresholds for CPU usage or request
throughput that, when exceeded, trigger scaling actions. The
Knative Scale Calculation module is responsible for
determining how to scale your application based on incoming
traffic and load. The Knative scale can be divided into distinct
modules, such as:

Observation
Nifodule

TLog Agsregation

Scale Evaluator

Generated
Replica Count

Current

Controller Replica Count

Fig. 1. Kbnative scale calculation.

A. Metrics

Two metrics, named Requests per Second (RPS) and
Concurrency Value (CC), are the metrics that can be used for
driving auto-scaling in a metric-based approach. The
concurrency value represents the number of active requests that
are being concurrently processed by an instance of your
application. It is a measure of how effectively the application
handles multiple requests at the same time. As the CC value
increases, it suggests that the application is under a higher
concurrent load, potentially necessitating auto-scaling to ensure
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optimal performance. When the CC value drops, auto-scaling
can reduce the number of instances to match the lower
concurrency level. The RPS metric provides insight into the
workload and demand on your application. As the RPS
increases, it indicates higher user activity, and auto-scaling can
be triggered to accommodate the increased load by deploying
more instances of your application. Conversely, if the RPS
decreases, auto-scaling can reduce the number of instances to
save resources.

B. Observation Module

Knative can integrate with external observability tools like
Prometheus, which is a popular monitoring and alerting toolkit.
These tools help collect and store the metrics generated by the
application and infrastructure. There are several key aspects to
the observation module in Knative.

e Metrics Collection: Knative can leverage Kubernetes
metrics for monitoring and scaling decisions.
Kubernetes provides built-in metrics like CPU usage,
memory usage, and request throughput.

e Autoscaling Metrics: As mentioned earlier, Knative can
use metrics like Requests per Second (RPS) and
Concurrency Value (CC) for autoscaling decisions.
These metrics help determine the current load on the
system and adjust the number of instances accordingly.

e External Monitoring Tools: While not inherently a part
of Knative itself, observability tools like Prometheus,
Grafana, and others can be integrated with Knative to
provide comprehensive monitoring and visualisation of
metrics.

e Application Tracing: Observability often includes
application tracing to understand how requests flow
through the system and identify bottlenecks or issues.
Tools like Jaeger can be integrated to provide distributed
tracing capabilities.

e Log Aggregation: Effective observation also involves
collecting and aggregating logs from various
components of the system. Centralised log management
tools like Elasticsearch, Fluentd, and the Kibana (EFK)
stack can be used for this purpose.

Event Streaming: Since Knative is event-driven,
monitoring and observing events becomes important. Event
streaming platforms like Apache Kafka can be integrated to
manage and analyse events.

Custom Metrics: Depending on the application's
requirements, custom metrics might be needed. Knative
supports the use of custom metrics to make scaling decisions
that align with the specific needs of the application. In order to
prevent making rash conclusions while evaluating scaling, the
purpose of this module is to produce steady observations.

C. Scale Evaluator

The scale evaluator generates the order for the new replica
count by utilising the observed values and the current replica
count. The current replica is generated by monitoring the
distinct FPS or CC. By default, the Kubernetes deployment's
new replica target is set by the Knative auto-scaling evaluation,
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which occurs every Teva (2 seconds in Knative). Eq. (1) is used
to evaluate the generated replica by using the observed value
and the current replica. The observed values are the values of
the metric in terms of RPS or CC.

Observed_value
Generatedgpeplicag = ———————— 1
Replica Current_Replica ( )

The suggested system can be divided into distinct modules.

A high-level view of the suggested performance model is
shown in Fig. 2. The metric module is responsible for
collecting, processing, and analysing various metrics and data
to monitor and assess the performance, health, and behaviour
of the system. It is utilised to evaluate the observed module
distribution with the help of the evaluator module. These
parameters are being evaluated by using the CC and RPS with
the arrival rate. The average request arrival time was provided
by the input.

‘\‘ | Metric Evaluator +  Replica Count
s Evaluation Module P

7
l
AN
Y Outcome
‘ Pattern Finding <—{ Module }-7 Cluster Module ‘ |

e o
( Characteristics
.

Fig. 2. Proposed methodology.

This step is crucial because it captures several crucial
aspects, including the amount of work and distribution time
needed for the deployment of the setup. The memory utilisation
and CPU time are also evaluated for the generation replica
count. The replica count is done based on the total values of the
target variable and the attributes generated during the
processing. The Cluster Module would be responsible for
managing the Kubernetes cluster on which Knative applications
are deployed. This includes provisioning, scaling, and
maintaining the nodes that form the cluster. The probabilities of
the cluster module can be described in Eq. (2).

Pr(x,y) (x”.y")= Pr(x.x")(y) * Pr(y,y")(x") )

where, Pruy) vy defines the transitioning probabilities
from the current state to the transmission of rows to columns
and vice versa. An output module refers to the final trained
model that generates predictions or classifications based on
input data. The evaluation of replica count would be done by
using the outcome module and generating a model for similar
patterns. After evaluation of the patterns, the likelihood of the
replica count can be evaluated in terms of the similar
characteristics. Finally, the ready container is utilised for the
output and computation of the performance of the system. The
average replica count can be written in terms of Eq. (3).

N = z Ni a;
i=1 ®)

where, N’ is the average number of replicas count that can
be evaluated by using the current replica count and a constant
factor of the observed value.
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D. Experimental Testbed Setup

For the experimental testbed, a virtual machine (VM)
hypervisor is setup, which is utilised for the data collection. The
proposed system has been implemented with the following
configuration: The processor is of the 7th generation of the Intel
series, with 2 TB of HDD, 2 GB of RAM, and VMWARE
15.5.1. Four nodes served as worker nodes on the Cybera cloud,
while RabbitMQ served as our distributed task queue.
Kubernetes version 1.20.0 is used for our cluster, along with
Kubernetes client (kubectl) version 1.18.0 and Python 3.8.5 for
the customer. Profiling and performance measurement are two
separate phases that might be divided into the data collection
phase, depending on the situation. The primary objectives of the
profiling phase of data gathering are to characterise the
workload and identify any unique requirements. So, a dedicated
VM is used to host the container that needs to be profiled while
measuring the throughput on the client side and the various
resource utilisation statistics shown in Table II.

TABLE Il.  STATISTICS FOR RESOURCE UTILIZATION
Variable Units Remarks
vCPU 4 Setup a network
Latency Less than 1 ms Minimum time delay
oS VM Ubuntu Virtual
Network 10Mbps Fast response

The evaluation of resources for VM is providing the impact
on the container in data collection. To do this, haphazardly
distributed sets of containers on a virtual machine are setup,
each of which produces a haphazard workload. Before
deploying the new container, we next evaluate how much of the
available resources are being used by this erratic workload. The
achieved performance is then tracked using Eq. 4, and all the
results are maintained in the data set for the predictive
performance model. A training set of 128 of the 183 data points
was collected for the model used in the trials, and a test set of
55 was used.

Ty = TF/ T, 4)

where, T is the normalized throughput used to evaluated
by the division of Tr function-based throughput and Tp
generated during the profiling phase.

E. Machine Learning Module

For this work, a variety of data-driven modelling strategies
have been examined. The versatility, ability to fit nonlinear
functions, and minimal computing costs of artificial neural
networks built on TensorFlow were our preferred options in this
case. To find out how effective this strategy is, in-depth
experimental tests were conducted. Various machine learning
algorithms were analysed for predicting the normalised
throughput of the serverless platform in order to construct the
predictive performance model. Among the methods employed
are artificial neural networks, decision tree regression, random
forest regression, support vector regression, and linear
regression. The system's container performance (i.e.,
throughput and reaction time) fluctuates nonlinearly based on
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the workload characteristics. As a result, it is expected that
linear models (linear regression) will perform poorly when
compared to nonlinear techniques. In our experiments, we
found that SVR and neural networks had the best accuracy
performance, with neural networks marginally surpassing SVR.
Neural networks were chosen in this study for our tests due to
their generality, flexibility, adaptability, and prediction speed to
fit nonlinear functions. Table Il contains the neural network
setup that was employed.

TABLE IlIl.  MACHINE LEARNING CONFIGURATION
Functions Size
ReLu 0.0to 1.0
Convolutional Net 5*5

Activation Map 300*200 pixels

F. Optimised Algorithm

The major aim of the proposed scenario is to recognise the
unique features during the execution of the VM container.
Those unique features of a workload are based on the resource
usage of the container on a VM. It is difficult to assess the
performance decrease caused by collocating with another
container because of the extreme diversity of workloads on
such platforms. By creating a predictive performance model
that analyses each workload and forecasts its normalised
performance when deployed to a particular VM, it was
attempted to get around this limitation. Finding the VM that has
the least detrimental effect on the performance of the container
is the answer to the question of which virtual machine is best to
deploy the container on. To accomplish this, it is suggested that
a fast-profiling step be added to the serverless platform during
the container installation process. This phase will give a sample
workload that the user has specified. When scaling a function
after the profiling process, the profile is utilised for evaluating
the performance of the VM functions and the prediction model
to assess how effectively each VM is using its resources.

G. Testing and Validation

Testing and validation using machine learning involves
applying various techniques and methodologies to assess the
performance, accuracy, and generalisation capabilities of
machine learning models. Proper testing and validation are
crucial to ensuring that machine learning models work well on
unseen data and provide reliable predictions or classifications.
Once the model is fine-tuned using the validation set, it is
evaluated on the test set, which should represent unseen data.
This provides an unbiased estimate of the model's real-world
performance.

IV. RESULTS AND DISCUSSION

The measured and anticipated average number of containers
that are ready to meet incoming requests are shown for various
setups in Fig. 3 and Fig. 4. Here, the deployment cost is
represented by the typical number of containers. Depending on
the setup, the deployment's cost may be VM-based in a
Kubernetes cluster or pod-based in a Google Cloud Run
deployment. The expenses of the infrastructure, however, will
be inversely correlated with the typical number of containers in
both cases. The average concurrency value for various settings
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is shown in Fig. 5 and Fig. 6, respectively. These parameters
can help the developer accurately configure other services on
which the deployment depends. As an illustration, the capacity
provided by most managed database solutions may be
configured to maximise performance while minimising
expenses. For this deployment, the Quality of Service (QoS)
metric has been the average response time. The measured and
anticipated average response times for various configurations
and arrival rates are shown in Fig. 7 and Fig. 8, respectively. In
contrast to the predetermined arrival rate, the average number
of containers available to fulfil requests in our studies has
varied goal concurrency values. As you can see, the scale on the
x-axis is logarithmic. The vertical bar shows the 95%
confidence intervals, which in this case were relatively small
because the experiments lasted long enough to produce highly
dependable results.

== Target=1
Target=2
+ Target=5

30 1

25 - )

=—}: Target=10

Average Ready Containers

Arrival Rate (req/s)
Fig. 3. Average number of containers.

In Fig. 3, there is a description of goal concurrency that can
be evaluated by using the average number of containers and
packet arrival rate. The x-axis represents the values on a
logarithmic scale, while the y-axis represents the distinct targets
for containers. Autoscaling policies, often based on metrics like
Requests per Second (RPS) or Concurrency Value (CC), work
in tandem with desired concurrency values. When the observed
concurrency exceeds the desired value, scaling policies can
trigger the necessary scaling actions.

30 4 = Target=1

Target=2
----- Target=5
= Target=10

Average Ready Containers

Arrival Rate (reqs/s)

Fig. 4. Desired concurrency values.

Desired concurrency values typically refer to the target level
of simultaneous requests or tasks that an application or system
aims to maintain. In the context of auto-scaling and
performance optimisation, determining the appropriate desired
concurrency values is crucial for achieving optimal resource
utilisation and user experience. Fig. 4 shows the concurrency
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values in terms of average containers vs. fixed arrival rate. The
x-axis represents the values on a logarithmic scale, while the y-
axis represents the distinct average-ready containers.
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Fig. 5. Target concurrency values.

Target concurrency values typically refer to the specific
levels of concurrent requests that an application or system aims
to achieve under various conditions. These values help guide
scaling behaviour and resource allocation in order to maintain
optimal performance and responsiveness. Fig. 5 shows the
graph between average concurrency and fixed arrival rate on a
logarithmic scale.
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Fig. 6. Predicted concurrency values.

Predicted average concurrency refers to the estimated or
forecasted level of concurrent requests that an application or
system is expected to experience over a specific period. This
prediction is typically based on historical data, patterns, trends,
and potentially external factors that influence the demand for
the application. Fig. 6 shows the predicted average concurrency
vs. fixed arrival rate on the x-axis.
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Fig. 7. Response time vs. Arrival time.
Average response time and fixed arrival rate are two

important concepts in performance analysis and capacity
planning for systems, including serverless architectures like
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Knative. Average response time, also known as average
latency, is the time it takes for a system to respond to a request
on average. It's a critical metric for assessing the performance
and user experience of an application. Lower average response
times generally indicate better system performance and faster
user interactions. In the context of Knative, average response
time is influenced by factors such as the processing time of
requests, network latency, resource availability, and system
architecture. Monitoring and optimising average response times
are essential to ensuring that users experience responsive and
efficient applications. Fig. 7 shows the graph between these two
factors and shows that target 1 has a shorter response time.
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Fig. 8. Average Response time vs. Arrival time.

Figure 8 shows the average response time in the aspect of
arrival rate in the x-axis. The graph shows the greater response
time for a greater number of targets while target 2 shows the
exceptional conditions.

The results of our study align with previous research by
Ishakian et al. (2018), who also found that warm serverless
function executions have reasonable latency, but cold starts
incur considerable costs. This highlights the importance of
considering bimodal latency distribution in serverless
architectures, as failure to account for this may jeopardize
adherence to SLAs (Service Level Agreements) [8].

Furthermore, our findings support the argument made by
Castro et al. (2019) regarding the advantages of the Function-
as-a-Service paradigm in simplifying operational complexity
for developers. By abstracting away infrastructure
management, serverless computing lowers the barrier for
developers, enabling them to focus more on application logic.

The proposed Adaptive Function Placement (AFP)
technique is in line with the work of Kaffes et al. (2020), who
emphasized the importance of efficient resource allocation in
serverless computing platforms. Our study extends this work by
demonstrating how statistical machine learning can be used to
optimize function placement dynamically, leading to improved
performance and cost-efficiency.

V. CONCLUSION

In this paper, the author has suggested and assessed a
performance model for serverless computing platforms' metric-
based auto-scaling that is precise and manageable. It examines
the effects of various system topologies and the workload
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characteristics of these systems and uses experimental
validation to demonstrate the efficacy of the suggested model.
It is also demonstrated how application owners can utilise the
presented performance model as a tool to determine the best
configuration for a particular workload under various loads.
The suggested methodology can also be used by serverless
providers to set adaptive defaults for the target value
configuration that are more logical. In accordance with the real-
time arrival rate, the performance of the system depends on the
cost, energy, average response time, and energy consumed by
the system. Monitoring and managing the cost of optimised
resources and effective security mechanisms can be focused on
in the future.

One of the key novelties of the research was the integration
of machine learning models within containers to facilitate easy
deployment and management in a serverless environment. By
leveraging statistical machine learning techniques, the study
showed how the AFP technique can improve the performance
of serverless computing systems while reducing operating
costs. Additionally, the research highlighted the importance of
proper testing and validation of machine learning models to
ensure reliable predictions and classifications on unseen data.

The study primarily focuses on Knative as the serverless
computing platform for evaluation. While Knative is a widely
used platform, its performance characteristics may not fully
represent other serverless platforms. Future studies could
explore multiple serverless platforms for a more comprehensive
analysis.

The experiments were conducted using a simplified
workload, which may not fully capture the complexity of real-
world applications. Future work could involve more diverse
and realistic workloads to better assess the proposed system's
performance and scalability.

Suggestions for further study include exploring the
scalability and efficiency of the AFP technique in larger and
more  complex  serverless computing environments.
Additionally, further research could investigate the integration
of other advanced machine learning algorithms and techniques
to enhance the performance and adaptability of serverless
computing systems.
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Abstract—Researchers in Higher Education (HE) institution-
s/academia and in industry are continuously engaged in gen-
erating new solutions and products for existing and emergent
problems. Doing quality research and producing better scientific
results depend greatly on solid research teams and scientific
collaborators. Research output in HE institutions and industry
can be optimized with appropriate resources in research teams
and collaborations with suitable research partners. The main
challenge in finding suitable resources for joint research projects
and scientific collaborations pertains to the availability of data
and metadata of researchers and their scientific work in tradi-
tional formats, for instance, websites, portals, documents, and
traditional databases. However, these traditional data sources do
not support intelligent and smart ways of finding and querying
the right resources for joint research and scientific collaboration.
A possible solution resides in the deployment of Semantic Web
(SW) techniques and technologies for representing researcher and
their research contribution data in a machine-understandable
format, thus ultimately proving useful for smart and intelligent
query-answering purposes. In pursuit of this, we present a general
Methodology for Ontology Design and Development (MODD). We
also describe the use of this methodology to design and develop
Higher Education Ontology (HEO). This HEO can be used to
automate various activities and processes in HE. In addition, we
describe the use and adoption of the HEO through a case study
on the topic of “finding the right resources for joint research
and scientific collaboration”. Finally, we provide an analysis and
evaluation of our methodology for posing smart queries and
evaluating the results based on machine reasoning.

Keywords—Higher Education Ontology (HEO); Linked Open
Data (LOD); Machine Reasoning; Semantic Web (SW); SPARQL
Queries

I. INTRODUCTION

As a semantic-based representation of shared conceptu-
alization, ontologies make knowledge machine-readable and
easy to share. They also help us in semantic-based smart
search, easy integration, data analysis, exploration of new
knowledge, as well as machine reasoning and inferencing [/1].
With burgeoning research in the field of machine reasoning,
researchers in the field of education predicted the existence
of future opportunities for many participants [2]]. Ontological
reasoning can be helpful for inferring new knowledge in any
domain, including Higher Education (HE). Through ontolog-
ical inferencing, it is possible to answer questions such as:
“finding instructor who best fits to teach a particular course”,
“predicting the possible cooperation between the faculty mem-
bers”, and “varying complexity of exams with varying level of

students”. Transferring the data related to these activities from
the original format (understood only by humans) to RDF/OWL
format (understood by humans and machines alike) can help
the machines to process and thus allow for inferencing or
reasoning in response to smart queries.

Semantic Web (SW) technologies are being applied quite
frequently in many problem domains nowadays. For instance,
in [3]], authors present a framework (i.e. ADOL) that can
be used to construct and extend educational ontology au-
tomatically. The proposed *ADOL’ is an ontology learning
framework that can transfer the domain of textbooks into a
corresponding ontology automatically and efficiently. Besides
this, authors in [2], present a case study for the derivation and
implementation of ontology in the HE domain. The ontology
covers key aspects of the university domain, including creating
class hierarchy, instances for class, properties, and relations.
In [4], the authors provide an in-depth curriculum and syl-
labus ontology and propose a classification and integration
method to produce a semantically enriched syllabus model.
An educational ontology of Palestine University is presented
in [5]. The authors utilize the Unified Process for Building
the Ontology (UPON) to provide a query retrieval process. In
[6]], the authors focused on the emergence of the Linked Open
Data (LOD) platform of the South East European University
curricula, progressing from experimental to open data hub.
They utilized Linked Data principles to publish and access data
on academic programs and courses offered by the university.

Despite these efforts to address educational domain prob-
lems, a semantic-based solution to automate processes in
HE, especially in research collaboration, is needed. Moreover,
the importance of ontological reasoning in extracting new
knowledge from existing data in collaborative research has yet
to be addressed. Further, the investigation and utilization of
implicit or explicit data characteristics in educational data have
not been investigated yet. This paper addresses the abovemen-
tioned limitations and challenges in extant research. It provides
a Higher Education Ontology (HEO) that can automate various
activities and processes in HE using academic analytics and
ontological reasoning techniques. This paper makes several
contributions. It provides:

e A Methodology for Ontology Design and Develop-
ment (MODD).

e A Higher Education Ontology (HEO) that can be used
to model and represent knowledge about different HE
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processes and activities in a semantically enriched
format based on LOD principles [7].

e We present a case study as a proof-of-concept of
HEO on the topic “find the right resource for research
collaboration”.

e Finally, we also evaluate our proposed methodology
by analyzing the results of our case study.

The remaining paper is organized such that related work is
described and compared in Section [[I} Section [[T] presents the
Methodology for Ontology Design and Development (MODD)
and discusses its implementation in designing and developing
the HEO. Section [[V] describes the case study on the topic
“find the right resource for research collaboration” and pro-
vides results analysis. Finally, we provide the conclusion and
discussion of the future work in Section [V1

II. RELATED WORK

The importance of developing an educational ontology
has been highlighted in recent years. Many researchers have
begun to design and implement ontologies to provide ef-
fective, web-based machine learning. The SW can help in
solving the problem of information retrieval and facilitate
the identification of accurate and useful resources. As an
example, the research published by [8] creates the Ontology
for Linked Open University Data (OLOUD). This ontology
covers concepts and relations related to semesters, curriculum,
courses, subjects, and personnel, in addition to events and
buildings. In [9]], the authors built the Bowlogna Ontology to
improve the learning environment. The study also described
practical applications of this ontology for university end-users,
including a system for faceted searching and browsing for
course information. Univ_Edu_Onto, which is another educa-
tional ontology, is described in [[10]. This ontology contains
two types of terms: general terms for university courses and
specific terms for the Artificial Intelligence (Al) courses. Also,
in [11], the authors introduced an educational ontology for the
Indraprastha University, Delhi, India. The ontology presents a
graph representing subclasses using TGViz.

In [12], a semantic-based university examination ontol-
ogy was developed to provide enhanced support in exami-
nation systems, particularly for higher degrees. In [13]], the
authors present an educational ontology named Curriculum
Course Syllabus Ontology (CCSO) to model entities, data,
and concepts within an academic environment. Similarly, in
[14], authors presented an ontology for Mosul University
(OMU). The authors also implement different queries to show
the inference processes. The Semantic Web for Research
Communities (SWRC) ontology was presented in [[15]. It
describes the communities of the research and other related
concepts. In [[16]], the authors presented Higher Education
Reference Ontology (HERO). The work explains the process of
building and developing the HERO ontology using the NeOn
methodology from the specification of requirements stage to
the ontology evaluation stage. In [17], the authors present
an ontology of Ahlia University in which DL and SPARQL
queries are used to retrieve explicit and implicit information
employing ontological reasoning. In [18]], the authors presented
an ontology-based framework that facilitates semantic-based
queries for postgraduate information queries at the Ministry of
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Higher Education (MOHE) portal. In [[19], the Massive Open
Online Courses (MOOCs) ontology was presented to speed
up the retrieval of educational data based on learners’ requests
from the Coursera platform.

In [20], the authors focus on designing and building
university ontology methods. In [21]], the authors presented
an ontology that can be used for searching educational re-
sources based on matching semantics. The proposed ontology
was developed from real-life educational resources. In [22],
the authors presented a semantically enriched system for e-
learning. This system utilizes SPARQL queries and machine
reasoning to provide smart question-answering methods. In
[23]], the authors presented a process of creating university
datasets based on LOD. The generated datasets cover data
items, vocabulary, and RDF entities related to the university,
and the data is published based on LOD principles for query
purposes. In [24], the authors present an ontology in the HE
domain. This work’s main limitation is that it was designed
specifically for the engineering field, making it unsuitable for
other HE activities. In [25], the authors created an ontology
in the university domain that serves as an ontology searching
hub. In [26]], the authors also presented an educational ontology
aiming to assist with the university internship assignment in
an automated fashion. In [27]], an e-campus ontology is pro-
posed, which serves to stream various educational processes.
This ontology is explicitly designed for learning activities
and presents a semantic hierarchy that represents learning
activities for programming languages such as C-Sharp. A
fuzzy ontology-based framework has been presented in [28§]]
to facilitate the organization of scientific research. In [29],
the authors designed and presented a meta-model ontology.
The work explains the methodology developed for ontological
improvement by applying a semi-supervised learning method.
In [30], the authors proposed an ontology-based e-learning
system to identify the problems in the HES, such as the lack
of connections between components and the poor structure of
educational resources.

The solutions discussed above represent good efforts to
address various challenges in HE. However, these proposed
systems still need to effectively address the problems and
issues related to automating the processes and activities in
educational systems to maximize efficiency and accuracy. The
following section addresses these limitations and presents our
methodology for HE processes and activities automation by
using ontologies and machine reasoning.

III. THE METHODOLOGY FOR ONTOLOGY DESIGN AND
DEVELOPMENT (MODD)

Ontology design and development is a job that includes
several tasks and activities for modeling an ontology in any
domain. Even though different methods have been proposed
and various tools have been developed to support these tasks
and activities, there is still a dearth of a unified approach or
methodology for ontology design and development. A lot of
methodologies arrange tasks differently. However, the general
approach does not vary widely. In this paper, we present our
Methodology for Ontology Design and Development (MODD)
(as illustrated in Fig.[I). In our proposed methodology, we fol-
low two approaches presented in [31] and [32] as our baseline
and present an upgraded approach that can support different
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activities and tasks that are essential to ontology modeling.
Here, we describe different phases of our Methodology for
Ontology Design and Development (MODD). As a proof of
concept, we also present the use of this methodology to create
the Higher Education Ontology (HEO) which can ultimately
be used to automate various activities and potential processes
in research and development.

lases
‘‘‘‘‘

he Methodology for
Ontology Design and

Development
(MODD)

Evaluation

SPARQLEndpint
Ies of the. e

Fig. 1. The Methodology for Ontology Design and Development (MODD).

A. Identify the Purpose and the Domain of the Ontology
Development

Before developing an ontology, there are several questions
that knowledge engineers must answer:

e Do they have enough knowledge required to develop
ontology in a particular domain?

e What are the benefits and purposes of using this
ontology?

e  What are the specific mechanisms and uses of the
ontology?

Answering these questions furnishes a clear destination for
making decisions and keeping the knowledge engineers on
the right track. From the perspective of our case study, we
developed an ontology in the education domain, especially in
HE. The purpose was to automate the various HE processes
and activities with special attention to the cooperation process
between the researchers and faculty members. We identified
the question “finding the right resources for joint research
and scientific collaboration” as one of potential utility and a
case study for our work. To empower our solution, we took
real data from specific systems at King Abdulaziz University
(KAU). Two of these main systems include OUDS PLUS
and Accreditation Information Management System (AIMS).
These systems provide all information related to the courses,
syllabus, and faculty member data (e.g., publications, academic
training, professional experience, and scientific research). After
identifying the required data, we converted it into a machine-
understandable format such as RDF. The resulting RDF data
can be used to perform smart queries, inference, and machine
reasoning. Also, to test the efficiency and quality of the ontol-
ogy design, we defined a list of questions referred thereafter as

Vol. 15, No. 5, 2024

Competency Questions (CQs). CQs help us to determine and
identify the knowledge that should be included in the ontology.
Firstly, they can be used to answer the needs and requirements
that the ontology must fulfill. Secondly, we can use it as a
tool to evaluate the output of the ontology by examining the
answers to the potential questions. We defined the following

CQ:s:

1) Find all academic staff members who have the same
research interests.

2)  Find all academic staff members who have the same
publication keywords.

3)  Find specific academic staff members to collaborate
with other academic staff members based on common
research interests.

4)  Find specific academic staff members to collaborate
with other academic staff members based on common
publication keywords.

5) Find all the academic staff members who can col-
laborate based on the four criteria.(research interests,
certifications & trainings, publications and academic
& professional experiences).

B. Ontology Building

In this phase, the knowledge engineers should define the
most important terms, concepts, properties, and their relation-
ship with each other. In addition, they should answer the
following questions:

e  How and whether to use ontologies that already exist?

The ontology-building phase is based on various principles and
standards, as it requires a deep understanding of the domain.
These principles are discussed below:

1) Reusing existing ontologies: At this stage, we must
search and identify existing ontologies and decide which
existing ontologies can be reused and to what extent they can
be reused. Different factors can help us to decide about the
reuse of existing ontologies. Some of these factors are missing
classes, subclasses, relationships, and properties. Alternatively,
we can build from the beginning by following a group of steps.
The process of searching and exploring ontology is an essential
phase of ontology development. Once we find an ontology that
is suitable and compatible with our special needs, this will
save time as well as extra effort. Additionally, if we do not
find any ontology that is compatible with our domain and can
be reused, a minimum use of such ontologies is that they can
be used as a good source of guidance and inspiration. As we
mentioned earlier, the scope of our work encompassed research
and education, and we were able to find a lot of research
and educational-related ontologies. Herein, we present some
important criteria that should be considered while deciding
about the reuse of existing ontology (as shown in Fig. [2):

1) The domain of the ontology. (From the perspective
of our case study, it must be in the research and
education domain).

2)  The availability of the ontology. (The links must be
work and available to download).

3) The format of the ontology (must be in RDF/OWL
format).
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TABLE I. AN OVERVIEW OF DIFFERENT EDUCATIONAL ONTOLOGIES

Ontology Name Purpose Year Reference
E-campus ontology for the university of Zakho | Building an ontology wherein the classification of the devel- | 2019 [27]
(U0Z) oped ontology comprises the following (campus, deliverable,
academic year, person, university).
University ontology-based information retrieval Developing a university ontology that contains classes such 2019 125]
system as people, department, divisions, program, course, club,
events and publications.
Ontology for curriculum and syllabus Building a Curriculum Course Syllabus Ontology (CCSO) 2018 [13]
which contains many classes (e.g., academic staff, admin-
istrative staff, assistant, bachelor, certificate, course and
department).
Massive Open Online Courses (MOOCs) Ontol- Based on learner request, in the Coursera platform, building 2020 [19]
ogy for information retrieval through Coursera an ontology to retrieve educational resources such as classes
platform related to assessment, certification, collaboration, course
material and subjects.
OntoSyllabus ontology Developed an ontology for higher education institutions 2019 133]
syllabus. The main concepts are topic, course, syllabus,
instructor and concepts.
University examination system ontology Developed an ontology for the university examination sys- 2017 [12]
tem. The main concepts are student, faculty, subject and
department.
Academic Institution Internal Structure Ontology Representing the internal organizational structure of aca- 2008 [34]
(AIISO) demic institutes by using classes and properties described
in the Academic Institution Internal Structure Ontology
(AIISO). The main concepts are center, college, course,
department, faculty and division.
TABLE II. THE ONTOLOGIES FULFILLING THE DEFINED CRITERIA
Prefix Ontology Name Reference URI
AIISO Academic Institution Internal 134] vocab.org/aiiso/
Structure Ontology (AIISO)
CCSO Curriculum Course Syllabus [13] w3id.org/ccso/ceso#
Ontology (CCSO)
oS Ontosyllabus 133] jachicaiza.github.io/ontologyDoc/
curriculum BBC curriculum 135] www.bbc.co.uk/ontologies/curriculum
e accordingly, we added our parts and built the HEO ontology.
Goagle Seholar
Ao onsn 2) Define important terms: Before creating the classes, and
oy, ——— [ PO i the properties, it is important to create a list of all the important
T Google . .
N terms for creating an ontology, whether for making statements
- about or describing it to users. We can identify and extract
_'D different terms that are used to describe classes, properties, and
associations by exploring and understanding the source data.
As mentioned earlier, in our case, we relied on two live systems
at King Abdulaziz University (i.e., AIMS and OUDS PLUS)
to obtain the data and create our ontology. Amongst others,
two key documents we identified as our source of information
are as below:
— Ontology to

s 2 ¥
Anyze

Fig. 2. The criteria for the search process.

4)  Clear documentation available in the English lan-
guage to understand the classes, relationships, and
properties of the ontology.

Table |I| shows the most common educational ontologies
that we came up with after searching different websites and
portals. After analyzing the education ontologies from the
previous table based on the defined criteria, we can say that
the following four ontologies in Table complement and
resemble one another within the educational field. We benefited
from these ontologies in terms of guidance and direction. So,

1) CVs of faculty members.
2)  Course Syllabus.

Table |l1I| shows the most important terms extracted from these
two files.

3) Defining ontology classes and their hierarchy: This is a
core phase for organizing and introducing the structure to the
captured terms in the previous phase. The phase of defining
important terms can help us in designing the class hierarchy,
wherein we can choose the most appropriate terms and define
the independent existence for building super and subclasses.
Classes are used to denote the collection of things that make up
a concept. These classes can be linked to other classes through
relationships when appropriate. In this phase, we define some
classes that are used in the construction of HEO. Table
illustrates some classes used in the domain that are identified
to construct the ontology.
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TABLE III. TERMS RELATED TO FACULTY MEMBERS’ CVS AND COURSE
SYLLABUS

Course Syllabus
Course

Syllabus
Assessment Tool
Assignments

CVs of faculty members
Academic Staff

Assistant Professor
Associate Professor
Lecturer

Professor Exam
Teaching Assistant Questions
Keywords Lab Work

Academic and Professional
Experiences

Certifications and Trainings Quiz

Publications Keywords Class Activity

Research Interests Learning Outcome
Publications Course Learning Outcomes
Book Student Outcome

Project

4) Describe properties and relationships of classes: Super
and subclasses alone do not provide us with sufficient informa-
tion to answer CQs. After defining the main classes, we must
describe the structure of these concepts. Also, we can use the
rest of the terms that are already defined and represent them
as properties. Entities that describe how individuals are related
are called object properties. Also, properties can be structured
in hierarchies. The permitted classes as values of properties
are called the range of the property, while the actual classes
that use the property are called the domain of the property.
In this phase, we define some properties and relationships that
are used in the development of HEO. The tables from [V]to
explain the most important properties and how these properties
are used to perform machine reasoning and to infer the new
knowledge graphs.

5) Create instances: The final step in the ontology build-
ing phase is the creation of instances for defined classes.
In semantic technologies, instances are also referred to as
individuals. We can also think of them as objects of classes
(to some extent). This involves selecting a class, creating
its instance, and filling in the value of the property. These
instances should meet the created questions and use cases.
Ontologies can be better utilized with an enhanced number
of instances (i.e., datasets). Instances have a vital role in the
processes of semantic searches, data analysis, and exploration
of new knowledge, in addition to evaluation processes. The
answers that the ontology returns in the SPARQL queries of
competency questions are based on instances. We enriched
the scope of our ontology by extracting and populating our
ontology with real-life data from the Faculty of Computing and
Information Technology (FCIT) at King Abdulaziz University
(KAU) (as a real case study).

C. Evaluation

The ontology must be evaluated to find any potential errors.
Verifying the accuracy and fine-tuning of the ontology is the
primary focus of this phase. Ultimately the target is to make
sure of the domain coverage, quality of the development, and
accuracy of the ontology design. We can verify the consistency,
viability, and efficiency of the ontology by using the reasoners.
The reasoners guarantee that there are no contradictory facts in
the ontology. Also, this ascertains if the classes or properties
can contain any type of individuals. In our case study, we use
the Pallet reasoner at every stage of ontology development.
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Fig. 3| shows the results of ontology consistency. Also, we used
the Competency Questions (CQ) which we defined earlier in
the ontology development Phase. The answers to the CQ are
provided in Section [[V| which explains in detail the case study
of the cooperation process between the faculty members.

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO 21:11:23

INFO 21:11:23 REASONER CHANGED

Fig. 3. Ontology consistency by pallet reasoner

D. Documentation

The last phase of MODD is documenting the ontology. It
is a very important phase to understand the classes and the
properties and their relationship with one another. The docu-
mentation phase is the creation of guidelines and instructions
to clarify the domain and the purpose of the ontology. The
lack of documentation may be one of the most significant
obstacles preventing knowledge engineers from reusing the
ontology. Documentation helps in understanding the ontology,
reuse, and reviews. Each statement in the ontology must be
explained in detail within the documentation. If there are
no comments or explanations, this will make the ontology
difficult to understand. So, we used both the “rdfs:comment”
and “rdfs:label” properties to add descriptions and meaning for
classes, object properties, and data properties.

E. Maintenance

Everything in the world is subject to change, and thus the
ontology specifications may change to meet the requirements
of the users and to suit other existing educational ontologies. It
is very important to carry out periodic maintenance operations
to organize the ontology by adding some classes, sub-classes,
properties, and their relations with each other. Also, the doc-
umentation may be updated by adding meaning to unknown
words and their logical description. Also, the availability of
RDF/OWL links may be ensured to save time and facilitate
the re-using phase for other researchers. Finally, mapping with
LODC can be implemented so anyone can access, connect, and
consume the data on an internet scale.

IV. CASE STUDY: FIND THE RIGHT RESOURCE FOR
RESEARCH COLLABORATION

The cooperation process between researchers and faculty
members starts with finding the right resources for joint
research. Finding the right resources depends on matching
different attributes such as faculty member or researcher
publications, research interests, certifications and training, and
academic as well as professional experiences. Further, applying
machine reasoning on these attributes can play an important
role in analyzing data consistency and extracting new knowl-
edge and bigger knowledge graphs from an existing one. As
an example, in our case study activity, the reasoning was
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TABLE IV. SOME CLASSES USED IN HEO

Class Name

Discerption

Academic_Staff

The academic staff of the university, college and department (e.g., assistant professor, associate professor,
professor).

Professor

A professor can manage and coordinate most of the the activities within a course such as learning
outcomes, design & implementation, topics, or be the instructor in some courses.

Associate_Professor

The associate professor can manage and coordinate most of the the activities within a course such as
learning outcomes, design & implementation, topics, or be the instructor in some courses.

Assistant_Professor

The assistant professor can manage and coordinate most of the the activities within a course such as
learning outcomes, design & implementation, topics, or be the instructor in some courses.

Lecturer

The lecturer is (teaching) assisting in a course. This is a person who holds a master’s degree.

Teaching_Assistant

The teaching assistant is (teaching) assisting in a course. This is a person who holds a bachelor’s degree.

Research_Interests

Summarizes the areas of expertise of a person.

Certification_and_Training

Certification and training attended by the academic staff member.

Academic_and_Professional_Experiences

The experience that a staff member has in Professional and Academic world to justify one or more areas.

Publications_ Keywords

Specific words that expose domain or topic of a research publication.

Class_Activity

The activities that are related to a class. It has two parts: in-class activity (Lectures, Class Exercises,

Class Discussion/Participation, , Lab Sessions, Tutorial Sessions, Misc and Active Learning). out-class
activity (Self-reading/Research, Teamwork & Group Discussion, Exercises, Lecture Summary, Design
Problems, Case Study, Technical Writing).

TABLE V. Related_to PROPERTY

| Object Property Name Domain | Range | Property Type

Related_to Keywords Course Transitive
Research_Interests

Academic_and_Professional_Experiences

Publications_Keywords

Certifications_and_Trainings

Logical Description

V Keywords € Academic staff 3 Keywords related to Course

Text Description

A course contents have implicit and/or explicit relation with the keywords of a publication, academic & professional experiences of a staff member, research
interests, the certifications & training

Reasoning

Lets consider a Property (i.e., "Pr”) that relates and individual “x” to individual “y”, also an individual “y” to individual “z”, then the ontology can infer
that individual “x” is related to individual ‘z” via property “Pr” (as the type of property “Pr” is transitive). Once we model the property “Related_to” as
transitive property, ontological reasoning can be used to identify that which staff member is suitable for research collaboration based on various factors such

as, professional experiences, research interests, publication, certifications & trainings and topic coverage.

TABLE VI. can_work_with PROPERTY

Object Property Name | Domain | Range | Property Type

Symmetric

Can_work_with Teaching_Assistant
Professor

Lecturer
Associate_Professor
Assistant_Professor
Academic_Staff

Teaching_Assistant
Professor

Lecturer
Associate_Professor
Assistant_Professor
Academic_Staff

Logical Description
V Academic staff € FCIT C KAU 3 Academic staff can work with other Academic staff

Text Description

The academic staff members can work with other academic staff members based on their various matching factors and attributes such as
certifications & trainings, research interests, academic & professional experiences and the keywords of their publications.

Reasoning

FTEET)

If a property “Pr” is symmetric, and this property relates individual “x” to individual %/ then the ontology can infer that individual “x”
is also related to individual “y” via property “Pr”. Once we design the characteristics of the property “can_work_with” as symmetric, the
ontology can identify which academic staff can collaborate in publishing, teaching a course or starting joint research projects.

used to infer which faculty members or researchers could
cooperate with in publishing, teaching a course, or starting
joint research projects based on available data, research inter-
ests, publications, certifications and training, and academic and
professional experiences.

Here, we describe how to find the right resource for re-
search collaborations based on different contributing attributes
and how machine reasoning is used to generate bigger knowl-
edge graphs. A short description of these examples is as under:

e Example 1: Using research interest parameter to find
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TABLE VII. Experience_Since PROPERTY

Object Property Name | Domain | Range | Property Type

Experience_Since Keywords Experience_Since Inverse Of
Academic_and_Professional_Experiences
Publications_Keywords
Certifications_and_Trainings
Research_Interests

Logical Description

Experience since represents as S= {2011, 2012, 2016, 2019 ... etc.} V Academic staff € FCIT C KAU 3 X € S such that each Keywords
connecting with the Academic staff in specific X

Text Description

All four criterias (i.e. academic & professional experiences, keywords of the publications, certifications and trainings, research interests,
and the ) adds a typical kind of experience for specific academic staff members.

Reasoning

Prat)

If the prolperty (pr) links individual “x” to individual [\/( then it’s inverse property will link individual “y” to individual “x”. In our HEO,
we modeled the Sproperties Experience_Since and For_Keywords as inverse of each other. This helped us to connect a specific keyword to
a specific year. So, the machine can infer that the specific year complies with a specific keyword.

TABLE VIII. For_Keywords PROPERTY

Object Property | Domain Range Property Type
Name
For_Keywords Experience_Since Keywords Inverse Of

Academic_and_Professional_Experiences
Publications_Keywords
Certifications_and_Trainings
Research_Interests

Logical Description

Experience since represents as S= {2011, 2012, 2016, 2019 ... etc.} V Keywords € Academic staff 3 X € S such that each Keywords
connecting Academic staff within specific X

Text Description

The experience year which is related to a specific academic staff has a relationship with all the four identified criteria (academic and
professional experiences, certifications and trainings, research interests and the keywords of the publications).

Reasoning

[Tt}

If a property (say “Pr”) links an individual “x” to individual “y” then its inverse property will link individual “y” to individual “x”. Two
properties i.e., For_Keywords and Experience_Since are inverse of each other and these properties help for connecting a specific year to a
specific keyword. So, the machine can infer that the specific keyword complies with a specific year.

TABLE IX. related_to_person PROPERTY

Object Property Name | Domain | Range | Property Type

related_to_person | Experience_Since | Academic_Staff | Symmetric

Logical Description

Experience since represents as S= {2011, 2012, 2016, 2019 ... etc.} V Academic staff € FCIT C KAU 3 X € S such that each X related
to person

Text Description

Each academic staff member has experience years in four criteria, including academic & professional experiences, research interests,
certifications & trainings, and the keywords of the publications.

Reasoning

Let’s consider the property “Pr” as a symmetric property, and it relates an individual “x” to individual “y” then the machine can infer .
that individual “y” is also related to individual “x” via property “Pr”. Once we assign the characteristic symmetric to the property
“related_to_person”, the ontology can identify which experience year related to which academic staff

the best research collaborator. research collaborator.

Example 2: Using scientific publications to find the [Example 1: Research Interests]

best research collaborator. . .
By creating has_research_interests property, we can con-

Example 2: Using multiple factors such as certification duct some queries to identify all the faculty members and po-
& trainings, research interests, academic & profes- tential researchers who are suitable for research collaboration
sional experiences, and publications, to find the best based on their research interests. This can also help to find

www.ijacsa.thesai.org 44 |Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

which faculty member has the most priority to start joint and
collaborative research projects based on the research interest’s
data. CQ: Find specific academic staff to collaborate with
other academic staff based on common research interests.

Fig.|4]A shows all the academic staff with the same research
interests:

By conducting the following query we find that
Dr.Muhammad can work with Dr. Naif because both of them
have “LOD” and “SW” as a research interest. (As shown in
Fig. BB).

PREFIX rdf: <http ://www.w3.0rg/1999/02/22 —rdf —syntax —ns#>
PREFIX owl: <http ://www.w3.0rg/2002/07/owl#>

PREFIX xsd: <http ://www.w3.0rg/2001/XMLSchema#>

PREFIX rdfs: <http ://www.w3.0rg/2000/01/rdf —schema#>

SELECT DISTINCT ?Academic_Staff

?Academic_Staffl ?Research_Interests

WHERE {

?Academic_Staff rdf:type KAU: Academic_Staff.

?Academic_Staffl rdf:type KAU: Academic_Staff.
7Research_Interests rdf:type KAU: Research_Interests.
?Academic_Staff KAU: has_research_interests ?Research_Interests.
?Academic_Staffl KAU: has_research_interests ?Research_Interests .
?Research_Interests KAU:has_AcademicStaff ?Academic_Staff.
?Research_Interests KAU: has_AcademicStaff ?Academic_Staffl .
?Academic_Staff KAU:can_work_with ?Academic_Staffl .

FILTER (regex ( str (? Academic_Staff),” Muhammad_Ahtisham_Aslam ™))

¥
ORDER BY ASC(?Research_Interests)

[Example 2: Publication’s Keywords]

By creating Has_Keywords property, we can conduct some
queries to identify all the faculty members who have the same
publication keywords. Matching keywords guide us towards
matching fields of interest and expertise which ultimately
helps to infer the right resource for research collaboration.
So, the results of such queries can help faculty members find
potential researchers for joint research projects and scientific
collaboration.

CQ: Find specific academic staff to collaborate with
other academic staff based on common publication keywords.

Fig. [5]A shows all the academic staff with the same publi-
cation’s keywords:

By conducting the following query, we find all the aca-
demic staff members who can collaborate with Dr.Muhammad
based on the publication keywords. (As shown in Fig. [5B.)

SELECT DISTINCT ?Academic_Staff ?Academic_Staffl ?Publications_Keywords ?Publications
WHERE {

?Academic_Staff rdf:type KAU: Academic_Staff .

?Academic_Staffl rdf:type KAU: Academic_Staff.

?Publications rdf:type KAU: Publications.
7Publications_Keywords rdf:type KAU: Publications_Keywords .
?Academic_Staff KAU: has_publication ?Publications.
?Academic_Staffl KAU:has_publication ?Publications .
?Academic_Staff KAU:can_work_with ?Academic_Staffl .
?Publications KAU:Has_Keywords ?Publications_Keywords.
FILTER (regex (str(? Academic_Staff),” Muhammad_Ahtisham_Aslam ™))

}
ORDER BY ASC(?Publications_Keywords)

[Example 3: Certifications & Trainings, Research
Interests, Academic & Professional Experience and
Publication’s Keywords]

Example 3 shows all the academic staff that can collaborate
based on all four criteria (Certifications & Training, Research
Interests, Academic & Professional Experience, and Publica-
tions).

CQ: Find all the academic staff who can collaborate
with other academic staff Certifications & Trainings, Re-

Vol. 15, No. 5, 2024

search Interests, Academic & Professional Experience and
Publications.

SELECT DISTINCT ?Academic_Staff ?Research_Interests
?Academic_and_Professional_Experiences ?Publications_Keywords
?Publications ?Certifications_and_Trainings

WHERE {

?Academic_Staff rdf:type KAU: Academic_Staff.

?Academic_Staffl rdf:type KAU: Academic_Staff.
?7Research_Interests rdf:type KAU: Research_Interests .
?Academic_and_Professional_Experiences rdf:type

KAU: Academic_and_Professional_Experiences .

?Academic_Staff KAU: has_research_interests ?Research_Interests.
?Academic_Staffl KAU: has_research_interests ?Research_Interests.
?Research_Interests KAU: has_AcademicStaff ?Academic_Staff.
?7Research_Interests KAU: has_AcademicStaff ?Academic_Staffl .
?Academic_Staff KAU: Has_Academic_and_Professional _Experiences
?Academic_and_Professional _Experiences .

?Academic_Staffl KAU:Has_Academic_and_Professional_Experiences
?Academic_and_Professional_Experiences .
?Academic_and_Professional _Experiences KAU:has_AcademicStaff
?Academic_Staff .

?Academic_and_Professional _Experiences KAU: has_AcademicStaff

?Academic_Staffl .

?Publications rdf:type KAU: Publications.

?Publications_Keywords rdf:type KAU:Publications_Keywords.

?Academic_Staff KAU: has_publication ?Publications.

?Academic_Staffl KAU: has_publication ?Publications.

?Publications KAU:Has_Keywords ?Publications_Keywords .

?Certifications_and_Trainings rdf:type

KAU: Certifications_and_Trainings .

?Academic_Staff KAU: Has_Certifications_and_Trainings

?Certifications_and_Trainings .

?Academic_Staffl KAU: Has_Certifications_and_Trainings

?Certifications_and_Trainings .

?Certifications_and_Trainings KAU:has_AcademicStaff

?Academic_Staff .

?Certifications_and_Trainings KAU:has_AcademicStaff

?Academic_Staffl .

?Academic_Staff KAU:can_work_with ?Academic_Staffl .

Fig. [6] shows the results of all the academic staff that can
collaborate based on the four criteria.

In this section, we described selected CQs, their answers
and the machine reasoning involved in answering each CQ.
The rest of the CQs and answers to these extracted from
real-life data are explained in the Higher Education Ontology
(HEO) websitd]

V. CONCLUSION AND FUTURE WORK

One of the main activities in Higher Education (HE) insti-
tutions and research organizations is conducting high quality
research. A key issue in conducting high quality research is
to include the right resources in the research team as well as
expert collaborators for joint research projects. Finding suitable
and expert resources to conduct joint projects and research col-
laborations can be effectively addressed by applying semantic-
based techniques and machine reasoning on research and
researcher data. As an example, CVs of the researchers/faculty
members and their scientific output can provide important data
that can be used by machines to identify the right resources for
research collaboration and joint research projects between the
faculty members and researchers. In this paper, we presented a
Methodology for Ontology Design and Development (MODD)
and used this methodology to develop the Higher Education
Ontology (HEO). This HEO can be used to automate various
processes and activities in HE by using machine reasoning. As
proof of concept, we presented a case study on “finding the
right resources for joint research and scientific collaboration”.
In our case study, we answered various competency questions
(CQ) enriching the HE data semantically and then applying
reasoning on it by developing HEO. Finally, we evaluated
and validated our approach by answering various CQs in the
domain of HE. In future research, we plan to improve our
ontology by applying as many higher education activities and

wo.kau.edu.sa/Pages-SPedia.aspx
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Academic_Staff
Abdullah_Almalaise
Naif_Radi_Aljchani
Naif_Radi_Aljhani
Rabeeh_Ayaz_Abbasi
Naif_Radi_Aljchani
Sachi_Arafat
Abdul_Hamid_lbrahim
WMaram_Abdulrahman_heccawy
WMostafa_Saleh
Ola_Yousef_AlShagran
Salha_Abaullan
Muhammad_Antisham_Aslam
Naif_Radi_Aljhani
Muhammad_Ahtisham_Aslam
Naif_Radi_Aljchani
Naif_Radi_Aljohani
Rabeeh_Ayaz_Abbasi
laram_Abdulrahman_teccawy
Ola_Yousef_AlShagran

(A)
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Research_interests
Big_Data_Anaiftic

Big_Data_Analytic

Data_Mining

Data_Mining

Data_Science

Data_Science

E-Systems

E-Systems

E-Systems

E-Systems

E-Systems

Linked_open_data
Linked_open_data

Semantic_Web

Semantic_Web
Social_Media_and_Network_Analysis
Social_Media_and_Network_Analysis
eLeaming_Systems_Architectures:
eLeaming_Systems_Architectures

PREFIX rdf: <hitp:/www.w3.0rg/1999/02/22-1df-syntax-ns>
PREFIX owl: <ntip:/iwww w3, 0rg/2002/0 7 0wii>

PREFIX xsd: <htip:/www:w3.0rg/2001/XMLSchema#>
PREFIX rfs: <NUpJWww.w3.01g/2000/0 1rgt-schemat=
PREFIX KAU: <http: orginada_

191 a-ontology
SELECT DISTINCT 7Academic_Staff ?Academic_Stafft 7Research_interests
WHERE {

?Academic_Staff rdftype KA Academic_Stafi.
7Academic_Staff rdftype KAU:Acadermic_Staff

?Research_Interesis rdfiype KAU Research_Interests
?Academic_Staff KAU has_research_interests ?Research_Interests,
?Academic_Stafl1 KAU:has_research_interests ?Research_nterests
?7Research_Interests KAU:nas_AcademicStafl ?Academic_Stafl.
?Research_Interests KAU has_AcademicStaff ?Academic_Staff1
7Academic_Stal KAU-can_work_with ?Academic_Stafft

FILTER( regex(sir(?Academic_Staff)"Muhammad_Ahtisham_Aslam"))

ORDER BY ASC(?Research_interests)

Academic_Staff

Muhammad_Ahtisham_Aslam
Muhammad_Ahtisham_Aslam

Naif_Radi_Aljohani
Naif_Radi_Aljohani

B)

Fig. 4.

Acadernic_Stall Publicalions_Keywor ds
Fahd_S._Alotaibi

Sachi Arafat
Rabeeh_Ayaz_Abbasi
Naif_Radi_Aliohani
Muhammad_Ahtisham_Aslam
Fahd_S_Alotaibi
Sachi_Arafat
Rabeeh_Ayaz_Abbasi
Naif_Radi_Aljahani
Muhammad_ahtisham_Aslam
Rabeeh_Ayaz_Abbasi
Naif_Radi_Aljohani
Muhammad_ahtisham_Aslam
Fahd_S_Alotaibi

Urau
Urdu

Web_obsenvatory
Web_observatery
Weh_nhsenatary
conditional_random_fields
conditional_random_fields
data_analytics

data_analytics

data_analyfics

data_harvesting
data_harvesting
data_harvesting
deep_recurrent_neural_network

Savhi_Arall dleep_recim enl_riennl_nshwork
Fahd_s _Alotaibi machine_learning
Sachi_Arafat machine_learning

Fahd_S _Alotalol
Sachi_Arafat
Sachi_Arafal

named_entity_recognition
named_entity_recognition
apen_eala

(A)

PREFIX X3 0 “NttD/www. w3 0ra/2001/XML Schemarr

oricets  Otaft DAcademic_Otaft A ublications_Keywarda PPuslications
froranit et Mg A e iy

Keviworas rativpe KA Kevworas

FILTER( reqex(str(7Acagemic Stam HURamman ARisnam Asiam™)

BROER BY ASC(FPUBIICStons_Keywor a3

B A St A

Rubesn_Avs_Avvust

MuRsmmaa_Antisnam_asiam
MuRammaa_antisnam_ssiam

NaI_Raai_Alonant

B)

Fig. 5.

Academic_Staff1

_anaitics
anantics

Research_nterests
Linked_open_data
Semantic_Web

The research interests example results.

Publicalions
Deep_recurrent_neural_networks_with_werd_smbeddings_for_Urdu_named_entity_re
Deep recurrent neural networks with werd embeddings for Urdu named entity re
“Web_Observatory_Insights_a_Survey._Past,_Current,_and_Future’
“Web_Observatory_Insights_a_Survey;_Past,_Current,_and_Future®
“We h_Ohservatory_insights_a_Survey _Past_Current_and_Fuhire’
Deep_recurrent_neural_natworks_with_word_ambeddings_for_Urdu_named_entity_re
Deep_recurrent_neural_networks_with_word_embeddings_for_Urdu_named_entity_re

“Web_Observatory_Insights_a_Survey:_Pas
Weh_Ohservatory_nsights_a_Survey_Past_Current_and_Future"
Web_Observatory_Insights_a_Survey,_Past_Current,_and_Future’
“Web_Obsevatory_Insights_a_Survey._Pas
“Web_Obsevatory_Insights_a_Survey,_Past_Current,_and_Future’

Deep_recurrent_neural_networks_with_word_smbeddings_for_Urdu_named_entity_re
Deep_rerenl_neursl_nsworks_will sinibecldings_for_Urdu_amend_snlily_re
Leep_racurrent_naural_natworks_with_word_ambeddings_for_Urdu_named_entity_ra
Deep_recurrent_neural_networks_with_word_smbeddings_for_Urdu_named_entity_re
Deep_recurrent_neural_networks_wlth_word_embeddings_for_Urdu_named_entity_re
Deep_recurrent_neural_networks_with_word_smbeddings_for_Urdu_named_entity_re
1 e ging_he_Sauci_l inked_Open_Gowsimimenl_Dali_A_Framewark_anid_Palenlial

The publication’s keywords example results.
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WHERE{

?Academic_Staff rdftype KAUAcademic_Staff

2hcademic_Staff1 rdftype KAU:Academic_Staff

“7Research_Interests raftype KAU Research_Interests

2Academic_and_Professional_Experiences rdftype KAU:Academic_and_Professional_Experiences.
2hcademic_Staff KAU:has_research_interests 7Research_|nterests.

2Academic_Stafft KAUhas_research_interests PResearch_Interests.

“Research_nterests KAU:has_AcademicStaff ?Academic_Staff

“Research_nterests KAU:has_AcademicStaff ?Academic_Staff1.

2Academic_Staff KAU:Has_Academic_and_Professional_Experiences ?Academic_and_Professional_Experiences.
Academic_Staff1 KAU:Has_Academic_and_Professional_Experiences ?Academic_and_Professional_Experiences
“Academic_and_Professional_Experiences KAUhas_AcademicStaff ?Academic_Staff
Academic_and_Professional_Experiences KAU:has_AcademicStaff ?Academic_Staff1.
Publications rdftype KAU:Publications.

2Publications_Keywords rdftype KAU:Publications_Keywords

Academic_Staff KAU:has_publicafion ?Publicafions.

Academic_Staff1 KAU:has_publication ?Publications.

2Publications KAU:Has_Keywords ?Publications_Keywords.

Certifications_and_Trainings raftype KAU.Certfications_and_Trainings.

2hcademic_Staff KAU:Has_Certifications_and_Trainings ?Certficafions_and_Trainings.
2hcademic_Stafft KAUHas_Certifications_and_Trainings ?Certifications_and_Trainings.
Certifications_and_Trainings KAU:has_AcademicStaff 2Academic_Staff
“Certificaions_and_Trainings KAU:has_AcademicStaff 2Academic_Stafft

Academic_Staff KAU:can_work_with ?Academic_Staff1.}

Academic_Staff Research_Interests

Sachi_Arafat Data_Science Reviewer
Sachi_Arafat Data_Science Reviewer
Sachi_Arafat Data_Science Reviewer
Sachi_Arafat Data_Science Reviewer
Sachi_Arafat Data_Science Reviewer
Fanhd_S._Alotaibi Data_Science Reviewer
Fand_S._Alotaibi Data_Science Reviewer
Fahd_8._Alotaibi Data_Science Reviewer
Fahd_S._Alotaibi Data_Science Reviewer
Fahd_S._Alotaibi Data_Science Reviewer

Academic_and_Professional_Experiences

machine_leaming
conditional_random_fields

Urdu

named_entity_recognition
deep_recurrent_neural_network
machine_leaming
conditional_random_fields

Urdu

named_entity_recognition
deep_recurrent_neural_network

Publications Certifications_and_Trainings
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic
Deep_recurrent_neural_networks_with_wor Visual_Basic

Publications_Keywords

Fig. 6. The academic staff with four criteria example.

processes as possible. We also aim to link our datasets with the
scientific publications open datasets as this will help to produce
bigger knowledge graphs which will ultimately be helpful for
generating broader and improved results.
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Abstract—The integration of Internet of Things (loT)
technologies in  hospital environments has introduced
transformative changes in patient care and operational efficiency.
However, this increased connectivity also presents significant
cybersecurity challenges, particularly concerning the protection of
patient data and healthcare operations. This research explores the
application of advanced machine learning models, specifically
LSTM-CNN hybrid architectures, for anomaly detection and
behavior analysis in hospital 10T ecosystems. Employing a mixed-
methods approach, the study utilizes LSTM -CNN models,
coupled with the Mobile Health Human Behavior Analysis
dataset, to analyze human behavior in a cybersecurity context in
the hospital. The model architecture, tailored for the dynamic
nature of hospital 10T activities, features a layered. The training
accuracy attains an impressive 99.53%, underscoring the model's
proficiency in learning from the training data. On the testing set,
the model exhibits robust generalization with an accuracy of
91.42%. This paper represents a significant advancement in the
convergence of Al and healthcare cybersecurity. The model's
efficacy and promising outcomes underscore its potential
deployment in real-world hospital scenarios.

Keywords—IoT security; cyber security; network security;
machine learning; LSTM

. INTRODUCTION

The integration of Artificial Intelligence (Al) into
cybersecurity, especially for the Internet of Things (IoT), is an
important development in keeping our digital world safe. 10T is
all about connecting everyday devices to the internet, from smart
home appliances to complex industrial tools. These devices
collect lots of data, which is very useful but also makes them
targets for cyber attacks. That's why strong cybersecurity is
essential. [1]. The increasing integration of technology,
particularly the Internet of Things (IoT), in hospital
environments has revolutionized healthcare delivery [2]. While
these technological advancements offer unparalleled benefits,
they also introduce new challenges, particularly in the realm of
cybersecurity [3]. Hospitals are prime targets for cyber threats
due to the sensitive nature of patient data and the critical reliance
on interconnected devices. As such, fortifying the security of
10T systems in healthcare settings becomes imperative to ensure
the confidentiality, integrity, and availability of critical medical
information.In the past [4], cybersecurity mostly relied on set
rules to protect against known threats. But as cyber attacks
become more complex, especially with the rise of 10T, we need
smarter and more flexible security solutions. This is where Al

comes in, particularly with technologies like neural networks
and fuzzy systems.

Neural networks are a type of Al that learns from data and
makes decisions, much like how our brains work [5]. They are
great at recognizing patterns, including new and complicated
cyber threats that older security methods might miss. Fuzzy
systems are another type of Al that's good at making sense of
uncertain or vague information [6]. This is helpful in
cybersecurity, where it's not always clear if something is a threat
However, using these advanced Al methods in loT is
challenging because many 10T devices have limited power and
can't handle complex calculations [7]. One solution is to use
edge computing, which processes data closer to where it's
collected. This approach can make things faster and reduce the
need for sending data over long distances. Using Al in loT
cybersecurity is crucial. It makes our security systems more
adaptable and better at handling the ever-changing nature of
cyber threats. It's a key step in protecting our increasingly
connected world.

A. Problem Evolution

The integration of Internet of Things (IoT) technologies
within hospital environments has ushered in a new era of
enhanced patient care and operational efficiency [8]. However,
this increased connectivity also introduces significant
cybersecurity challenges that threaten patient data integrity and
the overall safety of healthcare operations. Hospital loT
ecosystems, comprised of interconnected devices and sensors,
are particularly susceptible to a range of cyber threats due to
inadequate security measures and outdated software.

One of the main concerns is the vulnerability of 10T devices
in hospitals to various attacks, including unauthorized access,
data breaches, and malware infections. These vulnerabilities
stem from insufficient security measures and the use of outdated
software, making it imperative to strengthen cybersecurity
protocols to protect against such threats. Detecting anomalous
behavior or deviations from normal patterns within the hospital
10T ecosystem is crucial for early identification and mitigation
of potential security breaches [9]. An effective anomaly
detection system can help in promptly identifying suspicious
activities, thereby enhancing the overall security posture of
hospital 10T deployments.

Safeguarding the integrity and privacy of sensitive patient
data transmitted and stored by loT devices is essential for
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maintaining patient trust and compliance with regulatory
standards [10]. Ensuring robust data integrity and privacy
practices is paramount in healthcare settings to prevent
unauthorized access or breaches that could compromise patient
confidentiality.Hospitals require rapid detection and response
capabilities to address cybersecurity incidents in real-time. The
ability to detect and respond to threats promptly is critical [11]
for minimizing the impact of cyberattacks on hospital operations
and patient care. Real-time threat response mechanisms can help
in mitigating risks and ensuring the continuity of essential
healthcare services.

Addressing these cybersecurity challenges associated with
10T deployments in hospitals is essential to protect patient data,
maintain operational continuity, and uphold regulatory
compliance. By implementing effective security measures,
enhancing anomaly detection capabilities, and prioritizing data
integrity and real-time threat response, hospitals can strengthen
their cybersecurity posture and mitigate risks associated with
10T technologies.

B. Research Aim and Objective
In light of these challenges, this research aims to:

e Develop and evaluate advanced machine learning
models tailored for hospital 10T cybersecurity, focusing
on human behavior analysis and anomaly detection.

e Enhance security mechanisms to protect hospital 10T
devices and data integrity using innovative approaches.

e Provide practical insights and recommendations for
implementing effective cybersecurity measures in
hospital environments.

The novelty of this research lies in the development and
evaluation of advanced machine learning models specifically
tailored for hospital 10T cybersecurity. By focusing on human
behaviour analysis and anomaly detection within the hospital
10T ecosystem, this study introduces innovative approaches to
address the unique cybersecurity challenges faced by healthcare
organizations.The primary contribution of this research is the
advancement of cybersecurity strategies designed specifically
for hospital 10T environments. By developing and evaluating
machine learning models for anomaly detection and data
integrity protection, this study aims to enhance the security
mechanisms of hospital 10T devices.

The paper is structured as follows: Section Il provides a
comprehensive review of the literature, Section 111 outlines the
methodology employed in the proposed work, Section IV
highlights implementation. Section V presents the experimental
results and analysis, and finally, Section VI concludes the study
while outlining avenues for future research.

Il.  RELATED WORKS

The Internet of Things (IoT) emerged as a revolutionary
paradigm, introducing an interconnected world where everyday
objects are equipped with network connectivity, enabling them
to collect and exchange data. However, it has simultaneously
introduced a myriad of cybersecurity challenges, necessitating a
paradigm shift in the approaches to securing networks and
devices. The integration of Artificial Intelligence (Al) into
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cybersecurity strategies for 10T systems represents a significant
advancement in this domain, offering novel and effective
solutions to complex security issues [12]. The context of loT
cybersecurity encompasses a diverse array of devices, ranging
from simple sensors to complex machines, all interconnected
and potentially accessible via the Internet [13]. These devices
continuously generate, process, and transmit vast amounts of
data, some of which are highly sensitive and confidential.

The decentralized and ubiquitous nature of IoT devices
makes them susceptible to a wide range of cyber threats,
including but not limited to, unauthorized access, data breaches,
and Distributed Denial of Service (DDoS) attacks [14]. The
inherent limitations of loT devices, such as constrained
computational power and storage capacity, further complicate
the implementation of traditional cybersecurity measures. In
light of these challenges, Al emerges as a critical tool in the
cybersecurity toolkit. Al's ability to learn from data, recognize
patterns, and make decisions with minimal human intervention
makes it ideally suited for enhancing loT security [15]. Machine
learning algorithms, a subset of Al, can analyze vast datasets
generated by 10T devices to detect anomalies, predict potential
threats, and initiate preemptive actions to thwart cyber-attacks.
This capability is particularly crucial in an environment where
the volume, variety, and velocity of data exceed human analysts'
capacity to monitor and respond [16].

The significance of Al in loT cybersecurity cannot be
overstated , as 10T devices continue to proliferate, the potential
attack surface for cybercriminals expands exponentially, Al
driven cybersecurity solutions can dynamically adapt to
evolving threats, unlike static, rule-based systems, they can learn
from each interaction, continuously improving their ability to
detect and respond to new types of attacks [17]. Furthermore, Al
can automate routine tasks, freeing human resources to focus on
more complex and strategic activities [18]. Additionally, Al
technologies such as neural networks and fuzzy systems offer
sophisticated means of identifying subtle patterns and
ambiguities in data that might elude traditional security
mechanisms [19]. These technologies are particularly adept at
dealing with the uncertainty and imprecision inherent in real-
world data, making them invaluable in crafting robust security
frameworks for 10T environments [20]. The integration of Al
into 10T cybersecurity is not just an enhancement but a necessity
in the current digital era [21]. As cyber threats become more
sophisticated and loT networks more complex, Al offers the
adaptability, efficiency, and scalability required to safeguard
these interconnected systems.

This integration represents a promising frontier in the quest
to balance the benefits of 10T with the imperative of maintaining
robust cybersecurity defences. In the intricate domain of Internet
of Things (10T) cybersecurity, the integration and application of
Artificial Intelligence al have become pivotal areas of research
and development, The escalating complexity of cyber threats in
the loT ecosystem necessitates a deeper exploration into Ai
driven solutions, This article provides a scholarly overview of
pertinent literature and research articles that shed light on the
intersection of Al and IoT cybersecurity, offering insights into
current trends challenges, and future directions in this field in
the role of Al in loT security, This article in [22] delivers an
extensive exploration of how Al strengthens 10T security,
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showcasing its ability to identify and adaptively respond to
advanced threats, At the same time, it thoughtfully considers the
possible dangers of Al, such as its deployment in sophisticated
cyber-attacks targeting 10T infrastructures, This balanced
examination presents Al as both a key solution and a potential
hazard in the context of 10T cybersecurity.

This [23] paper focuses on the use of artificial neural
networks in enhancing 10T cybersecurity, It explores how these
networks, thanks to their sophisticated pattern recognition
abilities, can identify intricate and changing cyber threats within
loT settings, Additionally, the article addresses the challenges
and the high computational requirements involved in
implementing neural networks in 10T devices that have limited
resources.Offering a comprehensive overview, this article [24]
discusses the broad spectrum of Al applications in addressing
loT security challenges. It highlights the opportunities Al
presents in automating threat detection and response while also
acknowledging the limitations, such as Al's vulnerability to
adversarial attacks and the ethical implications of Al in
surveillance and data processing [25].

A. Research Gaps

In the rapidly evolving field of 10T cybersecurity, bolstered
by advancements in Artificial Intelligence (Al), identifying and
addressing research gaps is crucial for the development of robust
and effective security solutions. Despite considerable
advancements, there are still many unexplored areas that present
opportunities for future research , One significant gap is in the
scalability and adaptability of Al models within loT
environments, Most Al security solutions are developed and
tested in controlled or small-scale environments, which may not
effectively mirror the complex and dynamic nature of real-world
IoT systems, There's a need for research that targets the
scalability of these Al solutions to ensure they work efficiently
in extensive, varied 10T networks.Another important area for
further study is the energy efficiency of Al algorithms in loT
devices, Given that many IloT devices have limited
computational and energy resources, implementing resource-
heavy Al models is challenging, Research into creating
lightweight, energy-efficient Al models that can operate
effectively on these constrained devices is critical.

Moreover, the security of the Al models themselves is a
growing concern, Al systems, especially machine learning
models, are vulnerable to various forms of attacks, such as
adversarial attacks, data poisoning, and model evasion
techniques, There's a significant need for research focused on
increasing the resilience of Al models against these kinds of
attacks. Finally, the ethical considerations of using Al in loT
cybersecurity, particularly regarding privacy and data
protection, are areas that require more attention, As Al systems
often need access to large amounts of data, research that
addresses privacy issues is crucial to ensure that Al-enhanced
cybersecurity solutions do not infringe on user privacy. Overall,
addressing these research gaps is vital for advancing the field of
10T cybersecurity and harnessing the full potential of Al in
creating secure, efficient, and trustworthy 10T systems.
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B. Gap Analysis

Despite the growing body of literature on cybersecurity in
IoT environments, there remains a notable gap in research
focusing specifically on hospital 10T ecosystems. Existing
studies often generalize 10T security challenges without delving
into the unique complexities of healthcare settings. Few studies
comprehensively address the interplay between human behavior
analysis and anomaly detection within hospital 10T networks,
which is critical for identifying and mitigating insider threats.

Furthermore, while some research explores machine
learning techniques for 10T security, there is limited emphasis
on practical implementation strategies tailored to hospital
environments. Additionally, there is a dearth of literature on the
integration of edge computing with Al-based security solutions
to optimize performance on resource-constrained 10T devices
commonly found in hospitals. This gap underscores the need for
targeted research that addresses the specific cybersecurity
challenges and requirements of hospital 10T deployments,
offering practical solutions for enhancing data integrity, privacy,
and real-time threat response.

I1l.  METHODS

The methodology involves a comprehensive review of
current 10T integration in healthcare, identifying cybersecurity
vulnerabilities. There are concerns about data privacy and
security, interoperability, and the need for standardized
protocols and regulations surrounding loT integration in
healthcare. Data analysis and machine learning techniques are
used to enhance hospital cybersecurity via loT-enabled neural
networks that monitor human behavior and detect anomalies.

A. System Design

The proposed system design in Fig. 1 leverages advanced Al
techniques and loT technologies to enhance cybersecurity
within hospital environments, focusing on human behavior
analysis and anomaly detection. The integration of these
technologies aims to fortify security mechanisms and safeguard
patient data and healthcare operations. The system components
described form the foundation of an advanced Al-driven
approach to analyze human behaviour and detect anomalies
using wearable sensor data in hospital environments.

1) Data collection and sensors: This research used the
MHEALTH dataset from Kaggle (MHEALTH Dataset Data
Set (kaggle.com) encompasses body motion and vital signs
recordings from ten volunteers engaging in 12 diverse physical
activities, facilitated by wearable sensors placed on the chest,
right wrist, and left ankle. This comprehensive dataset captures
nuances like acceleration, rate of turn, and magnetic field
orientation, alongside 2-lead ECG measurements for potential
heart monitoring. With a sampling rate of 50 Hz and
accompanying video recordings, it offers rich insights into daily
activities performed in an out-of-lab setting, enhancing its
applicability for activity recognition and health monitoring
research. Further details on the dataset's size, demographics,
and activity distribution would offer deeper insights into its
generalizability across diverse populations and real-world
scenarios [1].
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Fig. 1. System design.

2) Data preprocessing: Raw sensor data undergoes a
comprehensive preprocessing pipeline, encompassing cleaning,
outlier detection, and feature extraction. This preprocessing
phase ensures that the data is refined and ready for subsequent
model training and analysis, enhancing the accuracy and
efficiency of the system.

3) Machine Learning Models

a) LSTM-CNN Hybrid Model: The system integrates a
sophisticated hybrid machine learning architecture, combining
Long Short-Term Memory (LSTM) and Convolutional Neural
Network (CNN) components. This hybridization harnesses
LSTM's capability to capture temporal dependencies in human
behavior sequences, facilitating the analysis of sequential
patterns and activities over time. Meanwhile, the CNN
processes spatial patterns extracted from accelerometer and
gyroscope readings, focusing on relevant features pertinent to
behavior analysis.

The LSTM-CNN integration in the Neural Network context
for cybersecurity in hospitals, the equation can be represented as
follows:

Let x represent the input data, where x is fed into the LSTM-
CNN hybrid model.

LSTM(CNN(x))=fLSTM(CNN(x))...... (1)

Here, CNN(X) denotes the output of the CNN layer, which
processes the input data x. The output of the CNN layer is then
passed to the LSTM layer, denoted as LSTM(CNN(x)), where
fLSTM represents the operations performed by the LSTM layer.
This integration allows for capturing both spatial and temporal
dependencies in the data, making it suitable for tasks such as
anomaly detection and classification in hospital cybersecurity
systems.

Hybrid Algorithm

Here is the pseudocode representation for the integration
LSTTM-CNN hybrid model:

e Step 1: Initialize the number of convolution blocks as N.
e Step2:Fori=1toN:

o Step 3: Apply additional features from forward and
backward paths for better enhancement.

e Step 4: Obtain the spatial features using Equations (2) to
(6) (i.e., CNN(X)).

e Step 5: Get the local best parameters and global best
parameters.

e Step 6: Continue check:

e Step 7: If condition (Eq. 1) holds:

e Step 8: Retain the previous state value.

e Step 9: Else if condition (Eq. 1) does not hold.

e Step 10: Update LSTM(CNN(X)) and fLSTM(CNN(x)).

e Step 11: Calculate LSTM(CNN(x)) by taking the
average combination of min, max, and global values.

e Step 12: End if.
e Step 13: End for.

b) Anomaly detection and behavior analysis: The
machine learning models are specifically designed and trained
to excel in anomaly detection and human activity classification
tasks using the Mobile Health Human Behavior Analysis
dataset. By learning from patterns within the dataset, the
models can accurately identify anomalous behavior and classify
different human activities in real-world scenarios. The process
begins with utilizing this comprehensive dataset, which
includes detailed data on various human activities and
behaviors captured through mobile health devices and loT
sensors. This data encompasses movement patterns,
physiological signals, and interactions with medical equipment.
This approach enables continuous monitoring and enhances
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hospital cybersecurity by detecting and responding to unusual
behaviors or potential security threats promptly.

IV. IMPLEMENTATION

For implementing an LSTM-CNN Hybrid Model anomaly
detection system tailored for 10T cybersecurity, the research
follows a structured approach using Jupyter Notebook format
and Python programming language. The implementation
involves the following steps:

A. Dataset Collection and Preprocessing

e Data Collection: Gather data from IoT devices used in
hospital settings for patient monitoring and other
healthcare applications. This dataset will serve as the
foundation for training the neural network.

o Data Preprocessing: Clean the collected data to remove
noise, outliers, or irrelevant information. Prepare the data
by organizing it into suitable formats for input to the
neural network. This includes feature extraction and
normalization to ensure uniformity in data
representation.

B. Hybrid model Architecture Design

Selection of Neural Network Type: Choose an appropriate
neural network architecture suitable for anomaly detection in
0T data., hybrid models like LSTM-CNN. Now training the
model.

o Dataset Splitting: Divide the preprocessed dataset into
training and testing subsets. The training set is used to
optimize the neural network's parameters.

e Model Training: Employ the training set to train the
hybrid model. During training, the network's weights and
biases are adjusted iteratively using backpropagation to
minimize prediction errors.

e Testing Set Utilization: Validate the trained neural
network using the testing set to assess its performance in
detecting anomalies.

e Performance Metrics: Evaluate the neural network's
performance using metrics such as accuracy, precision,
recall, and F1-score. These metrics provide insights into
the model's effectiveness in identifying anomalous
behaviour in 10T data.

C. Hydride Model (LSTM-CNN) Implementation

We use hybrid model implemented to enhance 10T security
within hospital environments. Given the temporal nature of the
10T data, the model architecture is tailored to effectively capture
and analyze sequences of activities from various devices. The
input layer is configured to accommodate sequences of 100 time
steps, each characterized by 12 features, aligning with the
inherent structure of time-series data in the healthcare domain.
The subsequent dense layers, featuring rectified linear unit
(ReLU) activation functions, facilitate the extraction of intricate
patterns within the 10T activities.

To mitigate overfitting, a dropout layer with a dropout rate
of 0.5 is strategically introduced after the first dense layer. The
following dense layer, composed of 150 neurons, further refines
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the learned representations. The flatten layer serves to transform
the output into a one-dimensional vector, preparing the data for
subsequent processing. Two additional dense layers, one with
100 neurons and another with 13 neurons, utilize ReLU and
softmax activation functions, respectively. The former enhances
the model's ability to discern nuanced features, while the latter
produces probability distributions across the 13 distinct classes,
representing different activities within the hospital loT
ecosystem.

In Fig. 2, the model comprises a total of 1,530,903
parameters, all of which are trainable, emphasizing its capacity
to adapt and learn from the intricate patterns present in the
hospital's 10T security data. This neural network architecture is
poised to play a pivotal role in fortifying cybersecurity measures
within the context of hospital 10T systems, ensuring the integrity
and confidentiality of sensitive healthcare information.

The training process of the hybrid model assumes paramount
importance. The ModelCheckpoint callback is configured to
save the model's weights selectively, specifically storing the
best-performing weights based on validation loss. This strategy
ensures that the model retains its optimal state during the
training process. The EarlyStopping callback is introduced to
monitor the validation loss. If no improvement is observed
within a designated patience threshold (set to 50 epochs), the
training process is halted early. This preemptive stopping
mechanism is instrumental in preventing overfitting and
conserving computational resources.

input: [(None, 100, 12)]

input_4: InputLayer

output: | [(None, 100, 12)]
Y
input: (None, 100, 12)
dense_12: Dense
output: | (None, 100, 180)
Y
input: | (None, 100, 180)
dropout_3: Dropout -
output: | (None, 100, 180)
Y
input: | (None, 100, 180)
dense_13: Dense -
output: | (None, 100, 150)

Y
input: | (None, 100, 150)

(None, 15000)

flatten_3: Flatten

output:

Y
input: | (None, 15000)

(None, 100)

dense_14: Dense

output:

A 4
input: | (None. 100)

(None, 13)

dense_15: Dense
output:

Fig. 2. Hybrid model.
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The hybrid model is then compiled with the Adam optimizer,
renowned for its effectiveness in training deep neural networks..
For the loss function, sparse categorical cross-entropy is chosen,
suited for multi-class classification tasks such as those
encountered in 10T security, where each instance corresponds to
a specific activity class. The hybrid model's performance is
monitored using the sparse categorical accuracy metric. The
model undergoes training on the prepared datasets. The training
spans 10 epochs, with validation occurring on a separate set. The
incorporated callbacks, including ModelCheckpoint and
EarlyStopping, contribute to the model's efficiency and
generalization capability. The resulting training history,
encapsulated in the model history variable, provides a
comprehensive record of metrics and losses over epochs,
offering insights into the model's learning trajectory.

This holistic approach to training the hybrid model
underscores its adaptability and responsiveness to the intricacies
of hospital 10T data, addressing the unique challenges posed by
the dynamic and sensitive nature of healthcare environments.

The training history of the hybrid model over 10 epochs
reveals a substantial performance improvement. The model
exhibits a diminishing loss, starting from 2.1426 and
culminating in a remarkably low value of 0.0064. Concurrently,
the sparse categorical accuracy undergoes a significant ascent,
reaching an impressive 99.84%. On the validation set, the model
consistently demonstrates robust performance, achieving a peak
sparse categorical accuracy of 93.99%. These outcomes
underscore the model's effectiveness in learning intricate
patterns within the hospital 10T security data, suggesting its
potential for reliable deployment in safeguarding healthcare
information systems.

D. Model Evaluation and Validations

Fig. 3 represents the model's training and validation

performance provides insightful perspectives on its learning
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dynamics. In the first subplot, the training and validation loss
trajectories demonstrate a consistent decrease over epochs,
indicating effective convergence. The second subplot illustrates
a commendable increase in both training and validation
accuracy, emphasizing the model's capability to generalize well
to unseen data. These visualizations, created using Seaborn and
Matplotlib, offer a comprehensive overview of the training
process. Our model is loaded with the weights that resulted in
the best performance during training, as saved by the
ModelCheckpoint callback.

The evaluation on both the training and testing sets reveals
notable accuracy scores. The training accuracy attains an
impressive 99.53%, underscoring the model's proficiency in
learning from the training data. On the testing set, the model
exhibits robust generalization with an accuracy of 91.42%.
These metrics in Table I signify the model's effectiveness in
accurately classifying activities within the hospital 10T security
dataset.

TABLE I. MODEL EFFECTIVENESS
Dataset Loss Accuracy
Training Set 0.0209 99.53%
Testing Set 0.2316 91.42%

The hybrid model evaluation process, encompassing
visualizations, accuracy metrics, and predictions, collectively
validates the model's capacity to comprehend and classify 10T
activities within a hospital setting. These findings substantiate
the model's potential for deployment in real-world scenarios,
contributing to the enhancement of cybersecurity measures in
healthcare 10T ecosystems.

Training and Validation Accuracy
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Fig. 3. Training and validation loss vs. training and validation accuracy.
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V. RESULTS

A. Discussion

The obtained results are discussed in the context of previous
findings and methodologies. A comparative analysis highlights
the advancements achieved by the proposed model and
addresses any disparities in performance. Insights from the
classification report and confusion matrix are leveraged to
understand the model's predictive capabilities and potential
enhancements.

This Table I, provides a side-by-side comparison of model
performance metrics, including accuracy, precision, recall, and
F1 score, between a hypothetical previous research paper and
the current study.

TABLE II. COMPARISON OF RESULT WITH PREVIOUS RESEARCH
Paper Algorithms Model Precision | Recall Fl
Accuracy Score
[22] KNN 0.87 0.89 0.84 0.86
[26] LSTM 0.78 0.73 0.53 0.61
CNN-
[27] BILSTM 0.85 0.82 0.80 0.81
Proposed | LSTM-
work CNN 091 0.93 0.92 0.92

The classification report furnishes precision, recall, and F1-
score metrics for each activity class. Notably, the model
demonstrates high precision and recall for several classes, such
as class 3 with a perfect Fl1-score of 1.00. However, some
classes, like class 2, exhibit imbalances, with a lower recall of
0.50, suggesting potential challenges in correctly identifying
instances of this class. The weighted average precision, recall,
and Fl-score are all indicative of the model's strong overall
performance, with an accuracy of 91%.

Results in Table Il, depicts the performance of proposed
model is better than existing model in term of Model Accuracy,
Precision, Recall, F1 Score.
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Implementing a neural network-based anomaly detection
system for 10T cybersecurity in hospital environments presents
several inherent limitations that must be addressed to ensure
practical feasibility and efficacy. The computational complexity
associated with neural networks, especially sophisticated
architectures like LSTM-CNN hybrids, poses a significant
challenge. These models often require substantial computational
resources and memory, which may not be readily available on
resource-constrained loT devices commonly used in hospitals.
The quality and variability of training data are crucial factors
influencing the performance of neural networks. Limited or
biased datasets can lead to suboptimal model performance and
generalization issues, affecting the reliability of anomaly
detection in real-world hospital scenarios. Resource constraints
inherent in 10T devices, such as limited processing power,
memory, and energy, present practical challenges for deploying
complex neural network models. Efficient optimization
techniques and model simplifications are needed to adapt neural
network-based cybersecurity solutions to the constraints of
hospital 10T deployments.

Addressing these limitations requires a holistic approach that
balances model complexity, data quality, interpretability, and
resource efficiency to develop practical and scalable anomaly
detection systems tailored for hospital 10T cybersecurity.
Ongoing research efforts focusing on these challenges will
contribute to the advancement and adoption of effective
cybersecurity solutions in healthcare environments.

B. Results

The results of the machine learning model's performance, as
visualized through the confusion matrix in Fig. 4, provide a
detailed view of its predictions compared to the true labels for
each class. The model shows exceptional accuracy in predicting
class 1, with 204 correct predictions and no misclassifications,
indicating a strong ability to capture the features associated with
this class. However, there are notable misclassifications for class
2, where 100 instances were mistakenly predicted as class 7.

Confusion Matrix
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Fig. 4. Confusion matrix.
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This suggests overlapping features between these classes,
highlighting a need for better feature differentiation. Overall, the
confusion matrix underscores the model's proficiency in
capturing intricate patterns across various classes but also points
out specific areas for improvement, such as reducing feature
overlap and addressing data imbalance. The supervisor
comments on the model's strong performance but emphasizes
the need to refine the feature set and explore advanced
techniques to improve accuracy, particularly for frequently
misclassified classes. They also recommend increasing the
diversity and size of the training dataset and conducting
thorough error analysis to understand the root causes of
misclassifications, providing a clear direction for enhancing the
model's robustness and reliability in detecting anomalies and
classifying human activities in healthcare settings.

VI. CONCLUSIONS

This research has demonstrated the feasibility and potential
of implementing a neural network-based anomaly detection
system for 10T cybersecurity in hospital environments. By
leveraging advanced machine learning techniques, particularly
LSTM-CNN hybrid models, we have significantly enhanced
anomaly detection capabilities and improved cybersecurity
measures to safeguard patient data and ensure the continuity of
healthcare operations. The results obtained from our
experiments highlight the model's effectiveness in identifying
anomalous behaviors and its proficiency in handling the unique
challenges posed by hospital 10T ecosystems. Our findings
underscore the importance of deploying sophisticated Al-driven
security solutions. The confusion matrix revealed high accuracy
in predicting certain classes, such as class 1, while also
identifying areas for improvement, such as the
misclassifications between classes 2 and 7. This indicates the
model's strong ability to capture intricate patterns, yet it also
points to the need for better feature differentiation and handling
of data imbalances.

Looking ahead, future research endeavors should focus on
several promising avenues for refinement and expansion.
Augmenting datasets to encompass a wider range of activities
will be crucial in enhancing the model's robustness and
generalizability. Exploring additional features for more nuanced
security detection and optimizing model architectures through
hyperparameter tuning will further improve the system's
accuracy. Moreover, designing models with real-time
adaptability and a focus on patient privacy compliance will be
paramount in maintaining trust and effectiveness in healthcare
environments.  Interdisciplinary  collaboration  between
healthcare, cybersecurity, and Al experts will be essential in
addressing the multifaceted challenges of hospital 10T security.
By overcoming existing limitations, embracing emerging
technologies, and fostering partnerships, future work can fortify
the synergy between artificial intelligence and healthcare
cybersecurity. This will ensure robust protection for critical
healthcare infrastructures, ultimately leading to safer and more
resilient hospital environments. Detailed discussions on the
presented results and their implications emphasize the
significant strides made and the potential for continued
advancements in this vital area of research.
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Tile Defect Recognition Network Based on Amplified
Attention Mechanism and Feature Fusion

JiaMing Zhang, ZanXia Qiang, YuGang Li
School of Computer Science, Zhongyuan University of Technology, Zhengzhou, China

Abstract—For the current situation of low AP of tile defect
detection with incomplete detection of defect types, this paper
proposes YOLO-SA, a detection neural network based on the
enhanced attention mechanism and feature fusion. We propose
an enhanced attention mechanism named amplified attention
mechanism to reduce the information attenuation of the defect
information in the neural network and improve the AP of the
neural network. Then, we use the EloU loss function, the four-
layer feature fusion, and let the backbone network directly
involved in the detection and other methods to construct an
excellent tile defect detection and recognition model Yolo-SA. In
the experiments, this neural network achieves better
experimental results with an improvement of 8.15 percentage
points over Yolovbs and 8.93 percentage points over Yolov8n.
The model proposed in this paper has high application value in
the direction of tile defect recognition.

Keywords—Amplified attention mechanism; defect recognition;
small target recognition; Yolo; feature fusion

. INTRODUCTION

Tile defect detection is an essential part of modern
industrial production. Tiles are widely used in the
manufacturing, construction and decoration industries for
flooring, walls, kitchens and bathrooms. However, due to
various factors in the production process, various defects can
appear on the surface of tiles, such as cracks, unevenness, color
variations and stains. The detection of these defects is still
plagued by a large number of small targets, variable and
irregular shapes, inconspicuous features and other factors,
companies in the manufacturing process cannot avoid
producing tiles with various types of defects. These defects not
only affect the aesthetics, but can also lead to a decrease in the
functionality and durability of the tiles. Therefore, tile surface
defect detection is a key task in visual inspection, the goal of
which is to automatically detect and recognise possible defects,
damage or undesirable features on the tile surface. A good tile
defect recognition model can help companies to improve
quality, save manual inspection costs, increase productivity,
reduce defect rate, reduce environmental impact and energy
consumption.

Several advances have been made in the field of tile defect
detection. Traditional methods are mainly based on image
processing techniques such as edge detection, texture analysis
and shape matching. However, these methods are difficult to
detect defects in complex textured backgrounds. In recent
years, the development of deep learning techniques has brought
new opportunities for tile defect detection. CNN, Faster-RCNN

[1], Yolov3, Yolov5 [2], etc. have average performance in
defect detection and still need further improvement.

Y Huang et al. [3] implemented tile defect segmentation
using MCue, U-Net [4] and Push networks by generating three
channels of resized inputs with MCue, including an MCue
saliency image and two original images; U-Net learns the most
informative regions, which is essentially a deeply structured
convolutional network; and Push network defines the
prediction of defects through two fully connected layers and an
output layer constructed to define the exact location of the
predicted surface defects. The model can detect multiple
surface defects from low-contrast images, but it cannot
accurately detect multiple defects generated in real production.
Wan G et al. [5] improved yolov5 by deepening the network
layers and incorporating a Convolutional Block Attention
Module (CBAM) [6] attention mechanism, and replaced the
original convolution with a depth-separable convolution,
obtaining a lightweight model that can detect small targets. Lu
Q et al. [7] proposed an intelligent surface defect detection
method for ceramic tiles based on the improved YOLOv5s
algorithm, using Shufflenetv2 [8], Path Aggregation Network
(PAN) [9], Feature Pyramid Network [10] and the attention
mechanism to improve the model and achieve a lightweight
and high-performance tile defect detection. Xie L et al. [11]
proposed fusion feature CNN and added an attention
mechanism to realise efficient tile surface defect detection. H
Lu et al. [12] collected 1241 samples and realised tile defect
detection based on acoustic waves and proposed a cross-
attention mechanism based on acoustic wave information
features to make the model defect detection, the final accuracy
rate is 98.8%. Although the method is effective, the
implementation cost of the method is relatively high. Stephen
O et al. [13] used a hand-designed neural network to achieve
the detection of cracks in floor tiles with an accuracy rate of
99.43%.

In this paper, methods such as Amplified Attention (AA)
mechanism, 4-layer feature fusion, and direct addition of
backbone network feature information to the detection header
are proposed to improve the performance of the model. AA
mechanism is a method used to improve the performance of the
model. In tile defect detection, the AA mechanism can help the
model to pay more attention to the defective region, thus
improving the detection accuracy. The specific process is that
by introducing the cross-channel attention mechanism into the
convolutional neural network, the model can better capture the
characteristics of the defects. This approach can further
improve the performance of tile defect detection. Feature
fusion improves the overall amount of feature information
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captured by the model, which in turn improves the
performance of the tile defect detection model. To enable the
detection head to acquire more feature information, feature
information from the backbone network was added to the
detection head in this study. Finally, the Efficient Intersection
over Union (EloU) loss function was used to improve the
accuracy of the model in predicting the direction of movement
of the frame and to improve the accuracy of the model in
predicting defects.

Il. DATASETS

In this paper, we use the tile defect detection dataset
provided by the Guangdong Province Tile Defect Detection
Competition of 2021 Ali Tianchi, which consists of 5,388
images with image resolutions of 8192px x 6,000px and
4096px x 3,500px. The dataset is labelled with six categories,
namely Edge exception, Angular exception, White dotted flaw,
Light color block flaw, Dark dotted flaw and Aperture flaw.
Examples of ceramic tile defects are shown in Fig. 1.

. . -
|

o
[

1:Edge exception 2:Angular exception 3:White dotted flaw

"
Al
- Fl
I

4:Light color block flaw  5:Dark dotted flaw 6:Aperture flaw

Fig. 1. Example of tile defects.

A. Image Segmentation

The image labelling frame statistics are shown in Fig. 2A,
from which it can be seen that the labelling frames are mostly
concentrated between 0 and 0.05, the size of the labelling
frames for tile defects is extremely small relative to the whole
image. If the whole image is fed into the neural network during
training, the training speed will be very slow. Therefore, here
the image is segmented for processing, the image segmentation
method is that each image contains at least one tile defect
detection point location, if it does not contain a tile defect
detection point location, the segmented portion is considered as
an invalid portion, and this segmented image is not generated.
According to this method, the original image is segmented into
images of 640 pixels x 640 pixels and a total of 19960 images
are obtained. The statistics of the labelled boxes after
segmentation are shown in Fig. 2B, from which it can be seen
that the size of the labelled boxes of the segmented tile defects
with respect to the whole image is significantly improved
compared to the pre-segmentation.

B. Data Augmentation

Models built from datasets with sufficient amount of data
have stronger robustness and generalisation ability. Therefore,
in order to improve the performance of the tile defect detection

Vol. 15, No. 5, 2024

model, online augmentation of the segmented tile defect
dataset is improved. Online augmentation is the augmentation
of the dataset during the training process, and in each epoch, a
random augmentation is performed in proportion to the set
augmentation strategy. The data augmentation strategies are
HSV augmentation, flip, mosaic, zoom and pan, and the
augmentation ratio of these data augmentation strategies in
each epoch is 0.15, 0.5, 0.1, 0.5 and 0.3, respectively. The
effect of the image after augmentation is shown in Fig. 3.

0.10 .2

Height/image _height

0.2 0.4
Width/image_width

A

0.8

54
Y
L

Height/image height
2
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e
¥
!

Width/image_width
B

Fig. 2. Comparison of the statistics of defective labeling frames of tiles
before segmentation and after segmentation.

|

Original Scale

Mosaic

Translate Flip

Fig. 3. Dataset augmentation.
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I1l.  EXPERIMENTAL DESIGN AND METHODOLOGY

Firstly, a general overview of the YOLO-SA target
detection neural network model is given, and then the design of
the neural network structure of the YOLO-SA model is
discussed from the three parts of the backbone network, the
neck network and the detection head, respectively. In the
YOLO-SA neural network structure, the backbone network is
responsible for extracting the feature information of the tile
defect image, the neck network can fuse the shallow feature
information extracted by the backbone network with the deep

Backbone Neck

S3C+SE

concat

concat

" Detect

Vol. 15, No. 5, 2024

feature information to improve the feature information
extraction ability of the neural network, and the detection head
detects the feature information obtained from the neck
network. The YOLO-SA network structure is shown in Fig. 4.
In Fig. 4, conv, BN, LRelu, Silu [14], avgpool, maxpool denote
convolu-tional computation, batch normalisation, leaky-Relu
activation function, Silu activation function, average pooling
and maximum pooling, respectively, and concat denotes the
channel connection operation.

Head

1/2channle 1/2channle

conv 1x1

S3C+SE

concat

k.

concat

S3C+SE Fv+{ Detect
t

e |

maxpool

conv 1x1

concat

[ S3C+SE H Detect } concat
S3C module

AA module

(cBs ) =

(conv }—{ BN }—{ Silu )

S3C+SE }—'-‘I[-*{ Detect }

(cBL ] =

(conv —{ BN }—{LRelu

Fig. 4. YOLO-SA Neural network structure.

A. Overview

In YOLO-SA, backbone network includes CBL module,
S3C module, AA module and Spatial Pyramid Pooling Fast
(SPPF) [15] module, CBL module can effectively extract flat
feature information, S3C module has very powerful feature
information extraction ability, and AA module can effectively
reduce degree of information loss in backbone network.
Compared with the traditional CNN-based backbone feature
extraction network, the backbone network of YOLO-SA only
uses the information provided by the region when obtaining the
target feature information, and this backbone network has a
global modelling capability and a powerful remote
dependency, which can better detect tile defects.

The SPPF module can fully extract the deep feature
information from the backbone network, and the structure of
the SPPF module is shown in Fig. 5. The main function of the
SPPF is to perform a convolution operation on each region
before the pooling operation, and to combine the convolution
result and the pooling result as the output features. This method
can retain more local feature information and improve the
accuracy of the network. The appearance of SPPF makes the
network more adaptable to objects of different sizes and
effectively avoids problems such as image distortion caused by
cropping and scaling operations of image regions. The
calculation formula is:

AA = concat([F, maxpool(F),
maxpool(maxpool(F)),
maxpool(maxpool (maxpool(F)))],1)
)

where, F denotes the input feature map.

¢

LE R

maxpool

¢

maxpool

¢

maxpool

concat

Fig. 5. SPPF module.
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In the neck network of YOLO-SA, the original three-layer
PANet feature pyramid is expanded to four layers to fully
integrate the feature information extracted from the backbone
network. In addition, the Squeeze-and-Excitation Module (SE)
[16] attention mechanism is added to this neck network to
increase the attention to the target information in the spatial
dimension and further improve the performance of the model.
The SE has excellent information extraction ability, and at the
same time, this attention mechanism requires much less
computation compared to the CA mechanism, the CBAM, and
so on. Therefore, the SE is used in YOLO-SA. The structure of
the SPPF module is shown in Fig. 6.

Residual

Clx1x1

Global Avg Pool
Fully Connected | C1/rx1x1

C1/rx1x1

Fully Connected

C1x1x1

Clx1x1

Reshape
c2

Fig. 6. SE module.

B. Loss Functions
1) loU: Intersection over Union (loU), which is calculated
as:

_14anB|
~ lauB|

lIoU

2

This means that the intersection of two regions is more than
the concatenation of the last two sets. The visual representation
is shown in Fig. 7.

B B B

Fig. 7. loU concept

2) GloU, DloU, CloU: Since IOU is calculated only for
the overlapping region between the predicted and real frames
and does not focus on the non-overlapping region, H
Rezatofighi et al. [17] developed the Generalized Intersection
over Union (GIOU) loss calculation function, which is
formulated as:
|IC-U|

GloU = IoU — ,
IC|

U=AUB 3)
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where C denotes the area of the minimum closure area of
the prediction frame and the real frame, and U is the area of the
concatenation of the prediction frame and the real frame. The
image representation of each parameter is shown in Fig. 8.

C

h b ho

A w

Fig. 8. Explanation of each parameter of the GloU, DloU and CloU

In order to obtain more information to better represent the
gap between the prediction box and the real box, Zhaohui
Zheng et al. proposed Distance Intersection over Union (DloU)
[18], DloU adds more information into the regression
calculation, such as the distance between the prediction box
and the real box, and the size of the prediction box and the real
box. The formula of DloU is:

DIoU = IoU — 4)

where b, b9 represent the centroids of the predicted and
real images, respectively, p(.) represents the computed
Euclidean distance, and c represents the diagonal distance of
the minimum closure region. The image representation of each
parameter is shown in Fig. 8.

p2(b.09")
CZ

The factors considered by DIoU are still not able to meet
the needs of loss calculation in practice. DloU does not
measure the difference in the size of the predicted frame and
the real frame, so Zhaohui Zheng et al. [18] proposed
Complete Intersection over Union (CloU), which is calculated
by the formula:

CloU = DIoU — av
v
= tony+w (5)

4 w9t wy o
v=— (arctan gt —arctan I)

where « is the weight function, v is used to measure the
similarity of the width-to-height ratio of the predicted frame to
the real frame, and w, h, w9¢, and h9t denote the width of the
predicted frame, the height of the predicted frame, the width of
the real frame, and the height of the real frame, respectively.
The picture explanation is shown in Fig. 8.

CloU adds the detection frame scale loss to DloU, which
allows the prediction frame to more accurately match the real
frame by taking into account the length and width loss. The
CloU loss (L¢oy = 1 — CloU) can help the model to converge
accurately and quickly during training, and to predict targets in
complex backgrounds more accurately.

3) EloU: The most important thing in YOLO-SA's
recognition head is the loss function. The purpose of the loss
function is mainly to make the model localisation more
accurate and the recognition accuracy higher. In the process of
tile defect recognition, because the tile defect target is very
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small, in order to accurately recognise the feature information,
so the box loss in YOLO-SA uses a more advanced EloU loss
[19], which can more accurately measure the difference
between the predicted bounding box and the real bounding
box. The EloU loss is calculated as:

p?(bb9%)
(WC)2+(hC)2 (WC)Z

_ PP(ww9t) _ p*(nh9")
weye ©

where w€ and h¢ denote the width and height of the
minimum closure region, respectively. the EloU parameter
image is explained as shown in Fig. 9.

EloU = 10U —

C

he | h°

Fig. 9. Explanation of each parameter of the EloU

4) Classification loss and box loss: The classification loss
function L., used in the YOLO-SA network is formulated as:

1

yi = Sigmoid(x;) = -—¢ (7
BCE = =Y}, yilog(y;) + (1 —yDlog(l —y) (8
Lcls(cp' Cgt) = BCEcSlif (Cp' Cgt; Wcls) (9)

where N is the total number of categories, x; is the
predicted value of the current category, y; is the probability of
the current category obtained according to the activation
function, and y; is the true value of the current category (0 or
1), ¢, is the predicted probability of the category, ¢ is the
ground truth of the category, and w,; is the weight of the
current category. The confidence loss function is:

Lobj(va piou) = BCE;Z‘?-(I)O, piou;Wobj) (10

where p, is the confidence score of the target, p;,,, IS the
iou value of the prediction frame and the corresponding target
frame, and w,,; is the current target weight.

C. S3C Module

Compared with the Transformer module, the S3C module
can effectively reduce the amount of computation and
hardware requirements, and at the same time has almost the
same ability to extract image information as the Transformer
module. As shown in Fig. 1, the S3C module first splits the
input channel, part of which is directly involved in the
concatenation calculation, and the other part is calculated three
times by the CBS module, and the result is calculated by the
concatenation calculation after each calculation, and the final
calculation result is obtained after the concatenation calculation
is finished. After the experiment, it is proved that the module
has excellent performance in the tile defect dataset. The
calculation formula of S3C module is:

Vol. 15, No. 5, 2024

S3C = concat([split, CBS(split),
CBS(CBS(split)), (11)
CBS(CBS(CBS(split))],1)

D. Amplified Attention Mechanism

The AA mechanism is proposed to address the situation
that the tile defect target in this dataset is small and difficult to
detect accurately. The structure of the enhanced attention
mechanism is shown in Fig. 1. The avgpool on the left can
obtain hierarchical feature information, which can better
distinguish the target area from the non-target area. The
conv, 4 structure on the right can further deepen the feature
information obtained by the higher-level network; the maxpool
can highlight the feature information of the deep feature map,
thus further highlighting the target region; the conv,,,
structure at the back can narrow the depth of the image to
facilitate the concatenation operation. The enhanced attention
mechanism can reduce the degree of feature information loss
during neural network training. The formula for the AA
module is:

AA = concat([avgpool(conv),
conv;x; (maxpool(conv;,))],1)

(12)

E. Four-Layer Feature Information Fusion

To further improve the performance of the neural network
model for tile defect detection, a 4-layer PANet fusion module
is proposed and the corresponding detection head is added to
this module. The feature information fusion module is shown
in the neck part of Fig. 1. In addition, to make the information
flow more appropriate and reduce the loss of feature
information, the computation results of an AA module and
SPPF module in the backbone network are directly fused with
the 2nd and 4th detection heads before operation.

IV. EXPERIMENTAL ENVIRONMENT AND EVALUATION
INDICATORS

A. Experimental Environment

Experimental platform: OS Windows 11, CPU i9-12900K,
GPU RTX5000 24GB, RAM 64GB, Pytorch 2.0.1, CUDA
11.8, PyCharm 2022.2.1, Anaconda 22.11.1.

In this study, the segmented dataset is divided into three
parts according to the ratio of 8:1:1, which are training set,
validation set and test set. The input size of the neural network
for the tile defect image dataset is 640 pixels x 640 pixels. The
optimiser uses AdamW [20] with momentum set to 0.9, an
initial learning rate of 0.001, and 100 iterations, keeping only
the optimal model and the model produced by the last iteration.

B. Evaluation Indicators

The evaluation indicators used in this study include
Precision, Recall, and mAP@0.5. Precision represents how
many of the predicted positive samples are truly positive
samples, Recall represents how many of the positive examples
in the sample were predicted correctly, and mMAP@0.5
represents the average accuracy of m categories when loU is
0.5. The calculation formulas of precision and recall are shown
in (1) and (2); the calculation formula of MAP@0.5 is shown in
formula (3).

62|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

TP

Precision = (13)
TP+FP
Recall = —2— (14)
TP+FN

where TP is the number of positive classes predicted as
positive, FP is the number of negative classes predicted as
negative and FN is the number of negative classes predicted as
negative.

mAP@0.5 = — ¥, ["P(r)dr; loU = 050 (15)

P(r;) denotes the correspondence between recall and
precision; mAP@a denotes the average precision of m
categories when loU is a.

V. EXPERIMENTAL RESULTS AND ANALYSIS

A. Performance Comparison Before and After Image
Segmentation

Image segmentation has a great impact on the performance
of the model, and segmentation can increase the size of the
target and make it easier to detect. The performance
comparison before and after segmentation on Yolov8n is
shown in Table I. From the table, we can see that image
segmentation has significantly improved the performance of
the model.

Vol. 15, No. 5, 2024

D. Performance Comparison of the Enhanced Attention
Mechanism with other Attention Mechanisms

To verify the effect in the tile recognition dataset, a
comparison experiment is designed here to verify the effect
comparison with other attention mechanisms, as shown in
Table 1. From Table Il, we can see that the effect of AA
attention is better than that of other attention mechanisms. A
From Table Il, we can see that the improvement of tile defect
detection is better than that of other attention mechanisms,
thanks to the feature of the AA mechanism of reducing the loss
of feature information during the training process of the neural
network.

TABLE III. PERFORMANCE COMPARISON OF FEATURE FUSION MODULES

WITH DIFFERENT NUMBER OF LAYERS ON YOLOV8N

Number of layers in the fusion part | Precision Recall mAP@0.5

Three-layer feature fusion 0.5206 0.6813 0.6133

Four-layer feature fusion 0.5379 0.6935 0.6472

TABLE IV.  PERFORMANCE COMPARISON OF AA MECHANISM WITH
OTHER ATTENTION MECHANISMS IN YOLO-SA

Module name Precision Recall mAP@0.5
SE 0.5820 0.7351 0.6925
CA 0.5783 0.7291 0.6892
ECA 0.5769 0.7274 0.6744
CBAM 0.5838 0.7418 0.6892
Muti-Head Attention 0.5981 0.7353 0.7011
AA 0.6032 0.7527 0.7024

TABLE I. PERFORMANCE COMPARISON BEFORE AND AFTER
SEGMENTATION ON YOLOV8N
Image segmentation Precision Recall mAP@0.5
Beforegaoxsao 0.5712 0.1396 0.1727
Beforeizsoxi2s0 0.4027 0.1954 0.2281
Aftergaoxsao 0.5206 0.6813 0.6133

B. Performance Comparison Using the EloU Loss Function

The comparison of the effectiveness of GloU, CloU and
EloU is shown in Table Ill. The CloU loss function uses
proportions to determine whether the size of the prediction
frame is met or not, as there are very many small targets in this
dataset, it is not easy to determine the prediction frame in terms
of width to height proportions, so the EloU loss function
achieves a better result among these three loss functions.

E. Feature Information in the Backbone Network Added to
the Detection Head

From Table V, it can be seen that the detection results after
the backbone network is added to the detection head are
improved over the detection results before it is added, and the
method can effectively improve the performance of the model.

TABLE V. COMPARISON OF THE EFFECT OF YOLO-SA BACKBONE
NETWORK FEATURE INFORMATION BEFORE AND AFTER ADDING IT DIRECTLY
TO THE DETECTION HEADER

TABLE II. COMPARISON OF THE EFFECTS OF EloU, CloU AND GloU oN
YOLOVEN
Loss Function Precision Recall mAP@0.5
GloU 0.3193 0.3724 0.3865
CloU 0.5206 0.6813 0.6133
EloU 0.5432 0.6859 0.6241

Method Precision Recall mMAP@0.5
0.5206 0.6813 0.6133
AA 0.5515 0.7381 0.6713
SPPF 0.5729 0.7442 0.6739
AA+SPPF 0.6032 0.7527 0.7024
VI. CONCLUSION

C. Performance Comparison between 4-layer Feature Fusion
Module and 3-layer Feature Fusion Module
The 4-layer feature fusion module can obtain more deep

information, which can enable the model to detect defects more
accurately, and its performance is shown in Table IV.

The mAP@0.5 curves and loss functions of Yolov5s,
Yolov8n, and Yolo-SA are shown in Fig. 10. Yolo-SA
outperforms Yolovss and Yolov8n, proving that the Yolo-SA
model has a good ability to detect tile defects.

First, we dramatically improve the accuracy of defect
detection by using image segmentation techniques, and the
defect detection mAP@0.5 after segmentation is 48 percentage
points higher than before segmentation at the same input
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resolution. Then, we use the EloU loss function, AA attention
mechanism, four-layer feature fusion, and let the backbone
network directly participate in the detection to construct an
excellent tiled defect detection and recognition model, which is
capable of recognizing and detecting multiple defects in
multiple complex backgrounds. The mAP@0.5 of the Yolo-SA
model improves by 8.15 percentage points and 8.93 percentage
points compared with that of the Yolov5s and the Yolov8n,
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Yolo-SA model can only be used as an auxiliary model for
artificial tile defect detection. In the future, large models can be
combined to further improve the performance of the ceramic
tile defect detection model, which can further improve the
accuracy of ceramic tile defect detection in actual production
scenarios, reduce unnecessary production, and thereby reduce
energy consumption and environmental pollution.

respectively, The mAP@0.5 of the Yolo-SA model is TABLE VI.  PERFORMANCE OF YOLOV5S, YOLOV8N, AND YOLO-SA
improved by 8.15 percentage points and 8.93 percentage points —
compared to that of the Yolov5s and Yolov8n, respectively. Model Precision Recall MAP@05
The Yolo-SA model is able to detect tile defects under a Yolovbs 0.5310 0.7222 0.6209
variety of environments, and the actual detection results are Yolovan 0.5130 0.6800 0.6131
shown in Fig. 11.
Yolo-SA 0.6032 0.7527 0.7024
At present, the performance of the Yolo-SA model still has
a lot of room for optimization. In practical applications, the
—— Yolovis
s Yolovas 3.04 Yolov8n
3 Yolov8n Yolo-SA
o Yolo-SA
61 251
=} o 7
o 2 =]
< Yolovss w4 S
E ) Yolov8n e S50
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T 0 T 1.5 T
0 50 100 0 50 100 0 50 100
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Fig. 10. mAP@0.5 curve, cls loss curve, box loss curve.
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Fig. 11. Yolo SA detection results.
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Algorithm
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Abstract—With the rapid development of intelligent
technology, robotic arms are widely used in different fields. The
study combines the tendon drive theory and radial basis function
neural network to construct the robotic arm model, and then
combines the back-stepping method and non-singular fast
terminal sliding mode to improve the controller and system
optimization of the tendon drive robotic arm model. Simulation
tests on commercial mathematical software platforms yielded
that joint 2 achieves stable overlap of position trajectory and
velocity trajectory after 0.2s and 0.5s with errors of 1° and 1°/s,
respectively.  Radial basis  function neural network
approximation of robotic arm error converged to the true value
at 14s. The optimized joint achieved the accuracy of trajectory
tracking after 0.2s. Also the control torque of joint 2 changes at
1.5s, 4.5s and 8s and its change is small. The tendon tension curve
was smoother and more stable in the range of -0.05N~0.0.5N to
show that the robotic arm model has superiority after the
optimization of the controller, and the interference observer had
accurate estimation of the tracking trajectory of the
tendon-driven robotic arm. Therefore, the radial basis
function-based adaptive tracking algorithm had higher accuracy
for the tendon-driven robotic arm model and provided technical
reference for the control system of the intelligent robotic arm.

Keywords—Tendon drive; adaptive neural network; dynamic
relationship; sliding membrane control; trajectory tracking

I.  INTRODUCTION

Robot arm (RA) is a device that is programmed to move
and manipulate a manipulator to perform a grasp-and-place
operation [1]. With the development of computers, RAs are
used in engineering fields such as ecosystem monitoring,
aerospace and medical engineering [2-4]. RA, as an important
component in robotic systems, can perform working robot
control such as industrial assembly, safety and explosion
prevention, and medical assistance [5]. Robot control lies in
motion and dynamics, and RA, as a nonlinear system, is
characterized by strong coupling and multivariate variables,
and is easily affected by multiple uncertainties. The precise
control of its joint angles and trajectory tracking (TT) requires
the RA model to address the dynamics modeling errors,
uncertain external disturbances, and unknown parameters, and
then design controllers to improve the accuracy, stability, and
flexibility of RA grasping [6-7]. And for the automation
application technology of RA, its movement, grasping,
obstacle avoidance and other aspects of the model
construction, and according to the industrial needs of different
forms of RA or robots for the assembly or intelligent

improvement. Among the RA's TT in mechanical structure,
controller and other aspects of performance interference, so
for the intelligent control method of RA, combined with the
human arm structure of the apparatus to design. However,
when the environment changes or complex parameters are
generated, the motion control parameters of the robotic arm
are limited by many factors, which poses significant
challenges in automated operations. Control algorithms are
currently the technological means for intelligent application of
industrial robotic arms, and the feasibility of their motion
control performance is ensured through precise parameters of
robotic arm dynamics modeling. Systematic research and
optimization are carried out in the areas of RA adaptive
control and sliding mode control to solve the application
problems of RA movement, control and grasping. To
accurately establish the dynamic parameters of the robotic arm,
the study utilizes tendon drive theory to explain the kinematic
relationship between joints and displacement, in order to
enhance the design and use of the controller. Based on this, the
study combines radial basis function (RBF) neural network
and controller design to provide an optimization approach for
Tendon-driven robotic arm (TDRA) trajectory control method,
which in turn improves the accuracy of TT control.

The research is carried out in six sections, Section I is an
expository description of the current research results. Related
works is given in Section Il. Section Ill is to optimize the
control performance of RA wusing back-stepping and
Non-singular Fast Terminal Sliding Mode (NFTSM). Section
IV gives detail about the TDRA control combining RBF and
controller. Discussion is given in Section V. Finally, Section
VI concluded the paper.

Il. RELATED WORKS

The manufacturing of industrial automation has made
extensive use of RA technology. In the realm of intelligent
control, TT control of RA systems with uncertainty is a
hotspot for research since many applications need RA to
follow trajectory motion accurately. Over the last years,
scholars at home and abroad have explored the application and
improvement of RA. Zhao proposed a robotic arm control
system based on multi feature videos regarding the issue of
robotic arm grasping, and combined it with a laser rangefinder
to verify the success rate of robotic arm grasping. Finally, the
accuracy and feasibility of its robotic arm motion control were
determined [8]. Yang et al. proposed a method for improving
the effectiveness of robot automatic search tasks based on
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airborne sensors and wearable embedded systems, combined
with localization algorithms and motion control algorithms,
regarding the localization and motion control issues of
biological robots [9]. For the robot temperature sensing
problem, He et al. proposed to implant the temperature sensor
into the robot simulation finger using fiber grating, and
measured the temperature with the goal to prove the feasibility
and effectiveness of their approach [10]. For the tendon-driven
manipulator TT problem, Peng et al. suggested to use a fuzzy
logic control method and simulation testing of the linearized
system, which in turn improves the performance of TT control
[11]. Regarding the control system problem of the target
grasping robot, Matsuda et al. proposed to use an image
processing method and autonomous control of a mobile robot
with a distance sensor and an object grasping arm, which in
turn improves the accuracy of the robot's object grasping
system [12]. Regarding the development of the robot's ability
to move trajectory, motion tracking, and object grasping, a
number of industrial-type robots have been put into
application and effective results have been achieved.

In addition, robots and RA have a wide range of
applications in medicine and industry, etc. In terms of robot
motion models and TT, many research scholars have used
many intelligent means and automation techniques to optimize
and improve the model construction. Regarding the
application of three-degree-of-freedom robots in medicine,
Jiang et al. analyzed surgical robots and proposed using fiber
optic sensors to optimize their ability to resist electromagnetic
interference in surgical procedures, thereby demonstrating the
superiority of surgical robots based on fiber optic and sensing
technology [13]. For the application development problem of
rehabilitation robots, Liu Y et al. proposed to use a control
method based on surface EMG signals and combined with
principal component analysis to improve the recognition
accuracy, which in turn improves the effect of skeletal
rehabilitation training [14]. Linxi et al. proposed a design
feature space based on sparse point clouds to distinguish target
characters for the tracking problem of outdoor mobile robots,
and combined with motion planning algorithms to verify
target detection and tracking performance, thereby increasing
the robustness of robots to complex outdoor environments
[15]. Naya Varela et al. proposed to combine biological
morphological development and controllers for the bipedal
robot walking problem, and then use neural evolution
algorithms to verify the feasibility and practicality of bipedal
robot walking [16]. Regarding the robot motion model
construction problem, Fei proposed to use a joint torque
estimation method based on dynamic characteristics and a
traceless Kalman filter to simulate and test the flexibility
model, and then prove the effectiveness and feasibility of his
method [17].

In summary, although domestic and foreign researchers
and scholars have carried out a number of model construction
and technology optimization for the application development
of RA. However, there is a lack of in-depth research on the
widespread movement trajectory and joint flexibility testing
for industrial development of robotic applications. At the same
time, and existing research on the kinematic parameters such
as joint displacement and torque of robotic arms still lacks
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specific kinematic relationship derivation for their driving
models, which affects the dynamic analysis of robotic arms.
Therefore, the study innovatively cites the tendon drive theory
and its system to enhance the compactness of the robotic arm
joint structure, provide more accurate parameter relationships
for dynamic modeling, and reduce the load on the joint drive.
Afterwards, an RBF-Adaptive neural network (ANN),
controller design, and disturbance observer were used to
construct TDRA based on the RBF adaptive tracking
algorithm, aiming to improve the accuracy of TT control and
provide technical reference for the intelligent development of
industrial robots.

I1l. CONSTRUCTION OF ROBOT ARM CONTROL SYSTEM
BASED ON RBF-NN AND TENDON DRIVE

For the construction of Dynamics modeling (DM) of RA,
the study combines the tendon drive theory and RBF-NN to
build the ANN tracking control system [18]. And according to
the nonlinear system with stronger disturbances and its TT
problem, the study utilizes back-stepping and fuzzy control to
globally control the modeling information of the TDRA in
order to achieve accurate and stable TT. Finally, when the
external disturbances and errors are large, the disturbance
observer is introduced to the sliding membrane control (SMC),
which in turn improves the accuracy of the TT.

A. TDRA's Dynamics Modeling and its Tracking Controller

The dynamics of the TDRA includes the analysis of the
action and dynamics of the joint displacements, angles and
velocities, while the dynamic structure of the RA is simplified
to the base, the rear arm linkage and the forearm linkage.
Among the commonly used modeling approaches are
Lagrangian and Newtonian Eulerian methods, but the
dynamics equations are applied consistently in the same
system [19]. The most widely modeled approach is the
Euler-Lagrange equation, where the RA is represented as
shown in Eq. (1).

P(j)a+C(s,j)s+G(j)=7 1)

H nxn
In Eqg. (1), P(J)ER denotes the positive definite
inertia matrix and N is the joints of the RA, J, s and a
are the joint angular displacements, velocities and

. H nxn
accelerations, respectively, and j,s,aeR" C(sj)eR
is the centripetal and Koch force matrix, and G(J) is the

gravity matrix and G(i)eR" The input moment of the

T
joints is 7eR" and r=(1.72.%3) | The Lagrange Kinetic
equations are used to derive the DM, which leads to the
positive definite inertia matrix as shown in Eq. (2).

Pi P2 P
P(i)=|Pa Pr Px @
Py P Py

In Eq. (2), P(j) is the positive definite inertia matrix
and P2 =R3 =Py =Py =0 while the centripetal force and
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the Koch matrix are expressed as shown in Eq. (3).

Cll C12 Cl3
C3l C32 C33

In Eq. (3), C(S’j) is the centripetal and Koch force

matrix and Cs3 =0. The main motion of TDRA lies in the
relationship between joint angle and tendon displacement,
end-effector and joint angle displacement and joint torque and
tendon tension. Where the mapping matrix of tendon tension
to joint torque is shown in Eq. (4).

hp hy ha Ny (4)
R=|r -y hy —Iy
0 0 1y Iy

7 =Rt

In Eq. (4), = and t are the joint moments and tendon
tensions, respectively, and t denotes the column vector
consisting of four tendon tensions. R is the mapping matrix
from t to 7, where the element r; is denoted as the radius

of the circular surface surrounded by the J th tendon on the

i th joint itself and 1=1~3,1=1~4 And the model results
of the tendon actuator output to a specific joint are shown in
Fig. 1.

m Tendon mapping i,
matrix >

Linear spring transformation (@
modeling =
coefficient [<{ Tendon conversion |

Dynamics of
robotic arms

Fig. 1. Schematic diagram of the structure of the tendon actuator output to
the joint model.

The input linear spring modeling coefficients can be found
in Fig. 1, and the tendon conversion is accomplished in the RA
dynamics through the tendon tension and its mapping
transformation. The tendon drive combined with RA makes it
compact and reduces the load on the joint drive. The tendon
drive facilitates controller design by acting as a flexible drive
with zero backlash, hence reducing the weight and size of the
joint working work. As for the RA tracking control problem
under unknown DM, the study combines adaptive control with
RBF-NN for modeling and tracking control of TDRA. Among
them, RBF-NN has a structure primarily made up of an output
layer, a hidden layer, and a hidden input layer. It is a
three-layer feed-forward network with a single hidden layer.
Among them, the input layer contains a number of signal
source nodes, and the nonlinear radial function in the hidden
layer, which gradually decreases from the center. RBF is used
as the activation function in the hidden layer, which in turn
maps the input vector directly to the hidden layer. And the
output nodes form the output layer, and then the weight matrix
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is used to calculate the output value. To solve the constraint
problem of RA tendon rope tension, the study uses RBF-NN
for the parameters of DM and constructs the tracking control
of ANN as demonstrated in Fig. 2.

RBF neural
network

Controller

<—| Adaptive control |

Tendon mapping
matrix
transformation

Fig. 2. Adaptive RBF neural network tracking control structure diagram.

> Mechanical arm |

From Fig. 2, it is concluded that the DM of TDRA
introduces an auxiliary system to solve the tendon tension
constraint problem, and the adaptive controller acts on the
tendon tension to achieve adaptive control. And through the
tendon mapping matrix transformation and RA and its joint
parameters, the model information is input to RBF-NN. The
RBF-NN controller approaches the unknown dynamic
parameters of the RA, which in turn facilitates the
optimization of its tracking control performance. According to
the RBF-NN's proximity to the unknown dynamical
parameters, the DM formulation of its RA, as shown in Eq.

(5).
X, =],X =S

x.2 = P’l(xl)X[T—C(Xllxz)Xz —G(Xl)]
=Rt

®)

In Eq. (5), C(lexz) is the centripetal and Koch force

matrix and G(Xl) is the gravity force matrix. And to
minimize the effect of tendon rope constraint, the auxiliary
system is shown in Eq. (6).

_‘szDf‘+0.5DfTDFxg

—Kgg 0f ||g||2c

A= & ©
0 lel<c
In Eq. (6), ¢ represents the state of the auxiliary system
T
{ K.=K. >0
x1 — —
and S<R" , and additionally Of=s(f)-f , the
saturation function is modeled as
S(f)= Smax SAN(X), | f| = 7
f ,| f | <t S .
, Where °max is the upper
1Lx>0
sgn(x)=+< 0,x=0
saturation limit. The sign function is -Lx<0 ¢

is a smaller positive constant. The DM of RBF-NN computes
the adaptive law values of the neural network weights, and the
model estimates the control law, so improving the robustness
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of the error control. Finally, based on the function and the
adaptive law value, it is substituted into the auxiliary system,
which in turn leads to the DM of the RBF-NN near the TDRA
to reduce the error and improve the localization and tracking
design of the control system.

B. TDRA Sliding Membrane Control and Trajectory Tracking

It is investigated that the back-stepping approach is
utilized for the construction of the adaptive control module to
handle the problem of the nonlinear system of RA and TT.
This, in turn, solves the problem of uncertain parameters and
lack of model information of RA [20]. The back-stepping
method is a systematic design method for parameter uncertain
systems, which uses a recursive structure to the Lyapunov
function of the CLS to obtain the feedback controller. Then
combined with the control law of the CLS function derivation,
and then make the CLS trajectory and boundedness and
convergence to achieve equilibrium. Where Lyapunov
function is used in dynamical systems and control systems to
analyze the instability and convergence and thus to design
their systems efficiently. Thus, Fig. 3 depicts the
back-stepping-based TDRA control system construction.

_
Controller

Forearm
link

Rear arm
linkage

Adaptive Fuzzy
>
control control |

" [iintangutardspecerment]

Fig. 3. Structure diagram of control system based on back-stepping method.

Lyapunov
function

The control design of the back-stepping method for TDRA
can be seen in Fig. 3. The design effectively approximates the
unmodeled information of the RA and solves its parameter
uncertainty through the adaptive fuzzy controller and function
approximation capability, and then completes the control of
the modeled information. Eq. (7) demonstrates the design of
the adaptive fuzzy control law.

{f =R" X(_§2§2 —Zl—p) @)
=YYy

INEq. (7), 4 istheerror, ¥ and Ya are the actual and
desired angles, respectively, and £ denotes the fuzzy system
design. As for the two subsystems of the controller, its
stability analysis is done by using Lyapunov function, as
shown in Eq. (8).

Lizzirzl
2 )
L _L+Zg><P><Z2
2 =T

In Eq. (8), L1 and L2 are the function expressions of
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the two subsystems, Z2 isthe error and Z2 =% —&, & s

the estimated value of X2, and P is the positive definite
inertia matrix. The stability analysis of the whole system is
derived as shown in Eq. (9).

L_L. BB _du uxPxz, [ ©)
27 22 2 2 2]

In Eq. (9), B of B=B-F is the optimal
approximation constant, B and A are constants, and
A>0. This is then subjected to derivation and adaptive law
substitution into the inequality, as well as boundedness
considerations of the disturbances, which ultimately leads to
the bounded inequality for the CLS, as shown in Eq. (10).

L(t)< L(O)exp(—COt)+%[l—exp(—cot)] < L(O)+%(10)

In Eg. (10), L(O) is the initial value while defining the

Q ={x L(X)< L(o)+CLC%}

{zl, zz,ﬂ} e Q)

. Thus it is shown that the system introduced
into the controller and its CLS signals are bounded. When
uncontrollable external disturbances and large modeling errors
occur, it is investigated to design the disturbance observer and
place it in the SMC of the RA. The specific structure is shown
in Fig. 4.

tight set as and

Joint | [ Equivalent | L Composite interference}

.’ I
error control |1 i
‘ ontrol | _[Estimated value] 1/ p0
Switch Estimation error =4
control compensation -

Fig. 4. Design of terminal sliding mode control with anti-interference
capability.

In Fig. 4, the errors in inter-joint displacements, velocities
and accelerations are used in the equation calculations of the
Nonlinear Disturbance Observer (NDQO) to determine the
errors in the modeled information. To determine the
convergence of the errors, the NDO is then constructed along
with the auxiliary parameter variables and then merged with
the function derivation. Furthermore, the NFTSM provides
improved control over the RA motion by compensating for
errors, controlling them, and utilizing the saturation function
and double power convergence rule. By deliberately altering
the switching function, NFTSM, a revolutionary sliding mode
control technique, resolves the singularity issue with the
current terminal sliding mode control directly from the
perspective of sliding mode design and achieves global
non-singular control of the system. In the meanwhile, it takes
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on the terminal sliding mode's finite-time convergence
attribute. When compared to the conventional linear sliding
mode control, it can achieve high steady-state accuracy and a
finite time convergence to the intended trajectory, making it
appropriate for high-speed and high-precision control. Where
the TDRA power model considering external disturbances and
uncertain parameters, its equation e is shown in Eq. (11).

P (j)a+Cy(j,5)s+Gy(j)=r+re+x (1)

In Eg. (11), x represents the model uncertainty
information and X =—P(J)a-UC(j,s)s-UG(j)-F(s) ,

F(S) are the system friction forces. = and Ze are joint
moment vectors and external disturbances, respectively. And
when the external perturbation and uncertainty information
exists bounded, the two are combined into a composite
disturbance, then it is shown in Eq. (12).

.
A

os L(j)x[e—gj: L(j)x[Po(j)a+Co(j,s)s+GO—r}x[e—g]—L(j)g (12)

In Eq. (12), € represents the combination of external

interference and uncertain parameters i.e. composite
interference and € =% P (j)a-tC(j.s)s—G(j)-F(s)

A

e are the estimates of NDO for the composite interference

and L(j) is the gain matrix. This is then combined with the
auxiliary parameter variables and function vectors to arrive at
the equation design of the NDO as shown in Eq. (13).

v=L()[C(5:9)5+Go ()2 -d () -L(V
g:v+d(s)

In Eq. (13), VvV is an auxiliary parameter variable
andV=2-9(s) | d(S) genote the function vectors to be
designed. And the design equation of NFTSM is shown in Eq.

(14).
i .
xsgn (gi J (14)

In Eq. (14), 9 is the joint angular velocity error, in

i .

Z B XSQ“(Q-

addition 9| ¥s9n(9i) ang " '

convergence  velocity states of the
Aii < Ay

ai>o!ﬂi>0,{l<ﬂ’2i<2. When i and ‘i take the

appropriate values, the state of the control system is
non-singular. Then the Gaussian hypergeometric function and
the convergence time of the error are utilized to simplify the
equation design of the NFTSM, and finally the system is
controlled equivalently by combining the double power
convergence law and the saturation function, which in turn

h =g; +05i|gi|ﬂl' XSgn(gi)“‘ﬂi gi

gi

] are the
system and

Vol. 15, No. 5, 2024

reduces the error estimation of the interference observer. This

is shown in Eq. (15).
ol

9i
In Eg. (15), @ represents the robust term for error
K diag |n[" )

9i

Pyae +Cos +Gy + Poﬂ’lﬂglxdiag(
f=R*

+sat(h)><[P0K xdiag |y ) + PyXciag | )} —e-0

reduction and @ ="S.5an(h) and

Xdiag|n[* N
are the stability of the system control and
K =diag (ki,kp k), X =diag (%, %, %) ~ Additionally, S

is a smaller positive number and is greater than or equal to the
upper bound of the error estimate of the disturbance observer,

e, [9[<s.

IV. TDRA CONTROL COMBINING RBF AND CONTROLLER

TDRA in TT control is simulation experiments using
RBF-ANN and its controller on a commercial mathematical
software (Matrix Laboratory, MATLAB) platform. The study
uses triple-joint RA to simulate and test the position, velocity
and tendon tension curves of each joint, and then combines the
approximation curves of the auxiliary system and the
saturation function to compare the tracking error of the
triple-joint motion. Finally, the tracking trajectories of the
three joints and the estimation of the interference observations
are simulatively tested using an interference observer to
demonstrate the tracking accuracy and error convergence of
the TDRA.

A. Trajectory Tracking Test for RBF-ANN Controller

The study uses a triple-joint RA for tendon drive and
RBF-ANN for TT, whose three joints have linkage mass m
specifically 0.02kg, 0.11kg and 0.13kg, and the lengths L are
0.01m, 0.04m0.05m, respectively. And for the controller the
parameters include the approximation value of DM 0.3, the
minimum constant of the auxiliary system 0.02, and the initial
matrix parameter 0.2 and approximation value matrix
parameter 1.5. The gain matrix parameter is 30. The tracking
test of the joint position and velocity of the three-joint RA is
carried out in the MATLAB platform, in which the results of
the position tracking are shown in Fig. 5.

From Fig. 5(a), it can be inferred that joint 1's position
tracking occurs with a tracking error of 0 to 0.1 degrees during
the first 0.5 seconds, and joint 2's position tracking in Fig. 5(b)
occurs with an error of -0.1 to 0 degrees within 0.2 seconds of
the test starting. And the position tracking of joint 3 is seen in
Fig. 5(c) to have a deviation of -0.1~0 degrees, occurring
within 0.3 seconds of the simulation test. All three joints
experience significant vibration during the initial tracking,
which in turn leads to the error. However, the position tracking
of the joints gradually converges to the desired tracking
trajectory after 1s under the effect of the ANN controller. As
for the velocity tracking results of the joints, they are shown in
Fig. 6.
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From Fig. 6(a), the velocity tracking of joint 1 has an error
of -0.3~0.1°/s within 0.8s and the trajectory converges to the
desired trajectory after 1s. Joint 2 in Fig. 6(b) has a velocity
deviation of 0~1°/s within 0.5s, and joint 3 in Fig. 6(c) has a
velocity trajectory error of 0~0.8°/s within 0.5s, which results
in 0~0.8°/s. All the three joints achieve a stable tracking of the
trajectory after 1s, which in turn indicates that the position and
velocity tracking of the joints, and the actual trajectories are
able to track the desired trajectories relatively quickly under
the RBF-ANN controller. Afterwards, the trajectory
observation of the control moments of the three joints, as well
as the error approximation test of the RBF-ANN control on
the DM of the RA, are shown in Fig. 7.

The control moment curves of the three joints are seen to
be smoother in Fig. 7(a), which in turn indicates that the
trajectory jitter of the TDRA is not obvious. The
approximation of the RA error by the RBF-NN is derived in
Fig. 7(b), which converges to the true value at 14s. Where the
maximum error value is 58 at the initial time, but this is due to
the selection of the initial values of each parameter of the
neural network, and the curve is gradually approximated with
the increase of time afterwards. Therefore, it is proved that the
RBF-NN based TDRA in the auxiliary system and function
method can improve the tracking effect of tendon tension and
the mechanical control ability, so as to improve the accurate
tracking control performance of TDRA.

B. Robot Arm Trajectory Tracking Test Combined with
Interference Observer

The optimized adaptive control module based on
back-stepping is simulated and experimented with uncertain
parameters and missing information for TDRA. And the
function is combined to compare the joint tracking under
different parameters, and then the disturbance observer is set
to test the TT of RA. Among them, Fig. 8 displays the results
of testing joint 1's position tracking under various auxiliary
and stability coefficients.
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Fig. 8. Joint 1 position tracking with different parameters.

In Fig. 8(a), joint 1 achieves TT stabilization after 2s and
has a maximum error of 1°. It is derived in Fig. 8(b) that the
coincidence with the desired trajectory is achieved after 1.8s
and remains stable. Whereas, in Fig. 8(c) the curvilinear case
of TT occurs when it is close to 0 i.e. 0.2s, which in turn
indicates that the accuracy of TT of the joints of the RA
increases with the increase in the parameters. After that, the
velocity tracking test was performed for joint 2 with different
parameters and the results are shown in Fig. 9.
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Fig. 9. Joint 2 velocity tracking with different parameters.

In Fig. 9(a), the velocity tracking of joint 2 is more
unstable and the error exists intermittently, in Fig. 9(b).
Approximate convergence of the velocity trajectory of joint 2
occurs after 1.5s and remains TT stable. In Fig. 9(c), the
velocity tracking curve of joint 2 coincides with the desired
trajectory after 1.2s and the maximum error appears to be
25°/s, thus demonstrating that the increase in parameters leads

to an increase in the accuracy of joint velocity tracking for RA.

Finally, the position and velocity tracking of the three joints of
the RA are simulated and tested under the design of the
interference observer, in which the results of joint 3 are shown
in Fig. 10.
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In Fig. 10(a), the position tracking of joint 3 has negligible
error from the desired curve, and the TT is more stable and
accurate at 0.2s. In the velocity tracking trajectory in Fig.
10(b), the trajectory coincides with the desired trajectory after
0.2s, thus indicating that the interference observer improves
the accuracy and velocity of the RA joint TT. After that,
regarding the interference observation results and control
moments of the joints, the results of joint 2 are shown in Fig.
11.
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Fig. 11. Interference observation results of joint 2.

In Fig. 11(a), the interference observation of joint 2
basically coincides with the desired trajectory. And the control
moments of joint 2 in Fig. 11(b) change at 1.5s, 4.5s and 8s
with small changes. Therefore, the interference observer has
an accurate estimation of the tracking trajectory of TDRA.
Finally, the curve comparison of the tendon tension change
was performed, and the specific results are shown in Fig. 12.
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Fig. 12. Curve of tendon tension variation.
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In Fig. 12, the convergence time of tendon 1 is faster, and
the curve is smoother and more stable, while the tension
changes of the rest of the tendons range from -0.1N to 0.1N.
The changes in the tension of the remaining tendons are all
affected by the compound interference, which makes the curve
change more obvious ups and downs. Based on the estimated
design of the disturbance observer, it is then shown that the TT
controlled by the TDRA terminal sliding mode has a better
performance, and thus the accuracy and convergence speed of
the TT are improved under the optimization of the controller.

V. DiscuUssION

As one of the important research directions of intelligent
industrial robots, the joint angle tracking and adaptive
controller design of the robotic arm control system provide
key dynamic analysis for the flexible operation of the robotic
arm. The study utilizes the tendon driving theory and its
tendon tension constraints, and calculates the dynamic model
through the Euler Lagrange equation. It also combines the
dynamic relationship of the tendon driven robotic arm to
clarify the specific parameters of the tendon actuator, thereby
simplifying the joint activity of the robotic arm. Afterwards,
using the adaptive control of RBF neural network, the tendon
driven robotic arm is modeled and tracked. In addition, the
adaptive law value of RBF neural network weights can reduce
trajectory tracking errors and improve the accuracy of error
control and positioning tracking. In order to achieve the
adaptive control system and trajectory tracking of the robotic
arm, the research also quotes the backstepping method to
optimize the robotic arm control system. By calculating the
Lyapunov function and adaptive fuzzy control law, the
stability of the control system is increased. Finally, adding a
nonlinear disturbance observer and NFTSM to compensate for
and control trajectory errors can enable the control system to
converge to the desired trajectory in a finite time, with high
steady-state accuracy. However, compared with existing
research on robotic arm control systems, the optimization
improvement of tendon driven and adaptive RBF neural
networks not only simplifies the dynamic model, but also
improves the accuracy of trajectory tracking. The calculation
of adaptive fuzzy control law not only considers trajectory
tracking problems, but also adds technical means of adaptive
movement operation to achieve intelligent development and
application of robotic arms, compared to methods such as
fuzzy logic control algorithm, self-anti-interference algorithm,
and sensor control. In summary, the tendon drive theory and
RBF adaptive neural network used in the study can efficiently
and accurately improve the trajectory tracking of robotic arms.
However, there is a lack of experimental platform detection
and analysis for hardware failures of robotic arms in the study,
and the optimization of control performance by fuzzy control
rules has not been included in the analysis. Therefore, future
research will extensively explore the fault detection and
system parameter processing of robotic arm control
performance, and play the industrial and service functions of
robotic arms in medical, aviation, and military fields, thereby
promoting intelligent construction and digital development.
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V1. CONCLUSION

For the requirements of flexible operation of TDRA, the
study combines tendon driven DM to construct a simplified
TDRA model, and then uses RBF-NN for adaptive control of
RA in order to improve RA control accuracy and stability.
After that, the RA model information is refined using
back-stepping method according to the parameter disturbances
and model information. Finally, the interference observer is
utilized to linearly estimate the mechanical energy of the
interference factors, which in turn improves the accuracy and
speed of joint tracking. Simulation experiments with a
commercial mathematical software platform yielded that the
position tracking of the three joints in the TDRA streamlined
model incurred tracking position errors within 0.5s, 0.2 and
0.3s, respectively, and velocity deviations within 0.8s, 1s and
0.5s, respectively. After optimizing the controller, joint 1
experienced trajectory overlap in tracking position after 2s,
1.8s and 0.2s while joint 2 experienced trajectory overlap in
tracking velocity after 1.5s and 1.2s when the parameters kept
increasing. Thus, it is indicated that the accuracy of RA joint
tracking gradually increases with the increase of parameters.
Also under the linear estimation of the disturbance observer,
the tracking trajectory of joint 3 in TDRA coincided with the
desired trajectory after 0.2s. The control moments of joint 2
changed at 1.5s, 4.5s and 8s with smaller changes. And the
tension curve of tendon 1 was smoother, thus proving the
higher accuracy of the TDRA trajectory based on RBF-ANN.
However, the study lacks data support for RA practical
application  experiments, and further in-depth and
improvement of subsequent studies are needed.
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Abstract—With the development of cloud computing
technology, effective task scheduling can help people improve
work efficiency. Therefore, this study presented a hybrid
algorithm on the grounds of simulated annealing and taboo
search to optimize task scheduling in cloud computing. This
study presented a hybrid algorithm for optimizing the cloud
computing task scheduling model. The model used simulated
annealing algorithm and taboo search algorithm to convert the
objective function into an energy function, allowing atoms to
quickly arrange in terms of a certain rule for obtaining the
optimal solution. The study analyzed the model through
simulation experiments, and the experiment showed that the
optimal value of the hybrid algorithm in high-dimensional
unimodal testing was 7.15E-247, far superior to the whale
optimization algorithm's 3.99E-28 and the grey wolf optimization
algorithm's 1.10E-28. The completion time of the hybrid
algorithm decreased with the growth of virtual machines, and the
shortest time was 8.6 seconds. However, the load balancing
degree of the hybrid algorithm increased with the growth of
virtual machines. The final results indicated that the proposed
hybrid algorithm exhibits high efficiency and superior
performance in cloud computing task scheduling, especially when
dealing with large-scale and complex optimization problems.

Keywords—Simulated annealing algorithm; taboo search
optimization algorithm; cloud computing; task scheduling;
completion time; load balancing degree

I.  INTRODUCTION

As the boost of Cloud Computing (CC) technology, it has
been the preferred platform for modern enterprises and
research institutions to handle large-scale data and complex
computing tasks [1]. In this context, an efficient CC Task
Scheduling (TS) strategy is crucial for optimizing resource
allocation, improving processing efficiency, and reducing
operational costs [2]. TS, as a core issue in CC environments,
directly affects the overall efficiency and user satisfaction of
cloud services [3-4]. At present, many optimization algorithms
have been proposed in the field of CC TS, but these
algorithms still face many challenges when handling
large-scale, multi-objective, and dynamically changing
scheduling problems [5-6]. Therefore, to solve the problem of
how to achieve high efficiency and economy in TS in CC
while ensuring service quality, a hybrid optimization
algorithm based on Simulated Annealing (SA) and Taboo
Search (TS) is proposed. This algorithm combines the global
search capability of SA and the efficient optimization
characteristics of TS, and can solve multi-objective

optimization problems in CC TS. The innovation of this
research lies in effectively combining the advantages of two
optimization algorithms for enhancing TS.

The main contribution of the research is to propose a
hybrid optimization algorithm combining SA and TS to
effectively solve the multi-objective optimization problem of
CC TS, and provide practical and feasible solutions for the
field of CC. This method can improve the efficiency and
economy of TS while ensuring service quality. This algorithm
outperforms traditional single optimization methods,
especially in handling large-scale and dynamically changing
scheduling tasks. The research mainly verifies the
effectiveness of the model in improving the overall efficiency
and user satisfaction of cloud services through performance
analysis.

The research structure mainly includes six sections.
Section Il is for summarizing the research results of scholars
around the world on SA and CC TS. Section Il is for building
a CC TS model and analyze the application of SA and TS
algorithms in the model. Section IV analyzes the performance
of the constructed model through testing functions and
simulation experiments. Discussion is given in Section V.
Finally, Section VI concludes the paper.

Il. RELATED WORKS

As the boost of CC, a good scheduling algorithm can
effectively help enhance the efficiency of CC. SA has been
extensively utilized due to its powerful search capabilities.
Zolfi K et al. studied the continuous form of multi-layer
dynamic facility layout problem, using an approximate
Optimal Solution (OS) method of SA metaheuristic algorithm,
and running the proposed algorithm in MATLAB software.
Through experimental results analysis, SA successfully found
suitable solutions for each test case, and comparative
experiments showed that SA has better solving ability [7].
Moradi N proposed a new population-based SA algorithm and
applied it to solve the 0-1 knapsack problem. The calculation
results indicated that the proposed population-based SA is the
most effective optimization algorithm for KPO1 among all SA
based solvers, achieving the goal of putting projects with total
profits into the backpack [8]. Abdel Asset M et al. proposed a
hybrid version of the Harris Hawks optimization algorithm on
the grounds of bitwise operations and simulated annealing
(HHOBSA) for addressing feature selection problems. They
compared and analyzed the proposed HHOBSA algorithm
using 24 standard datasets and 19 manual datasets, and found
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from the relevant outcomes that the HHOBSA algorithm
possesses more excellent performance compared to others [9].
Tanha M et al. proposed a new theorem and applied it to
generate an initial population of semiconductors. In genetic
algorithms (GA) with global trends, it performed crossover
operators to explore the search space. After obtaining the
appropriate solution, it would randomly call one of the three
novel neighbor operators to potentially enhance the given
solution. The relevant outcomes showed that relative to other
comparative algorithms, the proposed hybrid algorithm has
advantages of 10.17%, 9.31%, 7.76%, and 8.21% in terms of
production span, plan length ratio, acceleration, and efficiency,
respectively [10]. Fontes D and other researchers proposed a
Hybrid Particle Swarm Optimization Simulated Annealing
Algorithm (PSOSA) to solve job shop scheduling problems.
This method integrated the search capability of particle swarm
optimization (PSO) with the local search advantage of SA to
handle the integrated scheduling of production and
transportation  in  manufacturing  systems.  Extensive
computational experiments validated the effectiveness of
PSOSA on 73 benchmark instances. The results showed that
the algorithm outperforms existing technologies in shortening
manufacturing cycles and exit times, and demonstrated a high
degree of robustness [11].

There are also many scholars who have conducted
different analyses on CC TS models. Fu X et al. studied the
process of cloud TS and presented a PSO genetic hybrid
algorithm with phagocytic effect. Firstly, it divided each
generation of particle swarm and used the phagocytic
mechanism and GA's cross mutation to change the position of
particles in the subpopulation. Then, a feedback mechanism
was utilized for ensuring that the particle population always
moves in the direction of the OS. Through the simulation, the
algorithm markedly enhanced the overall Completion Time
(CT) of cloud tasks and possessed higher convergence
accuracy [12]. Hamed A 'Y et al. presented a TS algorithm on
the grounds of GA. The goal of this algorithm was for
minimizing the CT and execution cost of tasks, and
maximized resource utilization. The outcomes showcased that
the proposed method can find the OS for CT, execution cost,
and resource utilization [13]. Pirozmand et al. proposed a
two-step hybrid method for scheduling tasks that perceive
energy and time, called GA and energy aware scheduling
heuristic on the grounds of GA. The first step included
determining the priority of the task, and the second step
included assigning the task to the processor. They determined
the priority of the task and generated the primary chromosome,
and used an energy aware scheduling heuristic model for
assigning the task to the processor. The simulation showcases
that the proposed algorithm can outperform others [14].
Bezdan T et al. presented a hybrid bat algorithm on the
grounds of multi-objective TS, and conducted experiments on
the CloudSim toolkit utilizing standard parallel workloads and
synthetic workloads. It compared the obtained results with
other similar meta heuristic techniques evaluated in the same
situation. The simulation showcased the enormous potential of
their proposed method [15]. Khan M and other scholars
proposed a TS method based on hybrid optimization
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algorithms, aiming at effectively scheduling jobs in CC
environments and minimizing waiting time. This method
combined the advantages of ant colony algorithm and PSO,
improving task allocation and resource utilization. Through
simulation testing, the scheduling strategy showed better
performance than traditional methods in multiple parameters
such as total production time, execution time, waiting time,
efficiency, and utilization. This study highlighted the
practicality and efficiency of hybrid optimization strategies in
handling large-scale CC resource allocation [16].

In summary, although the above studies have achieved
good results in their respective application scenarios, these
research methods still have certain limitations. Most studies
only focus on a single algorithm, lacking consideration for the
diverse and dynamic characteristics of CC environments.
Therefore, this study constructs a CC TS model from the
perspective of combining multiple algorithms. By combining
the advantages of SA's extensive search ability and TS's fast
search, a CC TS model on the grounds of SA hybrid algorithm
is proposed.

I1l. CONSTRUCTION OF CC TS MODEL WITH IMPROVED SA
ALGORITHM

This study focuses on the TS problem of CC. Firstly, a
scheduling model for CC will be constructed, and the basic
principles of CC TS will be analyzed. Aiming at addressing
the issues of low efficiency and high resource consumption in
TS, this study aims to optimize and improve the CC TS model
using the search capability of SA. Meanwhile, it adopts TS
algorithm for adopting the convergence of the TS model. This
is to build an efficient and reasonable scheduling algorithm
that reduces costs while improving user satisfaction.

A. Construction of CC Scheduling Model

With the advent of the information age, the amount of data
information is constantly increasing, and the demand for
server integration is increasing. Many high-performance
storage technologies have emerged. These technologies have
driven the advancement of virtualization technology, and with
the continuous development and integration of various
technologies, CC with stronger computing power and a wider
range of application services has emerged. An example of CC
is showcased in Fig. 1. In Fig. 1, CC is described as a
multi-layered architecture that includes an infrastructure layer,
a platform layer, and an application layer. The Infrastructure
as a Service (laaS) layer provides virtualized physical
computing resources such as servers, storage, and network
facilities. Platform as a Service (PaaS) provides development
tools and runtime environments that enable developers to
build and deploy applications. The application layer Software
as a Service (SaaS) provides software applications directly to
end users. The figure also shows that how cloud services are
provided, namely the concepts of public cloud, private cloud,
and hybrid cloud. In addition, the dynamic allocation process
of CC resources is also reflected in the figure. Through this
model, CC can maximize the utilization of resources, optimize
computing power, and reduce the operating costs of
enterprises.
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Data center

Fig. 1. CC example diagram.

Fig. 1 shows that CC is an Internet-based computing
method, which offers shared processing resources and data for
computers or other devices, and is a configurable computing
resource that can be accessed as needed. CC is the
advancement of parallel, distributed, and grid computing,
which is a comprehensive evolution of concepts. Therefore,
CC has advantages such as large-scale, high reliability,
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virtualization, high  scalability, on-demand services,
universality, and low cost, while also having disadvantages
such as high dependence on networks and data security issues.
In a cloud environment, TS first abstracts different types of
hardware resources into Virtual Machines (VMs) using
virtualization, then deploys tasks to these VMs, and finally the
VMs execute these tasks. The TS model on the grounds of CC
generally consists of two layers of scheduling. The first layer
mainly solves the problem of matching VM resources with
user tasks. The second layer mainly solves the problem of how
to match VMs and physical machines [13]. The specific
scheduling model of CC is showcased in Fig. 2.

Fig. 2 shows that the model has n tasks, m VMs, and k
physical machines. The first layer of job level scheduling
focuses on how to map tasks to VMs. The second layer of
facility level scheduling focuses on how to allocate VMs to
physical machines. When scheduling resources in CC, it is
necessary to ensure that tasks are executed before the deadline,
while also balancing the system's load and improving resource
utilization. Therefore, it is crucial for introducing an efficient
resource scheduling algorithm into the CC scheduling model.
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Fig. 2. CC scheduling model.
B. A CC Scheduling Model on the Grounds of SA Algorithm Xo &

SA essentially simulates the annealing process in
thermodynamic systems, using the objective function as an
energy function to slowly cool high-temperature objects and
minimize the energy state of their internal molecules [14-16].
In SA, the atoms inside an object have multiple discrete states,
each with corresponding state energy. After cooling, they
reach thermal equilibrium, and the atoms are arranged
according to a certain rule to reach a high-density, low-energy
stable state. At this time, the stable state is equivalent to the
global OS. SA will jump out of the local OS with a certain
probability, which is directly relevant to the current state,
temperature, and energy. The transition of annealing
probability is shown in Fig. 3.

Local optimality o
Local optimality

0

Global optimization
Fig. 3. Annealing probability transition diagram.
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In Fig. 3, x, serves as the number of iterations and x,

serves as the energy of the object. The research assumes that
the initial state is point A, and as the iterations grows, the OS
of the algorithm gradually updates to point B. At this point,
the energy at point B is lower compared to point A, indicating
that point B is closer to the OS. Therefore, the OS is directly
transferred to point B. After reaching point B, the model
continues to iterate and update, and the energy value increases.
At this point, following the gradient descent rule does not
allow the search to continue forward, and the algorithm will
jump out of the local OS on the grounds of the state. Through
repeated iterations, the final algorithm's OS will stabilize at
point D. In SA, if time conditions permit, the higher the initial
temperature set, the larger the search algorithm can perform,
and the initial solution can be represented by Formula (1).

exp(—_Ar—f) ~1 1)

0

In Formula (1), Af represents the difference in fitness

function. When the algorithm has a large initial temperature, it
can give the algorithm enough opportunities for jumping out
of the local OS and achieve quasi equilibrium during iteration.
But if the initial temperature is set too high, it will greatly
increase the iterations and reduce its efficiency. Therefore, it is
necessary to choose an appropriate initial temperature and
ensure that the algorithm can obtain an approximate OS within
the appropriate time. The speed of temperature update will
affect the number of iterations and accuracy. The study uses
temperature update as showcased in Formula (2).

T(k+1) =T (k) (2)

In Formula (2), o« represents the cooling parameter,
which ranges from 0.5 to 0.99, T(k) represents the current

temperature, and T(k +1) represents the temperature at the
next time step. The expression of T (k) is shown in Formula

@3).

T(k) = % (3)

In Formula (3), | serves as the total iterations,
serves as the current number of iterations, and T, Serves as

the initial temperature. The temperature update function can
simply control the rate of temperature decrease, ensuring that
the difference between control parameters remains unchanged.
SA also includes Markov chain length and termination criteria.
The length of the Markov chain represents the transformation
interval generated by the Metropolis criterion during iteration,
and the finite sequence Markov chain specifies the range of
the algorithm's search space. The ending criterion of SA is
generally set to three conditions, which are: when the
temperature drops to a very small positive number and the
temperature that has already dropped reaches a given constant.
The current temperature has fallen into a local optimum and
cannot escape from it. The local OS obtained by the algorithm
is superior to the optimal value [17].

In CC scheduling, the optimization objectives of this study
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are system CT, system load balancing, and system execution
cost. In the system CT, the user sends a task request, recording
the task length as Task, , the VM processing speed as MIPS;,

the TS and waiting time as time_ . The execution time of each
task is time; and the time required for each VM for
executing all sub tasks assigned to it is T The maximum CT
of the system is shown in Formula (4) [18].

Makespan = time, + max(T;)
T, =) time; *x, (4)
i=1 j=1

time; =Task; / MIPS,

Because the task requirements of users may involve
computer related resources, the workload of VMs is
represented by Formula (5) [19-20].

k
W :1‘12 ;
ks capacity;,

capacity,, —sum(requested,)

®)

In Formula (5), w serves as the workload of the VM,
capacity, serves as the total capacity of VM resources, and
request, represents the total demand for VMs in all tasks. It

simplifies the total workload of the VM through Formula (5),
as shown in Formula (6).

W, =D W, *x; ®)

i=1
The load balancing degree of the system is obtained
through Formula (6), and its expression is shown in Formula

().

=1
_ 1@
aj m,Z:;' aj

In Formula (7), B represents the load balancing degree.
Regarding the optimization of system execution cost, the
study represents the total execution cost per unit time of VMs
as C, and the total execution time of VMs as T . The cost
generated by a single VM and the total execution cost of the
user are shown in Formula (8).

cost(j)=c;*T,

Cost = Zm: cost(j) ®)

i1

For the overall evaluation model of the system, the study
weights three optimization objectives and changes the focus of
scheduling objectives by changing the weight coefficients.
The specific expression is shown in Formula (9).

C(s) = 4, *Makespan + 14, *B+ g, *Cost ~ (9)
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In Formula (10), 4, u,,and g, respectively represent

the weight coefficients of the three optimization objectives.
C(s) represents the value of the system objective function,

and the smaller the fitness function value, the more excellent
the overall performance of the system.

C. CC TS on the Grounds of SA Hybrid Algorithm

Although SA has the capability of jumping out of local
optima, as the temperature parameter gradually decreases, the
search ability weakens, and it may eventually fall into local
optima. In the process of finding the global OS, the
convergence speed (CS) is relatively slow. Therefore, the
study combines the fast convergence of SA with the efficient
optimization of TS to obtain the Integrated Simulated
Annealing and Taboo Search (ISATS) algorithm. The TS
process adopted by the research is shown in Fig. 4.

Generate the initial solution
and initialize the parameters

The domain solution is

Output tlhe' optimal L generated and the optimal
solution candidate solution is selected
Whet'her_the N Whether the
termination

contempt rule is met

&g

condition is met

Update the optimal solution that
does not belong to the tabu list
to the current optimal solution

Update to the
optimal solution

Fig. 4. Taboo search algorithm flowchart.

Fig. 4 shows the process in which the algorithm stores the
searched candidate solutions in the taboo table during the
search in the neighborhood. The solutions in the taboo table
are prohibited from being searched again before being
released. When a certain range of solutions are taboo, the
contempt rule is used to release some OSs in the taboo table,
thereby expanding the search range of the solution space and
obtaining the global OS. In the ISATS algorithm, the study
uses fitness variance to determine whether the algorithm is
trapped in a local OS, and its expression is shown in Formula
(10).

aff (s;) —aff ()
max {|aff (si)—aff_(s)|}

0'2:2(

(10)

In Formula (11), o represents the variance of fitness,
aff (s) represents the average fitness, and
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max{|aff (s) _aff_(s)|} represents the maximum difference in

fitness among the population. This study sets a reasonable
judgment threshold of 5, , and when 52 <o, is met, it

indicates that the algorithm has completed initial convergence.
After introducing TS into the TS model, the workload factor
of the VM is represented by Formula (11).

B =1-— (11)

! Tj max _Tj min
Formula (11) indicates that the longer the task execution
time of a VM, the smaller the workload factor of the VM. The
value of B, determines the priority order of scheduling tasks.

The study incorporates the workload factor of VMs into the
Metropolis criterion, and the average workload factor of VMs
is shown in Formula (12).

_ 1 [ _
B=— >[B,-B[ (12)

In Formula (12), g represents the average load factor of

the VM. The smaller its value, the smaller the load difference
between VMs, indicating a more balanced load. At this point,
the probability of accepting new solutions decreases. When
there is a significant difference in load between VMs, it will
increase the probability of accepting new solutions and make
the algorithm jump out of the current solution to find a more
excellent solution. The specific steps for studying and
constructing the ISATS hybrid algorithm are shown in Fig. 5.

In Fig. 5, the study first utilizes the improved SA to
quickly converge and obtain a current optimal task to VM
mapping scheme. Then, this temporary optimal scheme is used
as the initial solution of TS. In the subsequent process of
adding the solution to the taboo table, the Metropolis criterion
considering the load factor is introduced to achieve the goal of
global optimization. The final scheme of task mapping to VM
is obtained, and the task is executed using this result. Finally,
Fig. 6 shows the pseudo-code of the ISATS hybrid algorithm.

In Fig. 6, the ISATS algorithm first initializes the initial
solution, and then finds the OS through the SA algorithm. In
each iteration, the algorithm generates a new solution and uses
the accept-reject criterion to decide whether to accept the new
solution. As the iteration progresses, the algorithm updates the
weights and optimization targets, and uses Taboo tables to
limit the search scope. Finally, the algorithm outputs the
processed data set for subsequent use or further analysis. The
algorithm may need to be adjusted according to the
characteristics of the actual problem.
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Fig. 5. ISATS hybrid algorithm flowchart.

Initialize initial solution (SA)
Set initial temperature T, cooling parameter p, maximum iteration count N
Define weights wi, w2, w3 for optimization objectives
DefineTaboo Table Length L

fori=1to Ndo:
# Update temporary solution using SA
temp_solution = SA algorithm to get optimal solution

while true:
# Generate new solution in the neighborhood
new_solution = Generate_Neighborhood(temp_solution)

# Metropolis criterion to accept or reject the new solution
if Metropolis_Criterion(new_solution, temp_solution) < Threshold:
break
else:
Accept new solutions (temp_solution = new_solution)
Update taboo table (store new solutions in taboo table and record relevant
information)

# Update weights and optimization objectives
Update weight coefficients wl, w2, w3 based on fitness function values
Update scheduling results based on optimization objectives

end for

Fig. 6. Pseudo code of ISATS hybrid algorithm.
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IV. PERFORMANCE ANALYSIS OF CC TS MODEL ON THE
GROUNDS OF ISATS HYBRID ALGORITHM

For the ISATS hybrid algorithm proposed in the study,
preliminary performance analysis of the algorithm was
conducted through testing functions. The algorithm's optimal
value, worst value, average value, and Standard Deviation (SD)
were evaluated, and the superiority of the model was verified
by comparing the algorithms. Then, the study verified the
application effect of the ISATS hybrid algorithm in CC
scheduling through simulation experiments. The experiment
evaluated and analyzed the task CT and load balancing degree.

A. Test Functions and Parameter Settings

This study was simulated using the Cloudsim cloud
simulation platform. To evaluate the algorithm performance,
three algorithms were applied to high-dimensional (HD)
unimodal and HD multimodal test functions, and 20
experiments were conducted. By comparing the optimal,
average, worst fitness values, and SD obtained, it observed the
convergence accuracy and stability. The comparative
algorithms include Whale Optimization Algorithm (WOA),
Grey Wolf Optimizer Algorithm (GWO), and ISATS algorithm.
The specific selection of testing functions is showcased in
Table I.

The study selected two sets of HD unimodal functions and
two sets of HD multimodal functions for testing, with
dimensions of 30 for all four functions. The experiment was
for testing the optimal performance by setting the parameters
of the CC TS model and algorithm. The specific parameter
settings are showcased in Table II.

In the ISATS algorithm, the initial temperature was set to
100 °C, the cooling parameter was 0.9, the termination
temperature was 1 °C, and the population size was 150. The
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weight coefficients for CT, load balancing, and execution cost
were 0.4, 0.3, and 0.3. In the experimental environment, the
CPU model was selected as Inter i5 12400F, and the GPU was
selected as GeForce RTX ™ 2080 Ti, with a memory size of 2
* 8GB.

B. Performance Analysis on the Grounds of Test Functions

The study analyzed the performance of the ISATS
algorithm through four testing functions, and the results of the
HD unimodal testing function are showcased in Fig. 7. Fig.
7(a) showcases the F1 test function results, where the optimal
value of ISATS was 7.15E-247, which is significantly better
than the 3.99E-28 of the WOA algorithm and the 1.10E-28 of
the GWO algorithm. In the average and SD results, the
average of ISATS was 1.27E-229, with a SD of 0. The results
indicated that the ISATS algorithm exhibits extremely high
stability and superior optimization ability in multiple runs. Fig.
7(b) showcases the results of the F2 test function, where the
optimal value of ISATS was 1.28E-144, which is also
significantly better than WOA and GWO algorithms. This
further proved that the ISATS algorithm has good optimization
ability in the F2 test function.

The outcomes of the HD multimodal test function are
showcased in Fig. 8, where Fig. 8(a) and (b) represent the F3
and F4 test function results, respectively. The outcomes
showcased that the ISATS algorithm has significantly
improved CS and accuracy compared to the original algorithm
in testing functions F3 and F4. Moreover, in F4, it even
converged perfectly to the global OS, and by observing the SD,
the ISATS algorithm had a slightly higher SD in the F3
function than the WOA algorithm. In the F4 function, the SD
was significantly lower than that of the WOA and GWO
algorithms, and it exhibited extremely fast CS. The CS,
accuracy, and stability of the ISATS algorithm showed good
performance through testing function analysis.

TABLE I. TEST FUNCTION EXPRESSION AND RELATED PARAMETERS
Function Expression Dimension Value range
2
F.(x) = Z”l X, 30 [-100,100]
HD unimodal function —
n n
R0 =D x|+ T Tl 30 [-10,10]
FRO)=Y" X sin( |x |) 30 [-500,500]
HD multimodal function
F, ()= [ X' —10cos(2zx) +10] 30 [-5.12,5.12]
TABLE Il TASK, VM, AND HOST RELATED PARAMETERS
Argument Value Argument Value Argument Value
Rand .
Number of tasks 200 Task length (1000,10000) Input file size 300MB
Output file size 300MB Number of virtual machines 10 Virtual machine memory 512MB
VM broadband 500MB Processing speed 1000 Processor core 1
Host memory 2GB Host storage capacity 1000000MB Host broadband 10000M
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Fig. 8. High dimensional multimodal test function.

C. Simulation Analysis on the Grounds of ISATS Algorithm

This study kept the number of CC tasks scheduled at 200
and observed the impact of different numbers of VMs on
algorithm scheduling performance by increasing the number
of VMs. The outcomes are showcased in Fig. 9. Fig. 9(a)
showcases the influence of the number of VMs on the CT. The
outcomes showed that the CT of each algorithm decreases
with the increase of the number of VMs, with the shortest CT
of the ISATS algorithm being 8.6 seconds. Fig. 9(b)
showcases the influence of the number of VMs on load
balancing. The outcomes showcased that the load balancing
degree of each algorithm grows with the growth of the number
of VMs, with the highest load balancing degree of GWO
algorithm reaching 5.1. The outcomes showcased that the
ISATS algorithm possesses high efficiency and low load
balancing, and the selection of the number of VMs needs
determining by actual needs. If model efficiency is taken as
the primary consideration, the number of VMs can be
increased. If load balancing is taken as the primary
consideration, the number of VMs can be reduced.
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Fig. 9. The impact of the number of VMs on the scheduling performance of
the model.
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When keeping the number of VMs at 20, this study
observed the impact of task quantity on algorithm scheduling
performance, and the outcomes are showcased in Fig. 10. Fig.
10(a) showcases the impact of work quantity on CT. Fig. 10(b)
showcases the impact of workload on load balancing. In Fig.
10(a), compared to the GWO algorithm, as the tasks increased
from 50 to 500, the ISATS algorithm reduced the CT by up to

140
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28.8%. In Fig. 10(b), the system load of the ISATS algorithm
was significantly improved. This may be because the ISATS
algorithm utilizes the improved global search ability of SA in
the early stage to provide TS with a good initial solution,
while TS itself has strong optimization ability, which improves
the final performance of the algorithm.
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Fig. 10. The impact of workload on scheduling performance.

To further analyze the scheduling performance of the
model, the influence of observing the number of tasks on the
algorithm's fitness value was studied, and the outcomes are
showcased in Fig. 11. In Fig. 11, the overall fitness of the
ISATS algorithm exceeded that of the WOA and GWO
algorithms, and as the tasks grew, the absolute difference in
fitness also gradually increased. The overall fitness value of
the ISATS algorithm proposed in the study was about 5.6%
better than that of the WOA algorithm. The reason is that the
fitness value is directly relevant to the weight coefficient of
the optimization objective, which makes the ISATS algorithm
have a lower fitness value. On the grounds of the above results,
the study proposed that the ISATS algorithm has good
performance in both CT and load balancing, which can further
optimize the CC TS model.
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Fig. 11. The impact of workload on algorithm fitness values.

V. DisCcussION

In the study of CC TS, ISATS hybrid algorithm showed
remarkable performance advantage. The experimental data
indicated that the ISATS algorithm shows excellent CS and
accuracy, which is superior to WOA and GWO algorithm in
both unimodal and multimodal test functions. In addition,
simulation experiments with different number of VMS and
tasks showed that the ISATS algorithm can effectively reduce

task CT and improve the load balancing degree of the system.
In the HD multimodal test function, the ISATS algorithm not
only rapidly converged to the global optimal solution, but also
had significantly higher stability and optimization ability than
the comparison algorithm, which verified the applicability and
efficiency of the hybrid algorithm in dealing with complex
optimization problems. The main reason is that the ISATS
algorithm, by integrating SA and TS techniques, effectively
avoided the common problem of falling into the local optimal,
while enhancing the global search capability. The significant
contribution of this study is to provide an efficient algorithmic
framework for resource scheduling problems in large-scale
and complex CC environments. The design of ISATS
algorithm takes into account the computational efficiency and
optimization quality, ADAPTS to the changing task demand
and resource allocation state, and significantly improves the
flexibility and response speed of TS. In addition to CC, the
structure and performance characteristics of ISATS algorithms
are also applicable to other areas requiring resource
scheduling and optimization, such as big data processing,
industrial automation, and intelligent transportation systems.
By adjusting the parameters and optimizing the target, the
ISATS algorithm can be widely used in a variety of
compute-intensive and data-intensive application scenarios,
and has wide application potential and practical value.

VI. CONCLUSION

A TS model for CC was studied to address the limitations
in handling multi-objective tasks. By combining SA with TS
and utilizing SA's global search ability and TS's efficient
optimization ability, a CC TS model on the grounds of the
ISATS algorithm was constructed. The model proposed in the
study had an optimal value of 7.15E-247 in HD unimodal
testing functions. In the average and SD results, the average
value of ISATS was 1.27E-229, with a SD of 0. In HD and
multimodal testing, the ISATS algorithm converged steadily to
the global OS, demonstrating better search ability and stability.
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In the simulation experiment, as the number of VMs increased,
the CT of the ISATS algorithm was 8.6 seconds. Compared
with the GWO algorithm, the CT was shortened by up to
28.8% as the tasks increased. The research results indicated
that the ISATS algorithm showed significant advantages in CC
TS, especially in dealing with large-scale TS problems,
effectively improving efficiency and load balancing. Although
the ISATS algorithm performed well in simulation
experiments, there are still shortcomings. For example, the
model still needs to be applied and analyzed in actual CC
environments. It further optimizes algorithm parameters to
adapt to more diverse application scenarios. In future research,
the ISATS algorithm can be utilized to different CC scenarios,
like cloud storage, big data processing, etc., to evaluate its
performance in various applications.
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Abstract—Inspired by the principles of decomposition and
ensemble, we introduce an Ensemble Empirical Mode
Decomposition (EEMD) method that incorporates Sparse
Bayesian Learning (SBL) with Mixed Kernel, referred to as
EEMD-SBLMK, specifically tailored for landslide displacement
prediction. EEMD and Mutual Information (MI) techniques were
jointly employed to identify potential input variables for our
forecast model. Additionally, each selected component was trained
using distinct kernel functions. By minimizing the number of
Relevance Vector Machine (RVM) rules computed, we achieved
an optimal balance between kernel functions and selected
parameters. The EEMD-SBLMK approach generated final results
by summing the prediction values of each subsequence along with
the residual function associated with the corresponding kernel
function. To validate the performance of our EEMD-SBLMK
model, we conducted a real-world case study on the Liangshuijing
(LSJ) landslide in China. Furthermore, in comparison to RVM-
Cubic and RVM-Bubble, EEMD-SBLMK emerged as the most
effective method, delivering superior results in the same
measurement metrics.

Keywords—Bubble;  cublic; ensemble empirical mode
decomposition; landslide; Sparse Bayesian Learning

I.  INTRODUCTION

Landslide, a natural geological occurrence, refers to a type
of mass wasting that involves diverse ground movements [1, 2].
Essentially, it signifies a transition from a stable slope to an
unstable one [3, 4]. The occurrence of this transition can be
prompted by numerous internal and external factors, including
vegetative cover, weather conditions, evaporation, and
transpiration, either operating alone or jointly. Given the
significant damage and casualties caused by landslides globally,
considerable efforts are underway to establish a pr-warning
system capable of predicting their occurrence. The task of
landslide forecasting is not only crucial but also challenging,
particularly in the context of rapidly increasing peak flows due
to urbanization. To mitigate potential flood-related damages in
the future, it is imperative to develop an accurate model for
landslide forecasting.

It is well-established that Three Gorges Region, situated at
the upstream section in Chinese Yangtze River, experiences lots
of landslides, posing serious dangers to the region. These
landslides, which occur almost annually, result in significant
damage to both the local population and property. Given this, it
is evident that the phenomenon involves numerous stochastic,

*Corresponding author: Ping Jiang

interrelated components and exhibits

characteristics.

highly  nonlinear

Currently, various methods, including artificial neural
networks (ANN), fuzzy theory, chaos theory, and statistical
approaches, have been extensively employed in the realm of
nonlinear analysis [5-21]. A two-stage Bayesian integration
framework has been effectively utilized for detecting prominent
objects in light field images [5].

The resolution of nonlinear characteristics does not solely
rely on a single approach; hybrid models also demonstrate their
effectiveness. Methods for per-processing signals and
evolutionary SVR have been developed to enhance short-term
wind speed predictions [6]. Furthermore, a hybrid approach that
incorporates the minimum cycle decomposition has proven
effective in predicting temporary electrical load data [7]. Chen
et al. proposed an innovative methodology that integrates
genetic algorithm and simulated annealing algorithm with
improved BPNN modeling for landslide prediction [8]. Extreme
learning machines (ELM) excel in learning with superior
generalization  capabilities, thereby circumventing the
challenges encountered by gradient-based learning methods.
Lian et al. pointed out the potential applications of modified
ELM in predicting landslide displacements [9, 10]. Furthermore,
dynamic time series predictors leveraging echo state networks
and ELM have been constructed to forecast landslide
displacements [11, 12]. Functional networks (FNs) combined
with hybrid methods have also been explored for landslide
forecasting [13]. The paper harnessed MGGP to build a forecast
method for landslide displacement without prior knowledge of
the nonlinear model’s structure. Bootstrap-based generalized
neural networks (Bootstrap-GRNN) have been utilized for
interval prediction of displacements [14]. Kanungo et al.
exhibited an integration model, combining with NN, fuzzy logic
and likelihood concepts to forecast landslide occurrence [15].

Regrettably, the majority of current landslide prediction
methods remain deterministic, falling short in providing
meaningful insights into the uncertainty surrounding their
predicted values. This significant limitation restricts the
practical application of landslide forecasting in stochastic
decision-making and analytical frameworks. EEMD [16]
addresses the mode mixing issue by introducing finite noise,
effectively eliminating it while preserving the physical
uniqueness of the decomposition. On the other hand, SBL [17]
leverages a parameterized prior to favor models with sparse
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nonzero weights. Drawing inspiration from Yang et al.’s idea
[17], we introduce a novel hybrid approach, EEMD-SBLMK,
which combines EEMD and SBL. This approach generates
probabilistic prediction by assessing the probabilistic
distribution of weights linked to Gaussian kernel functions.
Finally, the last section summarizes our findings and discusses
potential avenues for future improvements.

Il. THEORY

A. EEMD

EMD is a technique that exhibits great adaptability and
efficiency in decomposing complex, nonlinear, and unstable
signals. It leverages the HHT to accomplish this. The
introduction of the IMF concept marks a pivotal innovation in
EMD, as each IMF encapsulates the unique local information
embedded in lots of data sheets.

Utilizing EMD allows for the decomposition of any
sophisticated temporal datasets into multiple IMF components,
along with a residual component that encapsulates the primary
trend of data. IMFs adhere to certain criteria, which are as
follows:

1) The total count of extreme points, including both peaks
and valleys, should match how much zero crossings in
the entire data-set, with a maximum difference of one.

2) For a specific point, the average value of the envelope
formed by the local peaks and troughs should be zero.

Despite its strengths, EMD also exhibits certain limitations.
A significant challenge arises from mode mixing, which occurs
when signals of diverse scales coexist within a single IMF, or
conversely, signals of identical scale are distributed across
various IMFs. Tackling this problem, a novel method known as
EEMD was introduced, which incorporates noise-assisted
analysis (see Fig. 1). The EEMD approach could be summarized
as:

Step 1: Augment the original signal series with white noise.

Step 2: Employ the EMD method to decompose the signal,
incorporating the incorporated white noise, into its constituent
IMFs.

Step 3: Execute the previous two steps repeatedly,
introducing a fresh white noise with each iteration.

Vol. 15, No. 5, 2024

Step 4: Compute the average of the corresponding IMFs
from all decompositions to arrive at the final IMFs.

Step 5: Calculate the mean of the corresponding residue
components across all decompositions to determine the final
residue, as shown in Eqg. (1) to Eg. (3).

imf,, +imf,, +---+imf,

IMF, = 1

1 N ()

IME, = imf,, +imf,, +---+imf, 2
N

Re — Re,+Re,+---+Re, 3)

N

B. Mutual Information (MI)

Input selection serves as a crucial aspect in the development
of any neural network. It holds a crucial position in ascertaining
the precision of the model’s forecasts. Furthermore,
incorporating irrelevant inputs can significantly impact the
precision and reliability of the neural network.

The Mutual Information (MI) [20, 21] between random
variable X and random variable Y, is a measure that quantifies
the shared information between them, as shown in Eg. (4).

Exy (%)
& ()& (Y)

where, &, (X) and &, (Y) represent the the individual
probability density functions of variable X and variable Y,
respectively, while &y y (X, Y) denotes their joint probability

density function. Considering the restricted quantity of data
accessible for this research, we employ the kth nearest neighbor
approach, as described in studies [12-16], to assess MI. This
evaluation method is particularly suitable for small datasets.
Based on the recommendations in references [12-16], it is
advisable to set k to a value between 2 and 4. Given the small
size of our data sample, we have chosen to set k equal to 3 in
this paper.

MI = ” Sxy (X, y)log[ ]dxdy 4)

e

\

Add White noise 1 Signal IMF,;
Target o
Signal Add White noise 2 Signal IMF, Reconstruction
- (]
LA Decompose
\ Add White noisen Signal RESIDUE j
Fig. 1. EEMD.
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C. Sparse Bayesian Learning (SBL)

The SBL model, alternatively known as a relevance vector
machine, exhibits excellent adaptability for forecasting non-
stationary random variables. This is due to its straightforward
modeling of probabilistic quantity changes [17]. Fundamentally,
SBL adopts a Bayesian viewpoint for kernel-based forecast
models, capitalizing on a distinct prior for parameters that
encourages sparsity in the prediction function.

Commonly, in a GR context, the correlation concerning the
desired value t, and the input vector X, can be formulated as

follows:
t,=y(x,;0)+¢, (5)

where, a)z[a)o,a)l,a)?_,---a)r] represents the weight

vector that needs to be determined. On the other hand, &,

represents the forecast error, which follows an independent and
identically distributed normal distribution with a mean of N (0,

o?). Furthermore, Y, follows a normal distribution, with its
mean value designated as f (Xn ; a)) and its variance designated

as g2.

Utilizing the kernel method, y(Xn;a)) can be formally
defined as:

y(xn;a))=a>T<I>(xn)=aJ0+§:a)iK(xn,xi) (6)
i=1
where, ®(x,)=[L KX, %), KX, )] + K(%%)
signifies the Gaussian kernel function, and M denotes the total
count of such kernel functions employed. Given the inherent
nonlinearity of K(X,,X ), the model effectively captures and
expresses nonlinear complexities with ease.

Recalling our earlier discussion, the joint distribution of
target values t=[t1,t2,---tN], pertaining to N independent

groups of sampling data, can be formulated based on the
distribution of t as follows:

_N 1
p(t|a), o’ ) =(2707) 2 exp{—

207

It —<Da)||} o

where, @ =[gp(x,),@(X,),--@(x,)]" .

Employ the process of maximizing the likelihood function,
which signifies the likelihood of observing the provided data
given the assumed model, to estimate @ and 5%, but it may

have over fitting phenomenon. Then to avoid it, we use the
mandatory additional prerequisites to some parameters, based

on Bayesian theory then define @ function, normal distribution:

p(a)= lﬁ[Gamma(aci |a,b) (®)

i=0
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p(B)=Gamma(p|c,d) ©)
where, 8 =0c?.

Gamma(a|a,b) =I'(a) *b*a*'e™ (10)

Then, T'(a) =J.:ta‘1e“dt, parameters a , b, ¢, d have no

prior knowledge, values are small, a=b=c=d=10-4. Then, it can
obtain uniform hyper parameters a=b=c=d=0.

Under bias framework, the prediction is based on the training
data @ , @ , o-® posterior distribution. According to Bayesian
formula:

p(t|a>, a,0%)p(w,a,0%)
p()

But, the above formula ride is hard to solve up, the left
formula can be decomposed into:

p(a),a,02|t)= (11)

p(@.a.0’[t) = ploft.a.0”) pa o [t) (12)

Through the above analysis, the original problem is
decomposed into two steps to solve:

2
1) Compute &, O under t posterior distribution.

2
2) Compute @ under &, O | t posterior distribution.

In practice, to simplify the calculation, Dirac distribution
S(aye,0°yp) @s @ under o, g2, t posterior distribution:

[ptt|er,0®) = [p(t|,0°)p(0|a)de (13)

_P(tje,0*)p(@|e)

p(co|t,a,d ) p(t|a,o-2)

(14)
After the model parameters are obtained by training data,
new input vectors x*, target value t* distribution density:

p(t.[t) =j pt.|o a,c?)p(|,a,0%)dadads?  (15)
RVM regression model o’
0% =07, + DT (X)FD(X.) (16)

Finally, the main problem @, and &%, , the maximum
likelihood estimation method.

I11. FORECAST MODEL AND ANALYSIS

In the RVM [18] model training, it assumed that there exist
no errors in the historical data of each sample. And it used eight
kernel functions respectively in Eq. (17) to Eq. (22).

1) Gaussian
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G(x,x) = exp(—u) (17)
O
2) Cauchy
1
Ca(x,x) = ————
A = o x ] (18)
3) Cublic
C(x %) = (@2 x—x )2 (19)
4) Bubble
B(X, Xi) = _M (20)
(o2
5) Laplace
L(X,X,) = exp(—M) (21)
o
6) R-distance
R(X, %) = exp(—M) (22)
O

The landslide data, presented as a time series, typically
exhibit nonlinear and non-stationary characteristics. To address
this, we adopt an approach that combines decomposition and
ensemble techniques. Specifically, we utilize the ensemble
EEMD method to decompose three distinct types of landslide
data. Three sets of sequences are obtained, the correlation
between three groups of sub sequences and landslide
displacement was calculated, and the best correlation group was

Vol. 15, No. 5, 2024

selected as SBL parameters. Then, different kernel functions
with each selected parameters are used to compute. Using
distinct kernel functions in a mixed kernel model for landslide
prediction offers benefits in terms of enhanced model flexibility,
improved feature representation, enhanced prediction accuracy,
robustness and generalization, as well as increased
interpretability and understanding of model decisions. Based on
the minimum number of computed RVM rules, it can obtain one
selected parameter corresponds to one kernel function.
Moreover, EEMD-SBLMK used selected kernels functions with
corresponded input parameters to gain the final predicted results
by assembling.

There several steps for EEMD-SBLMK:

1) All data (including displacement reservoir level and
rainfall) are decomposed using EEMD into n IMFs and
one residual function Residue (t) (see Fig. 2).

2) Use MI method to choose strong correlation between the
IMFs component and displacement, and then it can
decide the input parameters of EEMD-SBLMK (see Fig.
3).

3) Each selected IMFs component to be trained by different
kernels functions, which can be predefined based on
domain knowledge or determined through a data-driven
approach, where different kernels are tested to find the
optimal combination.

4) According to the minimum number of computed RVM
rules, it gets some computed rules between kernel
functions and selected parameter.

5) The final predicted result presents the sum of each
subsequence prediction value of IMF and residual
function Residue (t) with corresponded kernel function.

s

IMF,
IMF,
. Decompose
Displacement by EEMD
IMF,

\ RESIDUE

~

Remove IMF,

Mlvs—pm.mrl

Compute MI between

IMF, and IMF;_,, Mlpipicanee, nary

MIpipiucanas, ar, /

Fig. 2. Decomposed by EEMD.

/

lMFdspl«M SBLI
IMF;nem SBL,
lMchvotkv-l SBL,,

= Results

Fig. 3. EEMD-SBLMK.
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IV. APPLICATION OF EMMD-SBLMK ON LANDSLIDE
PREDICTION: A CASE STUDY

A. Dataset

In this paper, we endeavor to introduce the EMMD-SBLMK
approach for elucidating significant nonlinear relationships
among diverse parameters pertaining to a practical geotechnical
problem. All experiments conducted in this study were executed
on the MATLAB 2013 platform. Given the uncertainty,
instability, and intricate nature of landslides, their formation
remains highly elusive. This complexity encompasses factors
such as loose loess material susceptible to sliding, variations in
reservoir levels, rainfall patterns, intricate geological formations,
precipitation, and anthropogenic engineering activities, among
others.

The landslide is very complicate, and some data about
landslide are extremely difficult to collect or measure. So, we
cannot analyze all collected data. All data have internal relations,
not a single existence. Actually, scholars devote to study
landslide based on two sides. Some scholars pay some interest
in inter factor like mechanics, the other scholars are pay
attention to numerical value. Then, the data of displacement,
reservoir level and rainfall were collected to study landslide like
[12-14]. Given the computational intensity of the EMD-SBLMK
algorithm, a practical application was conducted by selecting the
LSJ landslide at monitoring point 24 in the Three Gorges
Reservoir area of China as a test case (see Fig. 4).The inclusion
of mixed kernel functions in EEMD-SBLMK enables the model
to effectively capture diverse patterns and features in landslide
displacement data, enhancing generalization, robustness,
interpretability, and overall modeling performance. Monitoring
data about displacement and reservoir water level (see Fig. 5)
and (see Fig. 6) are date from April 6, 2009 to May 25, 2011 at
time interval six days. Monitoring about rainfall data (see Fig. 6)
are date from April 6, 2009 to June 16, 2010 at time interval six
days. The left data about rainfall data are recorded 0.

Fig. 4. LSJ landslide.
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Fig. 6. LSJ rainfall and reservoir level.

The SBL method departs from ANNSs in its requirement for
equal-length training and prediction datasets, focusing on
maintaining a balance between capturing complex patterns for
model expressiveness and ensuring good generalization to
unseen data. Consequently, we divide the entire dataset evenly
into two parts to establish our prediction model. The dataset is
bifurcated for analysis, with 50% allocated to the first group for
model construction and the remaining 50% reserved for
landslide displacement predictions. Additionally, we restrict the
minimum number of time delays for input parameters to 10. Our
EEMD integration totaled 100 iterations, augmented with 0.2 of
white noise. This technique facilitates the decomposition of
initial landslide displacement, reservoir water level, and rainfall
time series. Specifically, displacement and reservoir water level
series are broken down into five finite subsequences (IMF) and
a residual function, while rainfall series yield four IMF
subsequences and a residual function. The decomposition
outcomes are graphically represented in Fig. 7, 8, and 9.
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Fig. 9. EEMD decomposition of rainfall.

The choice of input parameters is critical to the outcome of
the prediction, where we compute the correlation between each
subsequence and the original displacement by M1 (see Table I).
In Table I, C represents for category, DD represents for
displacement, RL represents for Reservoir Level, RR represents
for Rainfall. According to the value MI between original
displacement and component decomposition in Table I, we
chose seven values as input to build model, such as displacement
decomposition IMF3, IMF4, IMF5, residual, reservoir water
level IMF4, IMF5, and Residual. The value MI between original
displacement and decomposition of Rainfall are the same, also
is lowest among three values. So the rainfall is not as inputs in

the paper. The process of selecting sub-series for forecast model
construction involves segmenting the data-set based on relevant
criteria to represent key patterns and features, ensuring a
balanced representation of training and testing sub-series.

TABLE I. CALCULATE THE MI VALUES
C IMF1 IMF2 IMF3 IMF4 IMF5 RESIDUE
DD 0.0739 | 0.1360 | 0.5523 | 1.1587 | 1.5003 2.7303
RL 0.1114 | 0.1168 | 0.2243 | 0.3214 | 0.3795 0.4800
RF 0.1163 | 0.1163 | 0.1163 | 0.1163 | 0.1163 0.1163
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B. Analysis and Results

Then we choose eight kernel functions to train each input
separately, and compute the number of RVM. Each input
parameter use eight kernel functions to compute. According to
the minimum number of computed RVM rules, each input
parameter can choose best kernel function. That is mean each
input parameter have own kernel function to compute. The
model uses many different kernel functions to build. In Table II,
D, E, F, G, H, I, J stand for displacement decomposition (IMF3,
IMF4, IMF5, Residual), reservoir water level (IMF4, IMF5,
Residual). 0 cannot be computed by kernel functions, other
number means that can be computed by kernel functions and the
number of kernel functions. Each variable selects different
kernel functions as much as possible base on least number of
using RVM.

The symbols A through G correspond to various kernel
functions: A represents the Gauss, B the Laplace, C the R, D the
Spline, E the Cubic kernel function (chosen twice), F the Cauchy
kernel function, and G the Thin-plate spline (TPS) kernel
function. In Table II, all data set can be computed only by two
kernel functions. One is Cublic, the other is Bubble. Because the
prerequisite of SBL is that the array of Hessian should be
positive definite. Then it can be decomposed by Cholesky. Then,
in this paper, we use hybrid kernel models, Cublic kernel model

Vol. 15, No. 5, 2024

The findings pertaining to three distinct kernel functions are
presented in Fig. 10, Fig. 11, and Table III. Fig. 10 illustrates
that the predicted values deviate slightly from the actual values.
Notably, the first 38 data points utilizing the hybrid kernel
function align most closely with the original data, followed by
the Cubic kernel function for the remaining data. While the
Bubble kernel function exhibits a similar trend to the hybrid
kernel, its performance is inferior. In Fig. 11, the relative values
of these three methods mirror the patterns observed in Fig. 10.
Notably, the hybrid kernel function averages the best prediction
results among the three methods.

In addition to these metrics, we computed four additional
values for the three kernel functions: MAE, RMSE, R, and the
number of RVM. The evaluation criteria for MAE, RMSE, and
the number of RVM variables favor lower values, whereas a
higher value is preferred for R. The hybrid kernel function
achieved the minimum values for MAE, RMSE, and the number
of RVM, while attaining the maximum value for R. According
to the current evaluation standards, the hybrid kernel function
demonstrates superior predictive performance. The hybrid
approach involves selecting the most appropriate Kkernel
calculation for each variable, thereby leveraging the unique
characteristics of each kernel.

and Cholesky kernel model to build our model. TABLE L COMPARISON OF THREE METHODS
Method MAE RMSE R RVM
TABLE II. 8 KERNEL FUNCTIONS FOR EACH COMPONENT Cublic 266.8843 273.5266 0.9873 42
Category A B C D E F G Bubble 280.1885 286.6568 0.9593 204
Rvm-Gauss 5 7 2 7 7 3 0 Hybrid 244.6038 247.7012 0.9710 38
Rvm-Cauchy 0 15 0 52 45 e ‘ . ‘
Rvm-Cublic 5 7 8 6 |5 2 6 ol | oo Wf
Rvm-Bubble 5 |52 |52 |52 |20 |28 |23 B )
Rvm-Laplace 18 5 45 29 6 48 0 ]
RvmR 18 (49 |2 |28 |7 0 .l =
Rvm-Spline 3 7 0 2 0 15 i "I
RVM-Tps 2 44 |4 49 |7 0 1"

Measuring the quality of algorithms involves various
commonly employed methods, including the Relative Error
(RE), Root Mean Square Error (RMSE), Mean Absolute Error
(MAE), and Correlation Coefficient (R), as shown in Eq. (23) to
Eq. (26).

Y/\l_Yi‘
rRe~ Ll (23)
Y,
RMSE = \/%i (Xtexti ~ Xeeali )2 (24)
1
MAE = EZ'Xtesti - Xrea|i| (25)
" (%=X — )
z" (26)

R= — —
\/Zinzl(xi _X)zzin:l(yi - y)2
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Fig. 10. Three methods predictive values.
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Fig. 11. Three methods relative values.
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V. CONCLUSION

Employing the principles of decomposition and ensemble,
we commence by decomposing three distinct types of landslide
data using EEMD methods. This decomposition results in three
separate groups, each containing multiple subseries.
Subsequently, we utilize mutual information (MI) to assess the
correlation between each subseries and landslide displacement,
enabling us to identify potential input variables for our forecast
model. Next, we select specific subseries to construct forecast
models using support vector regression with mixed kernels.
Ultimately, the results of these predictive models are combined
to reconstitute the initial landslide displacement sequence. To
showcase the potency of our model across varying kernels, we
provide a case study centered on the LSJ landslide monitoring
site ZJG24 in the vicinity of China Three Gorges. The EEMD-
SBLMK method we introduce is notably beneficial due to its
suitability for single-step-ahead (SS) forecasts in real-world
situations. Additionally, it possesses the capability for precise
multi-step-ahead (MS) forecasts down the line.
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Abstract—With the deep integration of industrial Internet of
Things technology and artificial intelligence technology, the
material robot has been widely used in the Internet of Things
workshop. In view of many complex factors such as real-time
dynamic change and uncertain condition in workshop, this paper
proposes to realize workshop adaptive scheduling decision with
component layer construction and SPMCTS search method with
real-time state as the root node. This method transforms the robot
scheduling problem into a Markov decision process and describes
a detailed representation of workshop states, actions, rewards, and
strategies. In the real-time scheduling process, the search method
is based on the artifact component layer construction, and only
considers the state relationship between two adjacent groups, so
as to simplify the calculation difficulty. In the subtree search,
SPMCTS is applied to search the real-time state as the root node,
and the extension method and shear method are applied to
conduct strategy exploration and information accumulation, so
that the deeper the real-time state node in the subtree, the more
the optimal strategy can be obtained quickly and accurately.
Finally, the effectiveness and superiority of the proposed method
are verified by real case simulation analysis.

Keywords—Industrial Internet of Things; mixed flow workshop;
robot; Markov decision-making process; SPMCTS

. INTRODUCTION

In this paper, the performance detection of the robot in the
modern factory needs to be optimized, combined with the design
of monitoring software, the diversified communication mode;
under the premise of data transmission stability, efficient,
remote and low-cost transmission wireless network, based on
data transmission [1, 2] under TCP / IP communication protocol,
remote control terminal design under 3G network, and unified
database management. Utilizing optimization algorithms such
as genetic algorithms, particle swarm optimization, or simulated
annealing to solve complex scheduling problems. These
algorithms can be applied to minimize makespan, reduce idle
time, and balance workloads in the workshop. Mathematical
modeling techniques like queuing theory and Markov chains can
also be used to analyze system dynamics and predict
performance metrics such as throughput and cycle time.
Furthermore, statistical methods such as regression analysis and
hypothesis testing can help evaluate the impact of scheduling
strategies on productivity and efficiency. The current stage of
Internet of Things (loT) application, both domestically and
internationally, is in the developmental phase. However, the
establishment of an 10T framework based on the robot testing
system remains imperfect. In this context, a more economical
and effective approach is required for robot testing. Utilizing

high-precision sensors, employing digital output data
acquisition methods, and leveraging Ethernet transmission can
effectively capture measurement results. This facilitates the
enhancement of robot performance parameters, particularly in
modern  factories  where  simultaneous  multi-station
measurements are common. Establishing a multi-node base
station within a regional wireless network enables data
transmission to a centralized database server terminal,
facilitating remote detection and data analysis, which holds
significant importance. 10T enables seamless connectivity
between devices, machines, and systems, facilitating efficient
communication and coordination in dynamic manufacturing
environments. By leveraging 10T technologies, such as sensor
networks and cloud computing, the proposed method can gather
real-time production data, optimize scheduling decisions, and
dynamically adjust to changing operational conditions. This
integration of IloT enhances agility, flexibility, and
responsiveness in robot scheduling, ultimately improving
productivity and competitiveness in industrial settings. Robot
parameters including current, tracking error, torque, speed for
mostly need technicians’ site real-time acquisition, and in the
environment of the Internet of things, using the 3G network and
network operators, remote monitoring robot, to real-time
understand the running condition of the robot, alarm, etc.,
improve the safety and efficiency of field operation. Connecting
everything to the same network through a communication
device. This is our most basic definition of the Internet of
Things. The Internet of Things is a relatively broad concept, its
related technologies are more comprehensive, the most typical
is the radio frequency technology, it is the characteristics of the
initial Internet of things, other there are sensing technology,
electronic technology, communication technology and so on. At
first, the application of RF technology was more mainly in the
food transportation industry, but the inclusiveness and
scalability of its technology are also applicable to the industrial
field. More and more products are using connected to their
enterprise networks for [3, 4], especially in the robotics industry.
The concept of “the Internet of Things” was established in 2005,
organized by the ITU, at the Information Society Summit held
in Tunisia. ITU detailed the features of the Internet of Things,
introduced the design technology, and analyzed the market
opportunities and pressure challenges as shown in Fig. 1.
Integrating deep learning algorithms for intelligent scheduling,
leveraging big data analytics to optimize production efficiency,
designing smart sensors for real-time monitoring and feedback,
researching machine learning models to streamline workflows,
and developing intelligent control systems to enhance
autonomous decision-making. These works can be scientifically
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validated through empirical research, simulation modeling, and
case studies to demonstrate their effectiveness in improving
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Fig. 1. Communication technology diagram.

In the field of communication and even the whole field of
information technology, the of Things has become an inevitable
development trend, not only affecting the field of
communication, but even the whole field of information
technology. Each figure should be accompanied by concise yet
informative captions to provide context and aid comprehension.
Additionally, ensuring consistency in design elements, such as
color schemes and labeling conventions, contributes to the
overall clarity and professionalism of the figures. By improving
the quality of figures and providing clear explanations, readers
can better grasp the complexities of the proposed methodologies
and results. In terms of promoting social progress, the Internet
of Things industry has promoted industrial upgrading. With
Japan, South Korea, the United States, the European Union and
other developed countries and regions, they have been at the
forefront of the world of Internet of Things research. Japan’s
Internet of Things technology has been able to respond to
disasters, apply in security management, public services and
other fields, and advocate mobile payment [5, 6] in large-scale
commercial use. In South Korea, cloud computing is an
important platform for massive information processing of the
Internet of Things, and its technology development has greatly
promoted the development space of the Internet of Things. In
terms of Internet of Things research, the United States has a
great advantage, and many universities and research institutes
have done a lot of research on wireless sensor networks. The
current research method was chosen for its ability to address the
dynamic scheduling challenges posed by lloT-enabled mixed
flow workshops. Unlike traditional methods, which often rely
on static scheduling approaches, the proposed method leverages
real-time data from interconnected devices to adaptively allocate
tasks among robots. This real-time adaptability is crucial for
optimizing production efficiency, minimizing downtime, and
responding to changing manufacturing demands swiftly. By

comparing with traditional methods, the superiority of the
proposed approach in terms of flexibility, responsiveness, and
overall operational performance can be clearly demonstrated.
The current paper lacks a coherent introduction that clearly
outlines the purpose, scope, and significance of the research. To
enhance the quality of the paper, the authors should provide a
concise overview of the problem addressed, the methodology
employed, and the primary contributions of the study.
Specifically, in the context of adaptive scheduling of robots in
the mixed flow workshop of the industrial Internet of Things
(110T), the introduction should emphasize the critical need for
efficient scheduling methods to optimize production processes
and resource allocation in dynamic manufacturing
environments. Furthermore, it should highlight the importance
of integrating lloT technologies with industrial robotics to
enable real-time monitoring, data analytics, and adaptive
decision-making, thereby enhancing productivity and
efficiency. Over the past ten years, it has made great progress in
wireless intelligent sensor network communication technology,
micro sensor and many other Internet of Thing’s technologies,
and has certain technological advantages. The Internet of Things
technology has received more and more attention in China.
Some major domestic engineering enterprises and scientific
research institutions have participated in the research and
development of the “monitoring system”, on behalf of Xugong
Machinery Group, Sany Heavy Industry and Tiangong
Machinery Research Institute. At present, the monitoring system
has been partially completed for the field operation equipment,
and intelligent transformation. The next step will be a simulation
demonstration for the practical application of the project that
need to be monitored. The motivation behind the proposed work
lies in addressing the evolving needs of modern manufacturing
facilitated by the Industrial Internet of Things (IloT). Research
gaps exist in the realm of adaptive scheduling for robots in
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mixed flow workshops, where traditional static methods fall
short in meeting dynamic production demands. The objective is
to develop a robust scheduling framework that harnesses I10T
capabilities to optimize task allocation, minimize delays, and
enhance overall productivity. This research aims to bridge the
gap between traditional scheduling methods and the
requirements of agile, loT-driven manufacturing environments,
ultimately ~ improving  operational  efficiency  and
competitiveness. However, the development technology of
domestic monitoring system is not mature, and there are still the
following problems: single function: the research of the system
is still in the exploration stage, the product function is not
perfect, the remote communication function cannot be realized,
the real-time is not high, low efficiency is poor, cannot meet the
higher requirements of system design. Due to the limitations of
the communication equipment, the data acquisition device in the
system saves the collected data to the built-in or external
expansion memory of the micro controller, which requires
additional configuration of terminals for docking analysis. This
brings great inconvenience to debugging and maintenance, and
the storage equipment capacity is limited, and also costs a lot of
maintenance costs, the security and reliability of the system
remains to be discussed. And the content of the relevant
technical field, the country has not made the relevant standards.
The development situation of foreign countries, take the “remote
service” proposed by ABB as an example [7, 8]. The concept
was proposed for the robot to alarm to its own failure.During the
simulation phase of the research work, the authors may have
made assumptions regarding the deterministic nature of robot
motion and ignored sensor errors, environmental changes, and
fault conditions. These assumptions could lead to deviations
between simulation results and real-world scenarios, affecting
the credibility and practicality of the study. Therefore, the
critiqgue should involve a thorough analysis of the rationale
behind these assumptions, their impact on research findings, and
suggestions for potential improvements to enhance the accuracy
and fidelity of the simulation.

Il.  REPEATED POSITIONING ACCURACY TEST SYSTEM FOR
INDUSTRIAL ROBOT

A. System Architecture

The repeated positioning accuracy of the robot refers to the
ability of the robot to repeatedly reach the specified command
or teaching position. The results are affected by the control
system, surrounding environment, transient corresponding
conditions of the system, wear of parts, etc. The numerical
measurement is helpful to optimize the structure and control
mode of the robot and improve the operation ability of the robot.
In the manufacturing and production of industrial robots, it is
necessary to detect the repeated positioning accuracy of finished
robots. At present, most laser tracking instrument is used for
detection. The laser tracking instrument has high measurement
accuracy and many measurement functions. However, in the
measurement process, the tester needs to track the operation in
real time and record the measurement data in real time, and the
end needs the robot to accurately [9, 10] with the tracking
instrument. The final measurement data needs to be processed
by the tester, so only the robot can be tested at a single station.
The equipment cost of laser tracker is high, and a certain
software service fees paid every year. The equipment is only
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suitable for the research and development of industrial robot,
and is not suitable for the testing application of industrial robot
mass production. In view of the above problems, this paper
proposes a test system with low cost, simple operation,
simultaneous MultiTaction measurement, and certain data
processing system.

The industrial robot repeated positioning accuracy test
system is mainly composed of the test system mainly composed
of detection device, data acquisition device and data processing
terminal. The detection device measures the spatial position of
the robot end with the displacement laser sensor; the data
acquisition device connects the controller and the sensor in serial
port and preliminarily processes the data. Fig. 2 shows that the
standard protocol based on OPC communication transmits the
data to the terminal through the wireless device, generates the
data report, displays the real-time curve of measurement, obtains
the final measurement value, and completes the whole
monitoring process [11, 12].

The detection device is composed of three laser sensors fixed
on the mounting bracket. The three coordinates of X, y and z in
the simulation space are used as the reference coordinate system
to determine the end position of the robot. The acquisition signal
is transmitted to the small controller by the control unit through
the interface of the RS232. There are relevant touch screen
devices and wireless devices at the test site, which can receive
and view data remotely. The final data terminal processes the
data, displays and analyzes the data, and equipped with relevant
output equipment to save the final result. The measurement
method adopts the traditional measurement method, which
teaches the robot to reach the specified position in the space, and
lets the robot run the command position repeatedly, measures
the position value of each time, and makes relevant records and
processing. The final collected data is remotely transmitted to
the terminal server through the wireless device, and the data is
viewed on the display screen to observe the real-time images.
The detection part of the system adopts the contactless
measurement method, so the laser sensor is used to measure the
end position of the robot. The principle of triangulation is the
basic principle of the laser sensor. The detection head emits the
visible red laser to the surface of the measured object [13, 14],
the sensor will receive the laser reflected by the object, and the
internal CMOS signal amplifier will process the reflected light.
When the target object changes, the position of the light
presented on the CMOS moves. The amount of change of the
target is determined by detecting the light position. At the same
time, the control unit will calculate the beam position of the
original, and output the corresponding value randomly. The
sensor of this system has a resolution of 1 p m and a repetition
rate of 2 p m. The fixed displacement sensor device is an
adjustable bracket. The adjustable bracket can adjust the height
position in the sensor space. The bottom of the bracket is
equipped with universal ball and adjustable foot cup, which is
easy to move the whole bracket and fix the bracket position, so
as to measure the repeated positioning accuracy of the robot
moving to different points in the space. The sensor is mounted
on the bracket, so that the projected light is vertical to each other
in space, which can be compared to the three-dimensional
coordinate system of space. When measuring, by controlling the
position of the robot to reach the axis of the sensor. In addition,
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to ensure that the laser can be projected at the end of the robot,
rectangular block loads are installed at the end of the robot. This
kind of load has three different vertical sides, which can ensure
that the laser can illuminate vertically. Table I shows that Key
Considerations for Adaptive Scheduling in 1loT Robotics.
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However, the laser accuracy of the sensor will show different
changes due to the influence of different irradiation surfaces, so
the ceramic measuring sheet [15, 16] is installed on the load
surface to ensure that the accuracy of the sensor reaches the best

state during measurement.
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TABLE I. KEY CONSIDERATIONS FOR ADAPTIVE SCHEDULING IN 10T ROBOTICS
Challenges Description Solutions Benefits Implementation
Dynamic Workload | Variations in task demands require | Dynamic task allocation - R Real-time monitoring and
ynar . - IS req ynal Optimized resource utilization. A 9
Variation adaptive scheduling algorithms. algorithms. adjustment.

Quick processing of sensor data and

Real-tlme Data task updates is crucial for efficient Edge_ computing and Red_uped Ia_tency and faster Integratl_on_ of Al glgorlthms

Processing scheduling real-time analytics. decision-making. for predictive analytics.

Interoperability  of | Compatibility  issues  between Standard_lzat_lon of Seamless data exchange between | Integration of loT middleware
- . . communication - p

10T Devices different 10T devices and platforms. protocols devices. solutions.

Optimization of
Energy
Consumption

Efficient scheduling to minimize
energy consumption and
operational costs.

Energy-aware

scheduling algorithms.

Reduced energy bills and

environmental impact.

Integration of smart energy
management systems.

Integration with
Existing Systems

Integration challenges with legacy

systems and equipment. legacy

integration.

Middleware solutions for
system

Retrofitting and API
development for legacy system
compatibility.

Improved system interoperability.

B. Architecture Design

This system uses the B & R X20 series compact small
controller. The task cycle of X20 can reach 200us, the
instruction cycle can reach 0.01us, and X20 can be installed on
the commonly used guide rail, which is fully distributed 1 / O.
The corresponding communication interface for the data
collection of the system is RS232 serial communication. RS232
communication is suitable for communication in the range of 0-
20000 bit/s. RS232 standard was originally developed by remote
optical communication connecting data terminal device DTE
and data communication device DCE. At present, the connection
between the computer and the terminal, peripherals and other
devices is more widely used. The serial communication mode of
RS232 is separating the system from the traditional sensor

detection data. The traditional sensor data collection is mostly
output by 0-5V or 4 - 20 mA. In the process of processing the
simulated signal, there are calculation errors and acquisition
efficiency, and the accuracy of the data is not high. The sensors
of this system adopt the Keens L series, adopt the pioneering
series networking mode, and the three-coordinate data can be
output by its equipped DL-RS1A communication unit. It sends
instructions to the communication unit through an external
device, and the communication unit automatically returns the
response value. The connection between the controller and the
communication unit belongs to the connection of two DTE
devices. Instead of providing any hardware handshake signal
connection but using the software to control the communication
data flow. The wiring diagram is shown in the following figure:
The transmission communication specification is 115200 bit/s,
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the data length is 8bit, no parity bit, and the stop bit length is
1bit. The instruction code is the transmission code based on ASC
code, which includes reading instructions, writing instructions
and reading and writing instructions. Currently, the data
collection frequency is 50Hz. Add the required sending
instruction to the data collection program, red the corresponding
string data, and convert the final data. The system filters the
median value average of the collected data, which is a common
digital filtering method. This method is suitable for filtering the
signal with random interference, and the fluctuation interference
caused by accidental factors can be effectively overcome to
eliminate the sampling value deviation caused by it. The specific
treatment method is as follows (such as x direction), the median
average filtering method, as the name suggests, is the “median
filter method” + “arithmetic average filtering” method, Take N
points in a sampling period, remove the minimum and maximum
points, and calculate the average [17, 18] for the remaining N-2
data, and the result is used as the effective date of one collection.

I1l.  FACTORY WIRELESS MONITORING SYSTEM FOR

INDUSTRIAL ROBOT DEBUGGING STATION

A. System Architecture

The design of the system follows the principles: complete
functions, stable performance, low cost. Considering field
implementation and subsequent maintenance efforts, the system
needs good scalability and portability. The following are
detailed requirements: according to the actual needs and
technical conditions, according to the site environment, the
design of the system needs to meet the actual production
requirements. It is then initialized on the following basis:
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Its residual values were then calculated, using each
individual Loss function of the sample as the residual value of

Equation (1):
rmi - { }
1

It was then fitted to a CART regression tree to obtain the set
of leaf points. Then update the forecast results as Equation (2):

J
f.(X)= fm—l(X)+Zgomj x |
-1

oLy, F(%))
of (%)

@)
Finally, we get the model of GBDT as Equation (3):
M ]
f= fM(X):ZZ¢mj x|
m-1i-1 (3)

On the basis of ensuring the satisfying function, the cost is
minimized. High reliability and safety are the important basic
conditions of the system. Data collection and storage, the
stability and safety of the equipment, as shown in Fig. 3, all
require the good safety and reliability guarantee of the system.
The system needs to support multiple interfaces for the docking
of different devices to maximize compatibility. The design idea
of redundancy and the added [19, 20] of new concepts and new
functions require the system to have rich scalability. Improve the
level of supervision and comprehensive management.
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Fig. 3. Redundancy design diagram.
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The Pearson’s correlation coefficient between two variables
is defined as the quotient of the covariance and standard
deviation between two variables, Equation (4) display it:

o - cov(x,y) _ E[(x-6x)(y-dy)]
Y xay XXy

4)

The above Equation (5) defines the overall correlation
coefficient, and the Greek lower case letter symbol is commonly
used as the representative symbol. To estimate the covariance
and standard deviation of the sample, Pearson correlation
coefficient, common English small letters represent:

> (xi-x)(%, - )

Ji(xi—ifﬁ(m -y
= = 5)

The F letter can also be estimated by the standard score mean
of the letter sample point to obtain an expression equivalent to
the above Equation (6):

F =

Fo 1 & (xi—x)(yi—y)

m_li Xx Zy

(6)

In order to improve the efficiency and accuracy of the
equipment control, the system should have sufficient
supervision capacity. The background terminal can accept the
production information [21, 22] in time, and can make a
judgment in the first time, effectively reducing the complex
problems on the site. On the basis of ensuring the normal
production of the robot, it can predict the production problems
of the new plant and give solutions in time. On the basis of
reducing the equipment loss, reduce the maintenance cost to
optimize the management. One of the core technologies of the
Internet of Things is the radio frequency technology, and the
most common application of the Internet of Things is to put the
RF label on the product, combined with the Internet technology,
to retrieve and save the product information. At present, radio
frequency technology has been widely used in the modern
manufacturing industry, and industrial robots are naturally
essential.

We can do the statistics according to the following Equation

N:
_d-g

s/ ™

And we award the following Equation (8) as the average of
the paired sample difference:

S
==L _i=1..n

n 8)

t

d

Vol. 15, No. 5, 2024

We can know that the following Equation (9) is the standard
deviation of the sample difference value:

i(di—d)g
| n-1

©9)

Radio frequency technology is RFID, a non-contact
automatic identification technology. The scanning device scans
the product corresponding label [23, 24] by transmitting a
wireless carrier signal to activate the label information. The label
will return the corresponding carrier information and transmit it
to the reader, and the final identifier sends the decoded
information to the command detection device. RFID is the
expansion and application of wireless technology, data
collection breaks through certain limitations, on the basis of
improving the data transmission speed, increase the
transmission flexibility. The monitoring system design is based
on the previous repeated positioning accuracy test system, which
optimizes and expands the collected data transmission mode.
Based on the requirements of factory multi-station testing and
the situation that measured data can be returned at the same time,
wireless transmission is more convenient and the cost is
relatively low. The EPA client is installed at each test station to
upload the collected data as the base station, while the server
terminal in the main control room is equipped with wireless AP
as the main station, so that a wireless network covering the entire
factory can be established. Through this network, the
measurement data can be monitored remotely in real time to
improve the efficiency of data collection and analysis, which is
conducive to the real-time analysis of the online state of the
robot. According to the network structure, the system can be
divided into three layers. To monitor the operation status of the
robot in real time, it is necessary to equip PLC equipment at the
debugging station of the robot to carry out the relevant data
acquisition work [25, 26], and this equipment constitute the data
acquisition layer. The collected data is uploaded to the
background terminal through the WLAN network covering the
factory, and is uniformly stored and managed logarithmically.
This is the data processing layer. Finally, the processed data
analysis disk will form the decision and solution to each
operation terminal, so as to effectively monitor and manage the
sound field and working conditions on the site. This is the data
application layer.

B. System Function Realization

The system data acquisition device is still implemented by
X20 series controllers, and X20 can also be used as a PLC device
for field data collection. Here is mainly to explain the selection
of wireless equipment. The wireless communication equipment
of this system mainly uses phoenix WLAN5100, EPA and other
wireless equipment WLANS5100 is phoenix based on industrial
WLAN network design, aiming to make the production and
logistics process more efficient and reliable. Its design is simple,
reliable, safe and fast, and it is suitable for mobile
communication automation and production system. Data mining
is to extract potentially useful information from the data. To this
end, we write computer programs that screen useful regularities
or patterns in the database to enable our implementation
methods. If you can find some obvious patterns and summarize
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them, it is very useful to predict future data. In the real world,
data is actually incomplete: some are tampered with, others are
lost. Everything we observe is not entirely precise: there are
exceptions to any rule, and there are instances that do not
conform to any one rule. The algorithm must be sufficiently
robust to cope with imperfect data and can extract useful
regularities [27, 28]. In recent years, the database has expanded
rapidly, such as recording the customers’ choice of commodity
behavior as the database, which is bringing data mining to the
preface of commercial application technology. It is estimated
that the growth of data in the world will double every 20 months.
Although it is difficult to really verify this number in the sense
of quantity, but we can qualitatively increase my growth rate.
The world is becoming more and more colorful, and people are
immersed in these massive data, and the vision of insight into
the patterns that constitute the data is placed on the data mining.
Data mining is one of the most advanced research contents of
database system and intelligent technology in recent years. The
potential value of mining and learning data from the large
amount of data and the discovery application rules are our
simple definitions of data mining. The process consists of the
following steps: data cleaning; data integration; data selection;
data transformation and data mining.

The calculation formulas for the final model are Equation
(10):

G(x)=Y G (x)

(10)

Then we set the maximum number of cycles to kmax, and
we evaluated the training results of the learner Ck by Equation

(12):
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Then the weight is shown in Equation (12)
1 1-¢
a, =—xlog—
2 e,
(12)

Data mining technology has different categories according
to the type of mining database, mining knowledge type, adopted
mining technology and application occasions. Usually,
according to the different knowledge types of mining, data
mining can be divided into the following categories: association
analysis, classification, prediction, sequence analysis, cluster
analysis, and isolated point analysis. A very important research
content in the field of data mining is data classification.
According to the collected data, it finds models that can
distinguish and describe different concepts or data, and classify
them one by one according to objective attributes and marginal
conditions. Decision trees, Bayesian methods, neural networks,
genetic algorithms and instance inference are all common
methods used for data classification. The wireless LAN module
in the 510x series shown in Fig. 4 can provide maximum
reliability, data throughput and coverage. WLAN5100
Combining the 802.11n-based standard industrial technology
and the modern multi-input and multi-output antenna
technology, [29, 30]. The three-antenna MiMo technology
significantly increases the stability, speed, and range of wireless
communication. The special function module of WLANS510x is
that it can be configured quickly and easily.
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Fig. 4. Wireless

LAN module diagram.
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Its configuration with WLAN access points is automatically
distributed to all other access points for the WLAN networks
using the cluster management function. Tap the button, the
WLAN client can or can easily integrate into the WLAN
network without configuration due to WPS. Similarly, the
proposed method enables the creation of fault tree models to
analyze various common faults in industrial robots. This
facilitates fault diagnosis by service engineers with extensive
experience in robot after-sales service and maintenance. By
establishing a fault diagnosis system based on fault tree analysis
and expanding it to an expert diagnosis system, the method
enhances fault detection and resolution efficiency. Additionally,
the Ethernet Port Adapter (EPA) serves as a high-performance
industrial wireless LAN device, facilitating network connections
for various industrial equipment and wireless LAN interfaces,
including personal computers, mobile devices, barcode
scanners, and RFID readers.

C. Industrial Robot Remote Service Platform and Monitoring
System

The design of the system is the combination of remote
management and data collection and analysis, auxiliary
industrial robot equipment, achieve more intelligent, more
efficient when the robot to produce a lot of real-time data
collection, unified storage management, and can through
comparative analysis of operational data, auxiliary engineer
judge equipment status, on the other hand using the data mining
algorithm, realize the robot equipment fault prediction such as
intelligent maintenance. The system comprises three main
components: hardware data collector, server-side program with
database, and web page front-end program. A communication
interface for robot remote service platform and a protocol called
Robot Data Acquisition and Remote-Control Protocol
(RDCRCP) based on TCP/IP communication protocol are
designed. RDCRCP specifies communication parameters, data
structure, and message definition, facilitating data interaction.
Stable customer-server communication is ensured by
establishing long TCP connections for data interaction between
devices. The robot master control serves as the server side, while
the SegBox data acquisition device acts as the client side,
initiating TCP connections and conducting one-to-one request-
response interactions. If the client still does not receive the
response after waiting for T seconds, the SegBox should resend
the message immediately. If the SegBox is still not responded
after N-1 consecutive transmission, the transmission request is
stopped. When there is no data interaction on the TCP channel,
the client will continuously send the link detection package to
the robot at every time C to ensure the continuous connection of
the communication. If the response message is not sent after the
waiting time exceeds T second, the link detection package will
be sent again immediately. The TCP connection will break after
more than N-1 times of the non-response.

IV. EXPERIMENTAL ANALYSIS

SPT, LPT and SLACK are introduced here to compare with
the proposed method mentioned in this paper, processing 500
randomly generated tasks in the same environment and
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comparing them comprehensively by completion time and delay
rate. The workshop parameters of 10 randomly generated cases
were optimized by each method, and then the average value was
taken for comparison. See Fig. 5 for the schematic diagram of
the multi-robot scheduling method. We can intuitively see the
comparison results of the five methods under the two indexes of
completion time and delay rate. Compared with SPT, LPT and
SLACK rules, the SPMCTS algorithm decreased by 28.3%,
27.8% and 31.4%, and 70.4% and 42.9%, respectively, while the
delay time decreased by 16.7% and 9.9%, and 38.5% and 22%
compared with AHP and RLVNS and 22%, respectively. It can
be seen that the single SPT, SPT and SLACK rule scheduling
can respond quickly, but its adaptability is poor and the
scheduling quality is difficult to guarantee, and the information
network is established by applying the SPMCTS algorithm to
search and selecting the optimal scheduling strategy to adapt to
the current state of multiple rules, so as to get better solution
quality.

The system software can be divided into two parts, namely
the SPMCTS program developed using python on the
TensorFlow platform and the simulation program developed
with analog software on the Siemens Tecnomatix platform. The
entire simulation program is divided into the following sub-
modules: equipment management, task management, state
management, communication module and scheduling
instruction module. In the production process of simulated
workshop, the equipment management module is responsible for
the information management of processing equipment, robots
and various sensors in the workshop; the task management
module is responsible for the management of all artifacts; the
key information processing module is to process the real-time
equipment and artifact information sent from the equipment
management and task management module. Fig. 6 and sends the
extracted key information to the communication module. he
communication module is to establish a communication network
between the SPMCTS program and the simulation program to
transmit the state information and the scheduling instruction
information in real time. The SPMCTS optimization policy
optimizes the dispatching policy according to the current state
and sends the dispatching policy to the scheduling instruction
module. Finally, the scheduling instruction module performs the
scheduling tasks according to the policy coordination rules and
the robot.

The quality of SPMCTS solution is better than multi-rule
combination AHP method and reinforcement learning RLVNS
method, we can see that compared with multi-rule combination
AHP method, SPMCTS algorithm is more adaptable; however,
RLVNS method only considers the neighborhood search
learning of the first process. Fig. 7 cannot distinguish the
information difference in work piece scheduling between
processes, which has obvious limitations. Therefore, the
simulation results verify the effectiveness and superiority of
applying SPMCTS for multi-robot scheduling in the mixed-flow
workshop under the industrial Internet of Things.
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V. CONCLUSION

This paper introduces three systems: the repeated
positioning accuracy test system of industrial robots, the factory
wireless monitoring system of industrial robot debugging
stations, and the remote service platform and monitoring system
of industrial robots. The repeated positioning accuracy test
system relies on high-precision laser sensors for real-time spatial
position measurement. It enhances traditional analog data
transmission by adopting RS32 digital transmission for
improved stability and accuracy. Additionally, it integrates
wireless equipment transmission to data processing terminal
equipment, facilitating data analysis and monitoring. The data
terminal has a built-in repeated accuracy algorithm, and designs
the relevant monitoring screen and data storage, to ensure that
the test results are justified.

The factory wireless monitoring system of the industrial
robot debugging station is mainly aimed at the monitoring
scheme of the industrial robot production site.For instance,
highlight how the proposed scheduling algorithm significantly
reduced production downtime by optimizing task allocation
among robots. Discuss how the integration of 110T technologies
facilitated real-time monitoring and adaptive decision-making,
leading to improved operational efficiency. Acknowledge
limitations such as the complexity of real-world industrial
environments and the need for further refinement of the
scheduling algorithm. Finally, recommend future studies
focusing on enhancing algorithm robustness, exploring dynamic
scheduling strategies, and investigating the integration of Al for
predictive maintenance in IloT-enabled manufacturing settings.
In addition to the current advancements, future research
directions in the field of adaptive scheduling for industrial robots
could explore the integration of artificial intelligence techniques
for more intelligent decision-making processes. Moreover, the
development of predictive maintenance algorithms could
enhance equipment reliability and minimize downtime.
Furthermore, investigating the integration of advanced
communication protocols and edge computing technologies
could optimize real-time data processing and improve system
efficiency.
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Abstract—Despite advancements in educational technology,
traditional action recognition algorithms have struggled to
effectively monitor student behavior in dynamic classroom
settings. To address this gap, the Single Shot Detector (SSD)
algorithm was optimized for educational environments. This study
aimed to assess whether integrating the Mobilenet architecture
with the SSD algorithm could improve the accuracy and speed of
detecting student behavior in classrooms, and how these
enhancements would impact the practical implementation of
behavior-monitoring technologies in education. An improved SSD
algorithm was developed using Mobilenet, known for its efficient
data processing capabilities. A dataset of 2,500 images depicting
various student behaviors was collected and enhanced through
preprocessing methods to train the model. The optimized SSD
model outperformed traditional algorithms in accuracy and speed,
thanks to the integration of Mobilenet. Evaluation metrics such as
precision, recall, and frames per second (fps) confirmed the
superior performance of the Mobilenet-enhanced SSD algorithm
in real-time environmental analysis. This advancement represents
a significant improvement in surveillance technologies for
educational settings, enabling more precise and timely assessments
of student behavior. Despite the promising outcomes, the study
faced limitations due to the uniformity of the dataset, which
mainly consisted of controlled environment images. To improve
the generalizability of the findings, it is suggested that future
research should broaden the dataset to encompass a wider range
of educational settings and student demographics. Additionally, it
is encouraged to explore alternative advanced machine learning
frameworks and conduct longitudinal studies to evaluate the
influence of real-time behavior monitoring on educational
outcomes.

Keywords—Improved single shot detector (SSD) model;
mobilenet network; class behavior recognition; artificial intelligence

NOMENCLATURE TABLE
Identifier Description
Abbreviations
SSD Single Shot Detector
Al Artificial Intelligence
CNN Convolutional Neural Network
RNN Recurrent Neural Network
LSTM Long Short-Term Memory
GRU Gated Recurrent Unit
Mobilenet Mobile Networks
VGG16 Visual Geometry Group Network 16
DIOU-NMS Distance 'Intersection over Union - Non-Max
Suppression
Symbols
x Input data

Output data

Activation function
Learning rate
Regularization parameter
Parameters of the model
Weight matrix

Bias terms

gm‘ma Q<

el

reek Symbols

Discount factor in reinforcement learning
Difference or error term in calculations
Weight decay factor

N>R

ubscripts

Index for summation
Index in a series or layer
Time step index in sequences

uperscripts

Denotes the previous state in recursive formulas
Denotes next state in progressive calculations

+ || 15 e A

I.  INTRODUCTION

The current higher vocational education reform is
increasingly emphasizing hybrid teaching as the focal point and
direction of development, owing to the rapid advancement of
information technology and the deepening of teaching
information reform. By integrating network information
technology into classroom instruction, it enhanced teaching
quality. This work done by Huang et al. [1] focused on
reforming the Modern Educational Information and Technology
course through both online and offline methods. Through
analysis of 50 questionnaires, it shed light on the efficacy of this
approach. In the realm of education, real-time insights into
student learning were offered by surveillance videos, yet
limitations were faced by current action recognition methods. To
address this, a novel dataset was created from smart classrooms,
notable for its complex backgrounds and crowded scenes. The
solution suggested by Li et al. included an attention-based
relational reasoning module and a relational feature fusion
module, enhancing recognition accuracy. Through rigorous
experimentation, existing algorithms were surpassed by our
model, signaling a new era of action recognition in education
[2]. Trabelsi et al. [3] advocated for Al-powered classrooms that
monitored student attention, even with face masks. Their study
refined the YOLOV5 model, achieving a 76% average accuracy.
They argued this technology empowered instructors to craft
tailored learning experiences, blending tradition with innovation
in education. The paper done by Tran et al. [4] discussed the
application of computer vision in education to monitor and
analyze student behavior. It proposed a new method that used
the movement of students' body parts to identify classroom
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behaviors, with a database of ten actions for method evaluation.
A deep learning model enabled real-time action analysis and
classification, showing effective results in enhancing teaching
by providing feedback for lesson adjustment based on student
engagement.

In their scholarly endeavor, Park and Kwon [5] crafted a
potent educational program that seamlessly integrated artificial
intelligence (Al) into South Korea's middle school free semester
system. Through meticulous preparation, development, and
improvement, they honed a curriculum focused on technology
education's specific needs. Their program, distinguished by its
emphasis on Al's societal impact, ethical considerations, and
problem-solving, yielded remarkable outcomes. Students
exhibited increased interest in technology, aspirations for
technological careers, and enhanced understanding of Al's
implications. Park and Kwon's study served as a beacon,
illuminating the path for future educators to infuse Al into
technology education effectively. In their seminal work, Sharma
et al. [6] highlighted the transformative potential of artificial
intelligence (Al) and machine learning (ML) in education. They
advocated for Al's role in creating personalized learning content,
analyzing student data to enhance teaching strategies, and
automating grading and feedback processes. Through these
innovations, education became more effective, personalized,
and engaging, promising a brighter future for learners and
educators alike.

The detection of students' classroom degrees is based on the
target recognition algorithm, also composed of artificial
intelligence. Testing the students' classroom behavior through
the target algorithm can efficiently determine the total count of
students present within the classroom and have more accurate
statistical results. Face recognition in the class can also be done
in a short time. Combined with the above content, it is highly
feasible to analyze students' classroom behavior through
artificial intelligence.

The crucial enhancement of the quality of education through
the integration of information technology in classroom
instruction is being addressed as technology continues to
advance rapidly. Challenges are faced by traditional action
recognition algorithms in the complex and crowded
environments of smart classrooms. An optimized Single Shot
Detector (SSD) algorithm is presented in this study, specifically
designed to improve the accuracy of detecting student behavior.
Through the incorporation of an attention-based relational
reasoning and feature fusion module, the refined model not only
overcomes the limitations of existing methods but also enhances
the real-time analysis of student engagement. The objective of
our research is to validate this approach by demonstrating its
superior performance in detection accuracy through extensive
testing against traditional models. Valuable insights for the
integration of Al-driven tools in education will be provided by
this validation.

The main Contributions of the present work are as follows:

1) Improved SSD algorithm: Integrated with MobileNet,
specifically designed for dynamic educational environments to
enhance real-time precision and speed in identifying student
actions.
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2) Tailored dataset creation: Consists of 2500 images
showcasing a variety of student behaviors, customized for
training in authentic classroom scenarios.

3) Innovative data processing methods: Incorporates
feature fusion and attention-driven relational reasoning,
enhancing the accuracy and efficiency of behavior analysis.

4) Instantaneous  environmental  evaluation:  The
incorporation of MobileNet elevates the SSD model's capacity
for prompt and efficient classroom surveillance.

This paper is organized as follows: The paper begins with an
introduction in Section 1 and is followed by giving related work
in Section I, highlighting advancements and identifying gaps in
classroom state identification and target detection algorithms,
emphasizing the integration of deep learning in educational
settings. In the Student Classroom Behavior Recognition
section, the development of the enhanced Single Shot Detector
(SSD) algorithm and the creation of a novel dataset are
presented, focusing on data collection and image enhancement.
Also, technical modifications, including low-level feature
enhancements and the transition to a more efficient Mobilenet
model are provided in Section Ill. Section IV outlines testing
conditions and evaluation metrics, compares the model against
traditional algorithms, and Section V presents the results and
discussion on the effectiveness of our optimized algorithm in
real-time student behavior detection and its implications for
educational technology. The paper concludes in Section VI with
a Conclusion, summarizing contributions and exploring future
research directions.

Il. RELATED WORK

A. A Review of the Literature on Classroom State
ldentification

The study of students' classroom state abroad began earlier
than in China. One of the earliest articles on the status of the
classroom for students was published in 1962. Through
searching statistics on the Internet, it was found that foreign
research on students' classroom status was concentrated from
1998 to 2017, among which the research on student
concentration reached a climax from 2006 to 2024.

China lags behind foreign countries in the research of
students' classroom category. Based on the statistical evaluation
of CNKI, the classroom status research of students only covers
about a quarter of the foreign countries; it is also relatively late,
mainly between 2012 and 2024. Much of this literature is about
the research on cultivating students' good classroom state rather
than studying the "classroom state.” With the development of
deep learning in recent years, using deep learning has gradually
appeared to conduct related research on students' classroom
behavior, state, fatigue degree, and other aspects. For example,
Hasnine et al. developed a classroom monitoring system within
the MOEMO framework for online courses, visualizing
students' emotional states. This allowed teachers to intervene
promptly when students were disengaged, improving overall
engagement and concentration, and optimizing instructional
strategies [7].
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B. A Literature Review on Target Detection Algorithms

In their paper, Shuai and Wu [8] introduced enhancements
to the SSD object detection algorithm, integrating Batch Norm
operation for improved generalization and faster training. They
also incorporated object counting functionality into image
recognition within the SSD framework. Their implementation of
a detection system, utilizing Flask and Layui frameworks,
enabled real-time selection and display of detection results on
the front-end interface. Hu et al. [9] presented a novel approach
to sea urchin detection, tackling the shortcomings of the classic
SSD algorithm. Their feature-enhanced method combined
multidirectional edge detection and integration of ResNet 50,
achieving an impressive 81.0% Average Precision (AP) value
an improvement of 7.6% over SSD. Tested on the National
Natural Science Foundation of China's underwater dataset, their
algorithm proved effective in accurately detecting sea urchins,
particularly small targets, heralding a new era in autonomous
aquatic exploration. Yan's [10] research focused on the ever-
evolving field of computer vision-based motion target detection
and tracking. Through the enhancement of traditional
approaches and the introduction of novel fusion techniques, Yan
was able to increase detection accuracy by 2.6% without
compromising real-time efficiency. By carefully adjusting
parameters, the system attained both stability and precision,
marking a significant advancement in the realm of surveillance
and interaction technologies.

Liu's research [11] introduced a transformative method for
evaluating the learning progress of English students in higher
vocational colleges. By enhancing the Single Shot MultiBox
Detector (SSD) algorithm, Liu expanded the capabilities of
detection and improved its accuracy. The approach utilized
Multi-Task Convolutional Neural Networks (MTCNN) and
multi-level reduction correction, resulting in promising
outcomes. The mean deviation was below 1.5, and the accuracy
exceeded 90% across various student behaviors. Liu's work
exemplified the fusion of academic inquiry and technological
innovation, providing a practical solution for precise and reliable
assessment of student's status in educational environments. In a
similar study, Zhang and Xu [12] creatively combined deep
learning algorithms with teacher monitoring data to develop the
MobileNet-SSD, refining English classroom instruction.
Despite initial challenges, their optimization efforts yielded
remarkable results. The algorithm achieved an average detection
accuracy of 82.13% and a rapid processing speed of 23.5 frames
per second (fps) through rigorous experimentation. Notably, it
excelled in identifying students' writing behaviors with an
accuracy rate of 81.11%. This advancement not only enhanced
the recognition of small targets without compromising speed but
also surpassed previous algorithms, promising modern technical
support for English teachers and improving the efficiency of
classroom teaching. Wang et al. [13] introduced C-SSD; an
enhanced small target detection method based on improved SSD
architecture. By replacing VGG-16 with C-DenseNet and
incorporating residuals and DIloU-NMS, C-SSD achieved
superior accuracy, outperforming other networks with an
impressive 83.8% accuracy on the PASCAL VOC2007 test set.
Notably, C-SSD struck a fine balance between speed and
precision, showcasing exceptional performance in swiftly
detecting small targets, marking a significant advancement in
target detection technology. Nandhini and Thinakaran [14]
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proposed a novel approach to object detection, addressing the
challenges of identifying small, dense objects with geometric
distortions. Their deformable convolutional network with
adjustable depths blended deep convolutional networks with
flexible structures, yielding superior accuracy in recognizing
objects. Experimental validation confirmed significant
improvements in accuracy, highlighting the framework's
potential to enhance machine vision capabilities in complex
visual environments.

Cheng et al. [15] addressed the challenge of accurately and
rapidly detecting concealed objects in terahertz images for
security purposes. Their novel method enhanced the SSD
algorithm with a deep residual network backbone, a feature
fusion-based detection algorithm, a hybrid attention mechanism,
and the Focal Loss function. Results showed a significant
accuracy improvement to 99.92%, surpassing mainstream
models like Faster RCNN, YOLO, and RetinaNet, while
maintaining high speed. Their approach offered valuable
insights for the application of deep learning in terahertz smart
security systems, promising real-time security inspections in
public scenarios. Dai [16] proposed an online English teaching
quality evaluation model that combined K-means and an
improved SSD algorithm. DenseNet replaced the backbone
network for enhanced accuracy, while quadratic regression
addressed sample imbalance. A feature graph scaling method
and k-means clustering optimized default box parameters.
Utilizing a dual-mode recognition model, Dai predicted
students' states during teaching, demonstrating superior
detection accuracy compared to alternative algorithms.

Despite the prevalence of research on target detection using
deep learning both domestically and internationally, there is a
scarcity of studies specifically addressing the detection of
students' classroom behavior using these technologies. This
paper aims to bridge this gap by optimizing the Single Shot
Detector (SSD) algorithm through a comprehensive review of
relevant literature and adapting it to real classroom
environments. The main objective of this research is to develop
and improve a dataset for classroom behavior. Given the limited
availability of images, we employ random enhancement
techniques such as translation, noise addition, and color
adjustment to fulfill the training requirements. This dataset
encompasses scenarios where students in the back rows are
detected as small objects using low-level features of the SSD
algorithm. To enhance object recognition accuracy, we integrate
both shallow and deep information layers.

Furthermore, we address the limitations of the traditional
SSD algorithm, which relies on the VGG16 network known for
its extensive parameters that impede processing speed and
demand high computational power. By transitioning to an
enhanced Mobilenet model that incorporates network depth and
separable convolutions, we significantly reduce the parameter
load while maintaining robust classification capabilities, thereby
improving recognition speed.

The integration of technology in education has presented a
notable obstacle in accurately evaluating classroom dynamics,
particularly in complex and crowded environments. In order to
address this challenge, this research study introduces a tailored
Single Shot Detector (SSD) algorithm that is specifically
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designed for educational settings. Conventional action
recognition algorithms often encounter difficulties in accurately
monitoring student behavior in dynamic classroom settings. To
overcome these limitations, our study incorporates advanced
target recognition algorithms and utilizes a distinct dataset
obtained from smart classrooms. This optimized SSD algorithm
aims to offer real-time and accurate analyses of student
engagement, signifying a significant advancement in the
implementation of educational technology.

I1l. STUDENT CLASSROOM BEHAVIOR RECOGNITION
ALGORITHM BASED ON AN IMPROVED SSD ALGORITHM

A. The Construction Process of the Classroom Behavior
Recognition Model

Classroom behavior helps analyze the quality of students'
lectures and the teaching effect. Therefore, this paper chooses
five common classroom gestures, namely, sitting and listening,
raising hands, writing, sleeping, and playing with a cell phone,
to identify and study. This chapter analyzes the shortcomings of
SSD by target detection algorithm, proposes the improved SSD
algorithm combined with the characteristics of students'
classroom behavior, and provides a detailed introduction to the
behavior recognition model's application procedure in the class.
For target detection, pre-processing of data, training data, and
other processes are required. The analysis process is explained
in Fig. 1 below in more detail [17]. Peng's seminal work [18]
emphasized the importance of precise pronunciation in English
teaching. Introducing a novel clustering-enhanced SSD
algorithm, the paper addressed limitations in pronunciation
detection, enhancing feature extraction and detection speed. By
integrating multiscale features and channel attention
mechanisms, it improved accuracy while reducing computation.
Employing K-means clustering optimized parameter settings,
yielding precise evaluation of oral English proficiency. This
pioneering approach marked a significant stride in the fusion of
technology and pedagogy, promising a future of unparalleled
linguistic mastery.

In this topic, detecting students ‘classroom behavior requires
building a data set first. In this data, 2,500 pictures of students'
classroom behavior were obtained through the network and
shooting methods, including the students' behaviors of raising
their hands and standing up in class and the state of sleeping and
writing. In the above five students' classroom behaviors, the
number of pictures of each behavior was 500. Subsequently, the
collected data is collated by building the database, and the test,
training, and validation set is formed. Finally, the data in the
three sets are measured. That is, the data in the data set is input
into the model, and the research results are obtained by
comparing them with the verification set and whether the
expectations can be determined through the analysis of the
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results. If the accuracy and feasibility of the model after this
experiment are relatively high, the model is still retained, and
the validation of other similar studies is completed [19].

B. Principles of the SSD Algorithm

The process of detecting students' classroom behavior is
optimized based on SSD detection. The basic detection
algorithm is first described below. Different SSDs are divided
into SSD300 and SSD512 according to the input image size.
After entering the data set, the data with the image size of
SSD300 is extracted. This type of network structure is realized
through the basic network, in which the image is subsequently
processed through the neural network to complete the feature
extraction and selection of the data. After processing the
VGG16, the proposed part can be supplemented by adding the
convolution level. The specific process is shown in Fig. 2.

Begin

\’

Collect behavior images

ra

Image preprocessing

\ 2

Behavioral dataset annotation

y

Training and testing of the behavioral
recognition models

y
Save the behavior recognition model

!

End

Fig. 1. Classroom behavior recognition process.
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Fig. 2. The SSD network structure.

According to the previous content, SSD and POLO are target
detection algorithms of one-stage type; however, their feature
extraction methods are different. The early POLO algorithm
only extracted the information of the highest-level features
through the convolution operation, so although the semantics are
high, the small target information may need to be recovered.
Therefore, as previously stated, the early POLO algorithm is
fast, but the small target detection rate is not high. The SSD
algorithm uses a variety of scale feature graph detection. After
the modified VGG16 basic network increases gradually,
decreasing the convolution layer, and then selected six layers
from all layers, their size from before to back is reduced, where
the feature graph size is used to identify small objects, features
of small graph size is used to identify large objects. In doing so,
image features can be obtained from different levels to get
shallow information and extract deeper, more abstract
information.

C. Improvement of the SSD Algorithm

The SSD algorithm's structure is described above, indicating
that the algorithm is mainly based on the feature extraction of
the image and then obtains the detection results by detecting the
feature layer. Although some scholars, through the algorithm to
detect the results of the target, found that its feasibility is strong,
on the whole, the SSD algorithm is still based on the basic
network as the premise for better classification of data
processing, but due to the uncertainty of data quantity, for the
data amount of relatively large parameter processing
performance is insufficient. For example, after removing the full
connection layer of the algorithm, the resulting parameter is
14122995, and about 3 / 2 of the time, it is conducted in the basic

network. Thus, training is more challenging through the
proposed algorithm. On the other hand, due to the structural
influence of the traditional SSD algorithm, some data are carried
out through the shallow layer. Still, the shallow layer of
information is relatively insufficient, and it is difficult to achieve
the expected detection effect. Combined with the above
discussion, the traditional SSD algorithm is optimized to
improve the accuracy and feasibility of the research results.
After various algorithms, the lightweight network is adopted
instead of VGG16 to reduce the effect of the number of
parameters on the training results and improve the accuracy and
efficiency of target detection. The process of optimization is
described below.

1) SSD infrastructure network improvements: According to
the optimization process above, it can be seen that the detection
of students' classroom behavior in this topic is replaced by
eliminating VGG16 based on excluding VGG16 with fewer
parameters. After the analysis of relevant data, the network
meets the standard. The optimized algorithm saw the original
number of 13.3 million parameters for up to 4.2 million, greatly
saving the training time. After training the network dataset, it is
found that the optimized algorithm can greatly improve the
detection efficiency, and the optimized algorithm is slightly
lower and negligible. Considering the above content, the
research on students' classroom behavior in this topic is
formally detected based on the optimization algorithm. An
overview of the network optimization process is given in Table
1.

TABLE I. COMPARISON TABLE
Model ImageNet Accuracy Million Mult-Adds Million Parameters
Mobilenet (244) 70.6% 569 4.2
VGG16 71.5% 15300 138
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After changing the parameter value, it is found that the
reason for the budget efficiency improvement and the decrease
in the parameter value is that the CNN in the network
composition is in a separable state, and the main part is the
deeply separable convolution. If the hierarchy describes the
optimized algorithm, the network results on both sides can be
expressed as 28 layers, while the network results on one layer
are expressed as 14. The CNN operation process is explained
above and will not be repeated here. After putting the image of
students' classroom behavior into input, the feature extraction
based on the CNN can obtain a feature information map and then
process the data through BN and ReLu, train other images with
a CNN, and obtain the operation results of the above two
operations. The depth of convolution and point convolution of
the operation process is shown in Fig. 3.

This paper improves the Mobilenet in two aspects: In the
network structure diagram given in Fig. 3, it is evident that after
every point convolution or deep convolution is completed, the
search needs to be followed by an activation function and a
normalization method using ReLu and BN, respectively.
However, in the article on the BN layer, fully connected layer,
and convolutional layer relationship, these three are linear
relations, so combining the BN layer into either will have little
impact on the results. The efficiency of the BN layer calculation
was enhanced by integrating it with the preceding convolution,
thereby resulting in enhanced speed based on the previous
foundation. Adjusting the Mobilenet input size involves
modifying it from 224X224 to 300X300. This modification
serves two purposes: initially, enlarging the input size has the
potential to augment the capacity of feature map information,

Deep
convolution

Vol. 15, No. 5, 2024

consequently improving detection accuracy. However, it is
important to note that increasing the input size excessively
significantly escalates network parameters, compromising the
model's lightweight nature. In the present study, the SSD
network structure utilizes an input size of 300X300, laying the
groundwork for the subsequent amalgamation of the two
networks.

According to the basic network results, the dynamic data is
intercepted, and the image features are processed by the
optimization algorithm mentioned above, along with the image
features, to obtain the feature image information. This topic
trains the students' classroom behavior detection by training the
ordinary-size convolutional layer connection and then
understanding the deep image information through its results.
The image information obtained through the algorithm is placed
in the classification for judgment, and the data is not regressed
according to the traditional algorithm. The completion of the
replacement of the fundamental network has been achieved. In
the end, a selection of six feature layers has been made, just like
the original SSD, to accomplish the task of feature extraction
and target detection. The selection process should take into
account the depth of the layer. In the event that the depth is
insufficient, it becomes challenging to extract an adequate
amount of image information. Thus, the six feature layers
selected in this paper decrease anterior to posterior size for
multiscale prediction. In this step, the improved part of the
Mobilenet network is combined with the SSD network
framework to obtain the new network. Fig. 4 visually represents
the updated network structure.
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Fig. 3. Depth-separable convolution model.
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Fig. 4. Enhanced network structure.

2) Feature fusion of the network models: In the final stage,
replacing the fundamental network enhanced the detection
speed, albeit without any noticeable improvement in the
accuracy of detecting small targets. A widely employed
strategy for enhancing the model's performance involves the
integration of features at various scales. Thus, this section
introduces the approach of feature fusion and proposes the
model fusion strategy accordingly. Based on the characteristics
of the network model structure and feature fusion method
obtained in Section 111(C)(1), the feature fusion method chosen
is the additive approach to integrate the network. Among the
six characteristic layers extracted from the model structure, the

input picture

\

Mobilonot

dimensions progressively decrease from shallow to deep, with
less abstract information being presented initially. Transferring
the abstract data from the deep feature layer to the shallow layer
is the goal of feature fusion. The structure after the network
fusion is shown in Fig. 5, using the fusion feature layer for
feature extraction and detection operations. After feature
fusion, low-level feature maps can contain high-level
information to enhance the detection effect of small targets and
improve detection accuracy. The dimensionality of the network
remains unchanged after the operation described above and
remains six feature layers for detection.

CONVN

Predicted layer

Non-maximum suppression layer

Fig. 5. The improved network structures.
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3) The RMSProp optimization algorithm: The algorithm
measures the historical gradient across all dimensions to find
the square and then superpaosition while introducing the decay
rate, yielding a historical gradient sum. The detection results
and learning rate of the image features are calculated, and the
detection results' accuracy and efficiency are improved through
the optimization algorithm proposed in this paper. The
calculation formula is as follows: Eq. (1) and Eqg. (2):

Sar = BSar + (1 = B)(dR)? 1)
R=R-p SZ:M @

IV. EXPERIMENT AND TESTING

This study primarily examines the conventional SSD
algorithm, the unenhanced Mobilenet-SSD algorithm, and the
enhanced Mobilenet-SSD algorithm by considering three key
factors: training complexity, detection accuracy, and detection
velocity. The difficulty of training refers to the value of the three
model loss functions in the same training time and training
times.

The following quantitative analysis compares the three
algorithms to verify the detection accuracy of SSD, Mobilenet-
SSD, and the proposed algorithm. The three algorithms above
are assessed using the same experimental conditions. The data
of the experimental environment are shown in Fig. 6. To
facilitate the efficiency of the experiment, the verification
process is processed by a self-made data set, and the accuracy
and efficiency of students' second classroom behavior detection
obtained by comparing the three algorithms are used as the
evaluation standard.

According to the data analysis results in Fig. 6, in the
identification of students 'classroom behavior in the three
algorithms, the accuracy of the Mobilenet-SSD algorithm and
SSD algorithm is 76.14% and 84%, respectively, and the
accuracy of the optimization algorithm proposed in this paper is
85.21%. It can be seen that the optimized algorithm can more
accurately identify students' classroom behavior. On the other

Vol. 15, No. 5, 2024

hand, in terms of detection efficiency, the time of the first two
algorithms is 27.1 and 22, respectively. In contrast, the detection
speed of the optimization algorithm is relatively high, and its
value is 21. Combined with the above two detection contents,
the optimized algorithm is more accurate for students' classroom
behavior detection, and the detection speed is faster. The
difference in the loss function's change curve during the training
process can be used to determine how difficult the model is to
train. The Mobilenet-SSD and SSD models were performed on
the loss function curves with 100 iterations of 50,000 times, as
shown in Fig. 7.

Evidently, both models' loss values are visible and are
always declining, indicating that both models are more
reasonable. In the training time, the loss dropped to 0.5; the
model used in this paper took about six days, and the original
SSD model took about eight days. Furthermore, the figure
illustrates that the rate at which the loss value decreases for this
model is higher, indicating that the training process for the
model employed in this study is comparatively easier than that
of the conventional SSD model. The optimization algorithm
proposed in this topic is optimized on the basis of the traditional
SSD model to detect students' five common class behaviors. The
results of the algorithm detection are shown in Fig. 8.
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Fig. 6. Different model identification effect.
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Fig. 8. Comparison of students' classroom behavior detection algorithm.

Based on the initial SSD algorithm, the Mobilenet-SSD
algorithm has enhanced the detection performance of small
objects across all five actions. Notably, the improvement in
recognizing writing has reached 3.03%, underscoring the
model's advancement in small object recognition. Observing the
Mobilenet-SSD identification results of feature fusion, it was
found that the movement detection accuracy was the highest,
and the movement of writing and playing with the mobile phone
was the lowest. After collecting relevant data and analyzing it, it
is believed that the main reason for the above situation is that in

TABLE IlI.
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the student's classroom behavior, the action is easily confused
during the identification period, which leads to a relatively weak
detection effect.

Table Il shows the comparison results for different metrics
and various versions of SSD.

TABLE I1. COMPARISON RESULTS FOR DIFFERENT METRICS AND
VARIOUS VERSIONS OF SSD
) Conventional Unenhanced Enhgnced
Metric SSD Mobilenet- Mobilenet-
SSD SSD

Training Complexity
(Time to reach ~8 days N/A ~6 days
loss=0.5)
Detection Accuracy 84% 76.14% 85.21%
Dete;ctlon Velocity 27.1 units 22 units 21 units
(Units)

The findings of this study validate the significant
advancements made by the improved Mobilenet-SSD algorithm
in terms of detection accuracy and speed. Additionally, it
demonstrates a noteworthy decrease in training complexity
when compared to traditional SSD and unenhanced Mobilenet-
SSD algorithms.

Table 111 highlights the distinctions and contributions of the
present study compared to existing related work, with a focus on
educational technology and Al.

DISTINCTIONS AND CONTRIBUTIONS OF THE PRESENT STUDY COMPARED TO EXISTING RELATED WORK

Comparison Criteria Present study

Existing Related Work

Research Focus
educational settings.

Optimization of the SSD algorithm integrated with MobileNet
specifically for real-time student behavior detection in

General improvements in action recognition algorithms for
varied applications, including but not limited to educational
settings.

Dataset Customization
educational environments.

Development of a novel dataset from smart classrooms,
designed to capture complex student behaviors specific to

Use of broader, less specific datasets primarily focused on
general object or action recognition that may not address the
unique challenges of educational settings.

Performance

Optimization suitable for

processing
applications.

speed,

High emphasis on both detection accuracy (85.21%) and

real-time  educational

Studies often emphasize either accuracy or speed but may not
balance both, particularly not in the context of real-time
educational needs.

Technological

Innovations L )
monitoring classroom dynamics.

Implementation of feature fusion techniques and lightweight
deep learning architectures tailored to the specific needs of

Application of existing deep learning models (e.g., YOLOVS5,
classic SSD) often without significant adaptation for specific
real-time educational uses.

Impact on Educational

Practices based on dynamic student interactions.

Directly applicable for real-time classroom behavior
monitoring, enabling immediate pedagogical adjustments

Focuses more broadly on technological integration in education,
such as hybrid teaching or surveillance, without direct application
to real-time behavior analysis and intervention.

Specificity and Novelty
educational outcomes.

Introduces specific enhancements for detecting nuanced
student behaviors, utilizing a targeted approach to improve

Research generally targets broader Al applications or enhances
general model performance, lacking focus on the specific
nuances of student behavior in classroom settings.

V. RESULTS AND DISCUSSION

This study endeavors to optimize the SSD algorithm for real-
time recognition of student behaviors in classroom settings
through the utilization of Mobilenet architecture. The objective
of our enhanced algorithm is to augment the effectiveness of
educational technology by furnishing precise analyses of student
engagement. In this section, we present the outcomes of our

experiments and deliberate on their implications for educational
practice and future research.

A. Experimental Results

Throughout the experimentation phase, we conducted a
comparative analysis of three algorithms: the conventional SSD,
the unenhanced Mobilenet-SSD, and our proposed enhanced
Mobilenet-SSD. These algorithms were evaluated based on
three key metrics: training complexity, detection accuracy, and
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velocity, to ensure equitable comparisons under consistent
conditions.

1) Training complexity: The enhanced Mobilenet-SSD
algorithm exhibited a more rapid reduction in loss values during
the training process compared to both the conventional SSD
and Mobilenet-SSD algorithms. Notably, the enhanced
algorithm achieved a loss value of 0.5 in approximately six
days, while the conventional SSD algorithm required
approximately eight days to achieve a similar reduction.

2) Detection accuracy: Utilizing a bespoke dataset
designed to simulate real-world classroom scenarios, we
observed that the conventional SSD algorithm attained an
accuracy of 84%, the Mobilenet-SSD algorithm achieved
76.14%, and our enhanced Mobilenet-SSD algorithm surpassed
both, attaining an accuracy of 85.21%. This enhancement in
accuracy is pivotal for the precise identification of student
behaviors within classroom environments.

3) Detection velocity: The enhanced Mobilenet-SSD
algorithm demonstrated superior detection speed compared to
both the conventional SSD and Mobilenet-SSD algorithms. It
efficiently processed and identified student behaviors within 21
units, whereas the conventional SSD and Mobilenet-SSD
algorithms required 27.1 and 22 units, respectively.

B. Discussion

Our experimentation underscores the efficacy of the
enhanced Mobilenet-SSD algorithm in accurately and
expeditiously detecting student behaviors within classroom
settings. By using Mobilenet's lightweight architecture and
optimizing the SSD algorithm, we achieved significant
enhancements in both detection accuracy and speed. Several
factors contribute to this improvement. Primarily, the integration
of Mobilenet architecture alleviated parameter load, thereby
expediting training and enhancing efficiency. Moreover, the
feature fusion technique bolstered the algorithm's capability to
detect small targets, such as writing and mobile phone usage,
which are prevalent behaviors in classroom settings.
Additionally, the adoption of the RMSProp optimization
algorithm further refined detection outcomes by enhancing the
accuracy and efficiency of image feature detection. This
optimization strategy, coupled with Mobilenet's lightweight
design, surpassed traditional SSD methodologies.

C. Implications for Educational Practice

The findings of this study bear substantial implications for
educational practice, particularly in the domains of classroom
management and student engagement. The enhanced Mobilenet-
SSD algorithm equips educators with a potent tool for real-time
monitoring of student behaviors, facilitating prompt
interventions and personalized instructional strategies. The
accurate identification of behaviors such as listening, raising
hands, writing, sleeping, and mobile phone usage furnishes
educators with valuable insights into classroom dynamics,
enabling tailored teaching methodologies. This real-time
feedback mechanism fosters student engagement and enhances
learning outcomes by addressing individual needs. Furthermore,
the algorithm's efficiency facilitates seamless integration into
existing educational technologies, enabling scalable deployment
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across diverse learning environments. Educators can harness
this technology to cultivate dynamic and interactive classroom
experiences that promote active learning and collaboration
among students.

D. Future Research Directions

While this study represents a significant stride in classroom
behavior recognition, numerous avenues for future research
beckon exploration. Expanding the dataset to encompass a
broader spectrum of classroom settings and student
demographics could augment the algorithm's generalizability.
Furthermore, delving into alternative machine learning
frameworks and optimization techniques holds the promise of
further augmenting detection accuracy and speed. Longitudinal
studies investigating the impact of real-time behavior
monitoring on educational outcomes would furnish valuable
insights into the algorithm's efficacy in enhancing student
engagement and learning. In conclusion, the optimization of the
SSD algorithm with Mobilenet architecture presents a promising
avenue for enhancing educational technology and classroom
management practices. By harnessing advanced machine
learning techniques, educators can delve deeper into student
behaviors, fostering more inclusive and efficacious learning
environments.

VI. CONCLUSION

In the conventional approach to teaching, it is of utmost
importance for teachers and educational institutions to grasp the
prevailing conditions within the classroom throughout a
designated course through artificial work and thus judge the
efficiency of students' lectures, their acceptance degree, and
their attendance rate. This research has made significant
progress in classroom behavior recognition by improving the
Single Shot Detector (SSD) algorithm using Mobilenet
architecture for educational purposes. It has set new benchmarks
for real-time behavior monitoring, providing valuable insights
for educators to enhance classroom dynamics and teaching
methods. However, the effectiveness of this refined algorithm is
limited by the homogeneous training data, which mainly
consists of images from controlled environments. To improve
on these results, future studies should expand the dataset to
include a wider range of classroom settings and behaviors.
Additionally, exploring more advanced machine learning
frameworks and conducting longitudinal research would
enhance understanding of the impact of real-time monitoring on
educational ~ achievements.  Ultimately,  incorporating
sophisticated Al tools in this study not only improves behavior
analysis accuracy but also greatly enhances the applications of
intelligent educational technology. This study's initial focus
involves examining the design process employed in developing
the classroom behavior recognition model. Subsequently, the
network structure of the conventional SSD model is elucidated,
followed by an analysis of its strengths and weaknesses. Later
on, the correlation principle of deep separable convolution is
elucidated, followed by an introduction to the fundamental
network architecture of Mobilenet.  Furthermore, a
comprehensive analysis is conducted to integrate the distinctive
features of each layer within the network. In light of the
preparation work mentioned above, the data is processed by
optimizing the traditional SSD algorithm after transforming the
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traditional network. After experimental verification, it is also
shown that the optimization algorithm proposed in this paper can
detect students' classroom behavior more accurately and
quickly. During experimentation, we compared three
algorithms: conventional SSD, unenhanced Mobilenet-SSD,
and our enhanced Mobilenet-SSD, focusing on training
complexity, detection accuracy, and velocity for fair
comparisons. The enhanced Mobilenet-SSD algorithm showed
faster loss reduction during training than both conventional SSD
and Mobilenet-SSD, achieving a loss value of 0.5 in about six
days compared to eight days for conventional SSD. Using a
custom dataset mimicking real-world classroom scenarios,
conventional SSD achieved 84% accuracy, Mobilenet-SSD
76.14%, and our enhanced Mobilenet-SSD outperformed both
with 85.21% accuracy, crucial for precise student behavior
identification. The enhanced Mobilenet-SSD also exhibited
superior detection speed, processing student behaviors within 21
units, while conventional SSD and Mobilenet-SSD required
27.1 and 22 units, respectively. Despite promising results, the
study faced limitations due to a homogeneous dataset from
controlled environments, potentially impacting the findings'
generalizability. Future research should expand the dataset to
diverse educational settings and student demographics to test the
algorithm's  effectiveness. Exploring alternative machine
learning frameworks and conducting longitudinal studies would
enhance understanding of real-time behavior monitoring's
impact on educational outcomes. Pursuing these avenues
promises deeper insights and improvements in Al technologies'
application in education, enhancing behavior recognition
precision and the overall educational experience.
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Abstract—With the pervasive and rapidly growing presence of
the internet and social media, creating untrustworthy accounts
has become effortless, allowing fake news to be spread for personal
or private interests. As a result, it is crucial in this era to
investigate the credibility of users on social networking platforms
such as Twitter. In this research, we aim to integrate existing
solutions from previous research to create a hybrid model. Our
approach is based on selecting and weighting features using
supervised machine learning methods such as
ExtraTressClarifier, correlation-based algorithm methods, and
SelectKBest to extract new ranked and weighted features in the
dataset and then use them to train our model to discover their
impact on the accuracy of user credibility detection issues. The
research objective is to combine feature selection and weighting
methods with Supervised Machine Learning to evaluate their
impact on the accuracy of user credibility detection on Twitter. In
addition, we measure the effectiveness of different feature
categories on this detection. Experiments are conducted on one of
the online available datasets. We seek to employ extracted features
from a user's profile and statistical and emotional information.
Then, the experimental results are compared to discover the
effectiveness of the proposed solution. This study focuses on
revealing the credibility of Twitter (or X-platform as recently
renamed) accounts, which may result in the need for some
adjustments to the generalization of Twitter’s outputs to other
social media accounts such as LinkedIn, Facebook, and others.

Keywords—User credibility; supervised machine learning;
feature selection; feature weighting; social network; twitter

I.  INTRODUCTION

Recognizing reliable sources of information within online
social networks (OSNs) poses a significant challenge, requiring
a solution to differentiate between credible and non-credible
users. Ensuring this is vital for reducing the spread of
misinformation and fake news, as well as minimizing their
harmful consequences [1][9]. Twitter stands as a key
information hub in our region, attracting individuals from
various age groups and professional backgrounds [2] [3], as its
audience accounted for over 335 million monthly active users
worldwide by January 2024 [4]. In the Kingdom of Saudi Arabia
alone there are at least 11.4 million active users [5]. Therefore,
detecting uncredible Twitter users is of special importance for
countering the spread of misinformation in our communities.

Numerous studies have employed machine learning (ML)
for Twitter User Credibility Detection (TUCD), treating it as a
classification problem where user features are often treated

*Corresponding Author

uniformly. The challenge arises in handling high-dimensional
datasets, exacerbated by irrelevant and redundant attributes,
potentially compromising performance and yielding suboptimal
results. The accuracy of user-credibility detection hinges on the
features' quality in the classification process [6]. However, not
all features contribute equally to accurate predictions,
necessitating the identification and weighting of features'
importance scores. Various techniques, including SelectKBest,
ExtraTrees-Classifier, Principal Component Analysis (PCA),
and Mutual Information, are available for feature selection and
weighting. Yet, the clarity regarding the efficacy of detecting
user credibility by them is still uncertain [7] [8]. This study
represents an extension of our previous research, which
confirmed the positive effect of selecting features to improve the
accuracy of TUCD [9]. As well as the positive effect in most
cases of weighing those features on the same issue [10]. This
paper combined both previous methods to create a hybrid model.
It aims to evaluate the impact of the proposed method on user
credibility detection performance through the implementation of
Supervised  Machine  Learning (SML)  experiments.
Additionally, the study explores different categories of features
and their combinations in this context.

Il. RESEARCH BACKGROUND

User credibility is crucial in online social networks (OSNs),
since it defines the trustworthiness of individuals as information
sources. Within OSNSs like social media, where content creation
and opinion expression are unrestricted, credibility is
multifaceted, encompassing qualities that establish trust [11]
[12] [13]. Detecting user credibility (UCD) involves assessing
various features to differentiate between credible and non-
credible users. These features include content-based aspects
such as quality and relevance, interaction-based factors like user
engagement, profile-based demographics, and sentiment-based
indicators [14] [15] [16] [17] [18] [19]. Machine learning
algorithms play a pivotal role in quantitatively analyzing these
features, thereby enhancing online communication quality and
reliability.

Supervised Machine Learning (SML) forms the backbone of
UCD methodologies, offering automatic learning and decision-
making from trained data [13]. Techniques like decision tree
(DT), logistic regression (LR), naive Bayes (NB), random forest
(RF), and support vector machine (SVM) are commonly
employed for UCD tasks [16] [19] [20] [21] [22] [23] [24] [25]
[26] [27]. These techniques serve classification tasks,
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differentiating between credible and uncredible users by
identifying unique features. Moreover, boosting algorithms like
Adaptive Boosting (AdaBoost) and Gradient Boosting (GB)
have evolved [27], with XGBoost (XGB) emerging as a
powerful algorithm, integrating regularization to control model
complexity and resist overfitting.

Feature engineering, a pivotal aspect of machine learning
pipelines, transforms raw data into features, significantly
impacting model accuracy [28] [29] [30]. It addresses
challenges like noise reduction, handling missing data, and
preventing overfitting. Feature engineering processes involve
feature creation, transformation, extraction, and selection [31].
Feature selection techniques encompass supervised methods
like filter, wrapper, and embedded approaches, prioritizing
relevant features for UCD tasks [32] [33] [34] [35]. Popular
methods include Recursive Feature Elimination (RFE),
SelectKBest, Principal Component Analysis (PCA), and Mutual
Information [30] [36] [37].

Feature weighting methods are essential for assessing the
importance of features within datasets. Techniques like the
Analytic Hierarchy Process (AHP), information gain ratio, chi-
squared test, and extra tree classifier enable the determination of
feature weights. AHP facilitates effective feature weighting,
enhancing model performance across various applications. The
information gain ratio proves beneficial for high-dimensional
feature spaces, while the chi-squared test assesses significant
associations between categorical features and target variables
[38] [39] [40] [41] [42].

Several datasets are available for UCD research, providing
valuable resources for model training and evaluation. Datasets
like CredBank [43], FakeNewsNet [44], ArPFN [45] and
PHEME [46] offer diverse collections of tweets and user
information, categorized based on credibility ratings or
association with fake news. These datasets serve as learning sets
for evaluating different machine learning models' performance
in UCD tasks, contributing to advancements in the field.
Comparisons of dataset characteristics aid researchers in
selecting appropriate datasets for their specific UCD
investigations.

I1l. LITERATURE REVIEW

The assessment of information credibility within OSNs
heavily relies on the trustworthiness of its sources, particularly
when dealing with data from unknown individuals lacking
established credibility indicators. Consequently, a significant
volume of scientific research has emerged to address the
challenge of automated User Credibility Detection (UCD). A
query on the Google Scholar database using terms associated
with "detecting user credibility across platforms" from 2015 to
2023 returned 17,300 relevant articles, highlighting the
significant interest this subject has garnered.. In this review, we
focus on discussing studies that are most relevant to our
research.

A plethora of techniques has been employed for UCD on
OSNSs, with many studies utilizing machine learning methods
such as Support Vector Machines (SVMs) [47] [14] [48] [49]
[50] [51] [52], Naive Bayes (NB) [50], Random Forest (RF) [16]
[19] [53] [54] [55] [56], XGBoost [2] [57] [58] [59], Logistic
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Regression (LR), [58] [60] [61]and Decision Trees (DT) [13]
[14] [62] [63], or they adopt an ensemble model [56] [63].
Moreover, a hybrid approach combining SML with other
techniques has been widely proposed. These techniques include
the utilization of graph-based approaches, as presented by [48],
where researchers analyze the credibility of customers using a
twin-bipartite graph to model the relationships among users,
products, and shops (PCS graph). They then calculate the scores
of products/shops and the credibility of customers interactively
using iteration algorithms. In the same context, [61] employs
node2vec to  derive features from the  Twitter
followers/following graph, combining user features from
Twitter and the associated social graph. Meanwhile, [5]
introduces the CredRank algorithm, which calculates user
credibility in OSNs by analyzing user behavior where authors
grouped users based on behavioral similarities. The author in
[64] presents the UCred (User Credibility) model, a fusion of
machine learning and deep learning methods like ROBERT
(Robustly optimized BERT), Bi-LSTM (Bidirectional LSTM),
and RF (Random Forest), with the output integrated into a voting
classifier for improved TUCD accuracy. Another hybrid
strategy proposed by [57] integrates sentiment analysis with a
social network to identify features applicable to TUCD. This
approach incorporates sentiment scores from user historical data
and employs a reputation-based method for individual user
profiles. While [56] delves into reputation features through a
probabilistic reputation feature model, showing enhanced
performance compared to raw reputation features, particularly
in overall accuracy for detecting users' trust in OSNs.
Additionally, [58] introduces domain-based analysis of user
content by combining semantic and sentiment analyses to
estimate and predict user domain-based credibility in social big
data. Finally [50] evaluates the credibility of user profiles and
content using sentiment analysis and machine learning.

Furthermore, various classification schemes have been
proposed for UCD, including binary classification [24] [35] [56]
[65], or it can take the form of a scale measurement, as [12]
proposed in their research that provides the CredRank algorithm,
which measures the credibility of users in OSNs based on their
online behavior. Moreover, [61] we assigned a probability to
each user, indicating their likelihood of spreading fake news.
Alternatively, it can take the form of multiple values, such as
those presented in [2] and [66], wherein [66], the users'
credibility scores range from 0 to 12, where 0 means that the
user does not say the truth. The more truthful tweets he posts,
the more his credibility score increases. This study provides the
user score, tweet score, and a message describing the tweet as
overall true, false, or unable to verify. In the same context, [2]
assigned three values to user credulity, which can be either
credible, non-credible, or undecidable. In another classification
presented in [67], the authors developed a mathematical model
to predict the popularity of news. In their model, they classified
users into four main types: neutral, active, suspicious, and non-
responding. The author in [68] introduced the user credibility
index (UCI) to identify trustworthy Twitter users by integrating
four interrelated components: reputation-based component,
credibility classifier engine, user experience component, and
feature-ranking algorithm. These components collaborate
algorithmically to evaluate the credibility of both Twitter users
and their tweets.
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Feature engineering involves the conversion of raw data into
appropriate features for machine learning models. In other
words, it is the process of selecting, extracting, and transforming
the most related features from the available data to construct
more accurate and efficient machine learning models [69].
Feature engineering has emerged as a crucial aspect of UCD,
with researchers employing techniques such as creating new
features, feature selection, and feature weighting to enhance
model efficiency and performance.

The creation of new features from existing ones was used in
[16] [17] [52] [55] [70]. It is used to facilitate distinguishing
between spammers and real reviewers in online reviews [70] or
to detect bot accounts on Twitter [52]. The author in [16] used
new features to discover false news on Twitter by calculating the
Twitter account age and verifying the number of this account’s
followers, friends, and statuses to detect fake accounts.
Additionally, they created the favorite count feature that has
been used to determine the activity of the account, which they
claimed could be a sign of a fake account. On the same page,
[17] identified credible Twitter users by focusing on users'
information related to their field of competence by providing
additional features such as favorites, number of tweets, user
education status, and the sentiment reflected in their tweets.
They also investigated the impact of adding different
combinations of features on the accuracy of the TUCD model.
The authors in [55] detected tweet credibility using the 1BM
Watson natural language understanding tool to calculate
sentiment and emotion features and employed the IBM meaning
cloud tool for tweet polarity calculation. However, well-
engineered features can assist in avoiding overfitting and
reducing the training time and cost by providing less complex
algorithms that are faster to run and easier to maintain [6].

Working with a large number of features is a complex task
that emphasizes the role of feature selection which reduces the
dimensionality of the dataset and identifies the features that best
suit the classification process [53]. Several studies [2] [16] [19]
[42] [53] [54] [55] [62] [63] [65] [71] [72] [73] [74] have
employed different feature selection methods to focus on the
most relevant and important features to be involved in their
prediction, as well as to lower the required computational
processes. The authors in [19] [42] and [74] used correlation-
based feature selection methods. In [19], this method was
employed to decrease the number of features from 34 to 7, which
are the features that affect their detection method for classifying
a Facebook user as credible. However, [42] the correlation
among the features was found to determine the most
discriminatory feature for user credibility classification. They
then excluded these features because they served as outliers and
were biased. In addition, they notice some features that are
equally distributed between credible and non-credible users;
therefore, these features are discarded because they do not add
any value to the classification. In [74], the credibility of Twitter
users in the stock market was evaluated by assessing the
correlation between each user's credibility and their social
interaction features. Additionally, [71] employed the Extra-
Trees classifier to eliminate irrelevant features for diagnosing
breast cancer, revealing that the top three features—glucose
levels, age, and resistance results—maximized model
accuracies. Another study [16] focused on detecting false news
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on Twitter, utilizing the k-best method for selecting the final
feature set. In contrast, [65] employed five feature selection
methods to enhance spam detection. Furthermore, [72]
introduced a dynamic feature selection method by clustering
similar Twitter users using the K-Means algorithm and using
different features for each user group, rather than a static set of
features for spam classification. Authors of [53] addressed
spammer detection with a hybrid approach combining logistic
regression and principal component analysis (LR-PCA) for
dimensional reduction, claiming increased classification
accuracy. On the other hand, [73] used recursive feature
elimination (RFE) to evaluate optimal features for improved
spam detection accuracy, selecting the top 10 features from 31.
Whilst [54] examined the best features identified by the random
forest algorithm, achieving over 90% accuracy in detecting
online bots on Twitter. In the same context, [62] utilized a light
gradient-boosting machine (light-GBM) model to evaluate
feature importance, dropping features based on their importance.
The author in [2] adapted a binary variant of the hybrid Harris
Hawk algorithm (HHO) to identify the credibility of Arabic
tweets through the elimination of irrelevant or redundant
features. However, researchers in [63] employed an ant colony
optimization (ACO) algorithm for feature selection, reducing
the number of features from 18 to 5 to classify OSN content as
credible or fake. This feature selection method provided a
significant improvement in the classification accuracy, as stated
by the authors. In addition, to better classify the credibility of the
posted content on Twitter, [55] we used both a mean decrease
accuracy graph that tests how the model performs in the case of
removing a particular variable and a mean decrease Gini graph
that measures the purity of leaves without each variable to select
the top 10 features out of their 26 features based on user, content,
polarity, emotion and sentiment characteristics, and determined
that sentiment and polarity of tweets represent the most
important variables in determining tweet credibility. Overall,
these studies showcase diverse feature selection methods
applied to different domains, aiming to enhance model
performance and accuracy concluding that a good feature set
that contains many independent features that are highly
correlated with the result can significantly facilitate the learning
process [6].

Feature weighting has been addressed in several studies. In
[19], the authors suggest a credibility formula for Facebook
users. This formula consists of parameters, each of which is
multiplied by a specific weight. These weights were computed
according to the analytical hierarchical process (AHP) approach,
which depends on credibility theory. By applying this formula,
user accounts were ranked according to their credibility ranking.
Accordingly, they predicted the degree of trust and credibility of
Facebook users. In the same context, [75] they created an
updated form (AHP) called the "Interval Type-2 Fuzzy
Analytical Hierarchy Process" for ranking online reviewers in
terms of credibility in their study that addressed the reviewer
credibility problem. Moreover, [76] proposed a model that
analyzes the credibility of publications on information sources
in several social networks; the credibility analysis is based on
three measures, text credibility, user credibility, and social
credibility. Another study [77] calculated a user credibility score
using opinion mining to detect fake news. In their research, the
user credibility is calculated based on user reputation, user
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influence, and user comments. Each has a particular weight,
where the user comments have a lower weight of (0.2), as it does
not directly reflect the credibility of a user. The reputation and
influence of users on social media have the same weight as (0.4)
because they easily show the user's credibility. The CredRank
was proposed in [12]. It measures user credibility by finding
similarities among their online behaviors. The purpose of this
algorithm is to identify coordinated behavior on social media
and allocate a reduced credibility weight to users involved in
such coordinated activities. Coordinated users can easily repress
other users and prohibit their content from spreading on social
media. Additionally, they are capable of spreading misleading
information. In the same context, [78] we assigned weights to
different feature items using the information entropy method.
They took into account four aspects (strength of social
relationships, extent of social influence, value of information,
and control of information transmission) to formulate a model
for evaluating user credibility. However, defining the best
weights remains an open problem that must be solved [6].

Studies related to TUCD have investigated various features.
In [65], authors utilized various publicly available language-
independent features extracted from four distinct languages to
tackle the characteristics and nature of spam profiles on a social
network like Twitter, aiming to improve spam detection. The
author in [57] proposed a new probabilistic reputation! feature
model. Reputation was also addressed by [18], where the authors
in [18] analyzed the user’s reputation on a given topic within the
social network and analyzed the user’s profile and his or her
sentiment to identify topically relevant and credible sources of
information. This study [47] introduces a credibility rating
method to visualize the credibility of Twitter user profiles by
using profile, images, links, content, and sentiment features. In
their research, [13] several key features of tweets impact their
credibility, including the user's spending time on Twitter, his or
her post frequency, friends/followers' counters, and the number
of retweets his or her tweets received. Focusing on tweets related
to eight different events, [79] it was found that credibility was
most intensely associated with the inclusion of URLS, mentions,
retweets, and tweet length. The author in [80] observed that
users rely on easily identifiable information, such as usernames
and profile pictures, to form their perceptions of credibility.
Other research calculated users' credibility scores [56] based on
users' social profiles, content credibility, number of retweets and
likes, and the sentiment scores. Their assertion was that a higher
user credibility score was indicative of increased influence and
trustworthiness. TUCD has also been addressed by, [81] in
which the authors depended on sentiment features, the existence
of hashtags, emojis, and biased in users' tweets played a crucial
role in the detection process. Conversely, [64] asserted that
features like the user's number of followers, the quantity of
produced tweets, and the ratio of tweet number to account
creation length in days influence credibility level, while the
number of followers has the most pronounced effect.

Overall, the literature review underscores the diversity of
techniques and approaches employed in UCD, reflecting the
complexity of assessing user credibility in OSNs. These studies
provide valuable insights and methodologies for enhancing the

! Reputation is indirect information like information from third party
witnesses.
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accuracy and reliability of UCD systems across different
platforms and domains. However, it should be noted that despite
extensive work in this area, some of the specific factors
addressed in this research including combining feature selection
with feature weighting in addition to examining different feature
categories have not been comprehensively explored in previous
studies.

IV. MATERIALS AND METHOD

This section provides an overview of the methodology
adopted in the study as an expansion of our work in [9] and [10].
Different embedded methods, such as the ExtraTreeClassifier,
SelectKBest, and mutual information, are incorporated for
feature engineering, either by transforming them to weighted
features or by selecting the most impacting feature. It is
performed midway between feature extraction and
classification. Feature engineering is the process of
automatically identifying more efficient features, which will
contribute to improving prediction results. The processing of
irrelevant features or equal processing of all features decreases
the accuracy of the model. Also, feature selection may reduce
the execution time for classification. Fig. 1 shows the main
stages of the research methodology.

‘ Dataset

N

‘ Feature Engineering

N

‘ SML for User Credibility Detection

N

‘ Evaluation and Result Interpretation

Fig. 1. Research stages

A. Dataset

Our experiments were conducted on the ArPFN dataset [45]
which is the most recent dataset that was conducted in (2022)
and includes the largest number of features. The ArPFN [45] is
a real dataset constructed using three primary stages. First,
verified Arabic claims were compiled from diverse sources.
These claims were then employed to identify the tweets
disseminating them. Finally, the users correlated to these tweets
were pinpointed and classified according to their inclination to
propagate fake news, as discerned from the frequency of their
tweets. The ArPFN dataset encompasses 1546 user accounts on
Twitter. Among these, 541 users are inclined to spread fake
news (non-credible), while 1005 users are not inclined to spread
fake news (credible).

As seen in Table I, the dataset comprises three different types
of features for each user: the profile, which includes 11 features;
the emotional type, which includes 11 features; and the
statistical type, which consists of 17 features. In total, 39 features
for each user were ready for use in the dataset.
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TABLE I. ARPFN FEATURE TYPES [45] [9] [10]
Number
Feature .
of Description
Type
Features
Profil Includes: identification information, verification
rofile
17 status, follower counts, following counts, and

user’s tweets frequencies.

Includes: trust, anger, sadness, anticipation,
Emotional | 11 disgust, love, fear, joy, , optimism, surprise and

pessimism..

Characterize the users' influence and activities by
examining metrics such as the proportion of user
tweets containing hashtags, the average number
Statistical | 11 of hashtags/tweet, the proportion of user tweets
that are replies, the proportion of user tweets
with URLSs or media (such as images or videos),

retweets counts.

B. Feature Engineering

This phase focuses on identifying the relevant features and
estimating their importance in UCD. Each category of features
undergoes individual processing and is subsequently merged
with the other types, leading to the creation of seven distinct
feature sets, as outlined below:

Datasets: { (profile), (emotional), (statistical), (profile +
emotional), (emotional + statistical), (profile +statistical),
(profile+emotional+ statistical)}.

Different alternatives will be taken into account with each
set during this phase.

1) First, all raw data will be considered as the first
alternative.

2) Second, feature selection methods are applied to select
various sets of features based on their importance employing

machine learning methods such as SelectKBest, and correlation.

This approach consists of the following steps:

a) Applying a selection method to determine important
scores.

b) Arranging features in descending order based on their
significance.
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) Removing the lower (50%) of features with the least
importance.

3) The third method is the feature-weighting method. To
assign weights to features, we explored machine learning
weighting estimator methods, including ExtraTree-Classifier
and principal component analysis (PCA). This approach
encompasses the subsequent steps:

a) Calculating the weights for all features using ML
weighting methods.

b) Extracting the weighted features by Multiplying each
feature value by its weight.

4) The last alternative is selecting the most important
element of the weighted features, which combines alternatives
2 and 3 simultaneously.

C. User Credibility Detection

This phase of the proposed research will focus on designing
and developing a machine-learning model with the capability to
differentiate between credible and non-credible users on
Twitter. The rationale for selecting a machine-learning
algorithm for a user-credibility detection system was informed
by the results of the literature review, particularly the finding
that machine learning has achieved highly accurate outcomes in
classification problems.

To obtain a more effective and generalized model, we aim to
train the model 10-fold. K-fold cross-validation was used to
reduce overfitting. Subsequently, to identify the most accurate
classifier for our feature sets, the most commonly used
classification algorithms, such as XGBoost, SVM, and LR, were
applied and compared to each other.

D. Evaluation and Results Interpretation

We aim to use Python for model implementation and benefit
from its wide range of available open-source libraries such as
Sciti-learn and Matplotlib. Once the proposed system is
developed, testing and evaluation will be conducted to address
any limitations. In this phase, each alternative from the previous
phase underwent validation using various evaluation metrics,
encompassing accuracy, precision, recall, and F-score.

The results were then analyzed and visualized using Python
library visualization tools, such as bar plots, heatmaps, and
confusion matrix visualization. Fig. 2 shows the flow diagram
of the proposed model.
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Fig. 2.

V. RESULTS

The application of the proposed methodology yielded
valuable results for assessing the impact of different feature
engineering methods on the accuracy of TUCD. These findings
can be reviewed as follows:

A. Feature Selection

Feature selection entails the identification and removal of
irrelevant and redundant information to reduce data
dimensionality. In [9], the balance between efficacy and
interpretability was carefully considered. The choice of
SelectKBest and correlation-based algorithms in this context
stems from their specific merits. SelectKBest is valued for its
simplicity and efficiency in selecting the top k features through
statistical tests, offering a straightforward method for feature
selection, this approach enables us to pinpoint the most
informative features while keeping computational complexity to
a minimum. On the other hand, correlation-based algorithms are
selected for their ability to capture relationships and
dependencies between features. By evaluating the correlation
between each feature and the target variable, we can prioritize

Flow diagram of the proposed model

features that demonstrate the strongest connections with user
credibility. This nuanced approach has empowered us to unveil
intricate patterns within the data. These Two methods were
applied in this study as follows.

1) SelectKBest: In our approach, we employed Scikit
Learn's SelectKBest to identify the k-best features for the model.
This algorithm utilizes a score classification function to assess
the relationship between the explanatory variable (x) and the
explained variable (y), ultimately returning the highest K scores
corresponding to the features. When implementing the
SelectKBest algorithm on a dataset, it is crucial to specify the
value of K. Our experiments revealed that selecting a K value
exceeding 50% of the total number of features in the dataset
results in a different set of features each time, potentially
influencing the accuracy of the final outcome. Therefore,
careful consideration of the K value is essential to ensure
consistency and reliability in feature selection.

2) Correlation-based algorithms: The correlation measure
offers a direct filtering mechanism that arranges features by
employing a heuristic evaluation function dependent on
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correlation. This evaluation function orders features that
display significant correlations with the target class while
reducing inter-feature correlations. Features that show little
correlation with the class were considered insignificant and
consequently omitted from the analysis.

3) Selection methods results: The outcome of applying
feature selection methods on our datasets confirmed that these
techniques are effective for improving TUC detection accuracy,
as shown in Table II and Fig. 3.

TABLE II. FEATURE SELECTION METHODS [9]
Accuracy of Selected
Accuracy Features
Dataset Category of All
Features . Select K-
Correlation
Best
Profile 0.526 0.630 0.622
Emotional 0.505 0.624 0.603
Statistical 0.501 0.665 0.603
Profile and Emotional 0.530 0.657 0.620
Profile and Statistical 0.543 0.665 0.630
Emotional and Statistical 0.522 0.638 0.616
Profile, Emotional, and Statistical 0.523 0.723 0.671

Accuracy Comparision
(Using Selecting Methods)

Profile, Emotional and Statistical Features (ally

Emotional and Statistical Features

Profile and Statistical Features

Profile and Emotional Features

Statistical Features

Emotional Featires

Profile Features

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
selected features using Select K-Best
selected features using Correlation based algorithm

m All Features

Fig. 3. Feature selection

B. Feature Weighting

Weighing features according to their importance in
predicting the correct classification has been addressed by
several machine learning algorithms. It is crucial to highlight
that feature-weighting algorithms do not inherently reduce the
dimensionality of the data. Unless features with very low
weights are deliberately excluded from the dataset at the outset,
the assumption is that each feature bears some level of
importance for the induction process, and the degree of
significance is reflected by the magnitude of its weight. In [10],
we examined three of the most widely used methods to calculate
the importance of features, employing the following approaches:

4) Correlation coefficients: Examining the model's
correlation coefficients using a logistic regression algorithm, a
large value of the coefficients (negative or positive) indicates
the feature's influence on the detection of TUC, while a zero
coefficient means that the feature does not have any impact on
the detection.
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5) Tree-based: Training the tree-based model to access the
feature importance, we used ExtraTreeClssifier and
XGBClassifier to obtain each feature's importance.

6) Principal Component Analysis (PCA): Used to
determine variance in the dataset. We used the first principal
component (PC1) to define the importance of the features in the
datasets.

7) Weighting methods results: The aforementioned
methods were employed on the datasets within our model. As
demonstrated in Table III and Fig. 4, the results indicated that
under the best-case scenario, five out of seven groups exhibited
positive effects when applying feature weighting (using the
ExtraTree-Classifier) to enhance the accuracy of TUCD.

TABLE Ill.  WEIGHTING METHODS [10]
Weighting Methods

2 =

£ =

S les| B

— L O —
Dataset Category g = = £ 8 <
o © 0 o O
= s Q x o

<X O L

w S

[S)
Profile 0.526 | 0.503 | 0.515 | 0.521 | 0.501
Emotional 0.505 | 0.518 | 0.515 | 0.508 | 0.516
Statistical 0.501 | 0.524 | 0.524 | 0.480 | 0.496
Profile and Features 0.530 | 0.546 | 0.524 | 0.512 | 0.536
Profile and Statistical 0.543 | 0.522 | 0.516 | 0.521 | 0.513
Emotional and Statistical 0.522 | 0.528 | 0.526 | 0.528 | 0.525
Profile, Emotional, and 0523 | 0530 | 0.535 | 0532 | 0.540

Statistical

Accuracy of detecting TUC using weighting methods

Profile Emotional Statistical Profile and Profile and Emotional  Profile,
Features  Features Features Emotional Statistical and Emetional
Features  Features Statistical and
Features  Statistical
Features
Corr-Coetfiecnt

= == No weighting ExtratreeClssitier

XGB s PC A

Fig. 4. Features weighting

C. Hybrid Method of Features Weighting and Selection

The proposal in this research assumes that by selecting and
weighing features, we can achieve more accurate user-
credibility detection results using SML methaods. In this stage of
our experiment, we executed a hybrid feature engineering
technique by combining the most effective and interpretable
methods to assess their influence on the accuracy of TUCD.

1) Selection method: For selecting we used SelectKBest
which provides us with a list of the most effective features for
detecting TUC, as well as using this method gives us the power
to define the number of selected features as we determine the K
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value, our decision to use this method over the other one based
on the observation that this method provides an improvement
in the TUCD accuracy for all of the seven sub-datasets in our
experiments, as well as it is based on statistical tests that have
been used to select those features that have the strongest
relationship with the output variable (target class) regardless of
the internal correlations with other features.

2) Weighting method: On the other hand, our experiments
proved that using tree-based models to weigh the features
provides the best results for improving the detection of TUC;
therefore, we used ExtraTreeClassifer to weigh the features in
our datasets.

3) Hybrid method results: The results in Table IV and Fig. 5
show that the impact of this hybrid method on the accuracy of
TUCD improved only two out of seven of our datasets, and the
results in Table IV and Fig. 5 show that using the hybrid model
improved only two groups out of seven groups that represented
our datasets, but less than the improvement that was achieved
by using the selection method alone, while the selection method
proved that it improved the performance of all groups in the
detection of TUC.

TABLE IV. THE HYBRID METHOD
Selected Weighted Hybrid
§ Features Features Method
=}
Dataset Category f? - 95 é g5
c 9 = D=
0 ¥ ¢>—<' _ > _
O S
w & =
Profile 0.526 0.622 0.503 0.501
Emotional 0.505 0.603 0.518 0.522
Statistical 0.501 0.603 0.524 0.496
Profile and Emotional | 0.530 0.620 0.546 0.503
Profile and Statistical 0.543 0.630 0.522 0.514
Emotional and 0522 | 0616 0528 0524
Statistical
Profile, Emotional,
and Statistical 0.523 0.671 0.530 0.501
TUCD Accuracy
0.67
0.65
063
0.61
059
057
055 =
053 - - e =
0.51 — =i

0.49

047

0.45
Profile Features  Emotional Statistical
Features Features

Profile and Profileand  Emotional and Profile,
Emotional Statistical Statistical Emotional and
Features Features Features Statistical
Features (all)

= @ = Raw Features Selected Features Weighted Features Hybrid Method

Fig. 5. The hybrid method
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VI. DISCUSSION

In this section, we extensively discuss the research findings
on feature engineering for TUCD. Our investigation delves into
the effects of various feature engineering methods, including
feature selection, feature weighting, and the proposed hybrid
model, on the accuracy of TUCD. As previously mentioned, our
experiments were conducted using the ArPFN dataset [45],
which encompasses profile, emotional, and statistical features.

A. Feature Selection
The findings of this research and our previous research [9]

highlighted the impact of using selection methods on TUCD
accuracy as follows:

1) Effectiveness of the method: Our observations point to
the effectiveness of feature selection methods, including
SelectKBest and correlation-based algorithms, in enhancing the
accuracy of TUCD. This indicates that refining the feature
space's dimensionality by removing redundant and irrelevant
features can contribute to the development of more accurate
models. Notably, the use of correlation-based algorithms
proved more effective than the SelectKBest algorithm,
consistently yielding higher accuracy in all sub-datasets utilized
in this research.

2) Impact of feature categories: Although the accuracy of
TUCD improved across all feature category datasets with the
implementation of feature selection methods, it is evident that
the impact of these methods varies across these feature
categories. The most notable improvement, as depicted in
Table II and Fig. 3, was observed in the dataset combining all
profile, emotional, and statistical feature categories. In contrast,
both the statistical features and emotional features datasets
showed relatively less enhancement among other feature
categories. This discrepancy emphasizes the importance of
customizing feature-engineering techniques to suit specific
feature types.

B. Feature Weighting

Feature weighting affected the accuracy of TUCD as seen in
this research, and our previous research [10] as follows:

1) Effectiveness of the method: Feature weighting
techniques, encompassing logistic regression coefficients, tree-
based models, and PCA, played a crucial role in assigning
weights or importance scores to the features in this study. These
assigned weights were then used by the model to generate new
weighted sub-datasets for training, allowing us to measure their
impact on TUCD accuracy. The application of these methods,
especially tree-based algorithms, positively influenced the
detection accuracy in this model. Our findings, as illustrated in
Table III and Fig. 4, indicate that five out of the seven sub-
datasets exhibited improved performance when employing a
tree-based algorithm, either ExtraTreesClassifier or XGB-
Classifier. One dataset achieved comparable accuracy with the
tree-based algorithm as with the Corr-Coefficient method,
whereas another sub-dataset among the seven experienced
improved accuracy using the Principal Component Analysis
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(PCA) method. In contrast, two out of the seven sub-datasets
demonstrated a decrease in performance upon the application
of any of the four weighted methods

2) Impact of feature categories: The influence of feature
weighting exhibits variations among distinct feature categories.
Notably, profile and emotional features had maximum
improvements in accuracy, particularly when using tree-based
models for feature weighting. In contrast, the profile feature
category and the combination of profile and statistical feature
categories had a detrimental effect on TUCD accuracy when
utilizing weighting techniques.

C. Hybrid Method

1) Effectiveness of the method: Referring to Table IV and
Fig. 5, using the hybrid method by integrating feature selection
using the SelectKBest method and the feature weighting
method using the ExtraTreeClassifier algorithm did not
improve the TUCD in our model.

2) Impact of feature categories: Compared with other
feature engineering methods or even using raw data, the TUCD
accuracy of the hybrid method was the worst for most datasets.
This method did not outperform the feature selection method
for all datasets but outperformed the feature weighting for only
one dataset, which is the emotional feature dataset. It also
increased the accuracy above the raw data in the two datasets,
which were emotional features and a combination of emotional
and statistical features.

VIl. CONCLUSIONS

The results outlined in this study hold significant
implications for the fields of SML, feature selection, and social
media analysis. Our investigation of feature engineering
techniques, mainly the selection, weighting algorithms, and the
suggested hybrid model combined with various feature types
offers valuable insights into how they impact the accuracy of
detecting user credibility on Twitter. In our previous research [9]
[10], we investigated various feature selection and weighting
techniques. This study extends our research by investigating a
hybrid method that combines both approaches. Our aim was to
identify the best feature engineering methods for enhancing the
TUCD. This was accomplished by comparing the accuracy of
the results obtained from the feature selection, feature
weighting, or their combination in a hybrid model. The
conclusion drawn was that feature selection is the most effective
approach for improving result accuracy, followed by feature
weighting coming in second place. Unexpectedly, the use of the
hybrid model had a negative impact on most of our experiments.
Furthermore, the recognition of key features and understanding
their influence on credibility detection offer valuable insights for
refining current theories in digital communication. From a
managerial perspective, our research offers practical guidance
for combatting misinformation and enhancing credibility
detection systems, assisting organizations in deploying tailored
strategies for content moderation and user engagement. Beyond
merely shaping theoretical frameworks, the methodological
contributions of this study exert a palpable influence on
managerial practices, paving the way for continuous exploration
of the ever-changing landscape of user credibility within digital
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platforms. Such contributions significantly enrich the ongoing
academic discourse in this field.

VIIl. FUTURE WORK

While our research contributes valuable insights into feature
engineering for TUCD, it is essential to acknowledge certain
limitations. Firstly, our experiments relied on the ArPFN dataset
[45], which, while comprehensive, might not encapsulate all
facets of Twitter user behavior. To address this, future studies
should explore diverse datasets to validate our findings and
ensure the generalizability of feature engineering methods.
Additionally, our research focused on a subset of feature
engineering techniques, and the exploration of other methods,
such as feature creation or embedding techniques, could offer
further enhancements in  TUCD accuracy. Ethical
considerations, particularly biases and fairness in TUCD applied
to social media data, necessitate future research to address these
concerns. Furthermore, our research primarily conducted batch
analysis on historical data, highlighting the need for exploration
into real-time or streaming TUCD methodologies. Lastly, the
concentration on Twitter data prompts future inquiries into the
generalizability of feature engineering techniques across various
social media platforms. Addressing these limitations will
contribute to a more comprehensive understanding and robust
application of TUCD in diverse contexts.
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Abstract—T he classification of motor imagery holds significant
importance within brain-computer interface (BCI) research as it
allows for the identification of a person's intention, such as
controlling a prosthesis. Motor imagery involves the brain's
dynamic activities, commonly captured using
electroencephalography (EEG) to record nonstationary time series
with low signal-to-noise ratios. While various methods exist for
extracting features from EEG signals, the application of deep
learning techniques to enhance the representation of EEG features
for improved motor imagery classification performance has been
relatively unexplored. This research introduces a new deep
learning approach based on two-dimensional CNNs with different
architectures. Specifically, time-frequency domain
representations of EEGs obtained by the wavelet transform
method with different mother wavelets (Mexicanhat, Cmor, and
Cgaus). The BCI competition 1V-2a dataset held in 2008 was
utilized for testing the proposed deep learning approaches. Several
experiments were conducted and the results showed that the
proposed method achieved better performance than some state-of-
the-art methods. The findings of this study showed that the
architecture of CNN and specifically the number of convolution
layers in this deep learning network has a significant effect on the
classification performance of motor imagery brain data. In
addition, the mother wavelet in the wavelet transform is very
important in the classification performance of motor imagery EEG
data.

Keywords—Brain-computer interface (BCI);
Electroencephalogram (EEG); motor imagery; deep learning;
classification

l. INTRODUCTION

Brain-computer interfaces (BCls), with the aim of helping
people with muscle disabilities who have cognitive potential,
analyze brain signals and convert them into control commands
without direct use of peripheral nerves and muscles [1]. The
general function of BClI is to first receive brain signals as input,
extract useful features from the signal, classify them, and finally
convert them into a control command [2]. Among the types of
BCls, motion imagery systems have been increasingly used in
various fields. In this type of BCI system, when the subject
moves a part of his body (such as the right or left hand) or
imagines movement, the brain frequency profile changes in the
p and B frequency range [3]. These phenomena show event-
related synchronization (ERS) and event-related
desynchronization (ERD), based on which brain signals affected
by motor imagery can be classified [4]. In general, studies on the

classification stage of these systems are conducted using
classical machine learning methods and modern deep learning
approaches [5]. Classical machine learning methods have two
relatively independent parts feature extraction and classification
[6, 7]. One of the major challenges in classical machine learning
methods is the extraction of appropriate features and inefficiency
in dealing with nonlinear data [8, 9]. In order to solve these
problems, the use of deep learning methods for data
classification gradually increased [10], and in recent years, with
the increasing progress of hardware, the use of these methods for
various applications, including data classification in motor
imagery problem, has grown significantly [11]. In contrast to
conventional approaches, deep learning has the capability to
autonomously acquire sophisticated high-level features and
underlying traits through intricate architectures directly from
unprocessed motor imagery EEG signals. This eliminates the
need for time-consuming preprocessing and feature extraction.
Among the scrutinized studies, CNN emerged as the most
commonly utilized technique for classifying motor imagery in
the EEG signals [12]. The common practice in employing raw
signal data with deep learning techniques, with or without
minimal preprocessing, was apparent. However, recent
comprehensive reviews suggested that despite the advancements
made by deep learning in enhancing the interpretation of motor
imagery EEG signals, the practical deployment of motor
imagery based BCI systems in real-world scenarios continues to
face impediments in terms of technical complexities and user-
friendliness [3, 5, 13]. Therefore, there is still no comprehensive
solution for the problem at hand, and our effort in this work is to
find an optimal solution for one of the technical challenges of
EEG classification of motion imagery. In fact, two research
objectives are pursued in this work. First, providing a deep two-
dimensional CNN model with minimum complexity and
processing time that can be added to BCI systems in the future.
Second, finding the best wavelet function to extract 2D images
from the EEG signal to integrate with 2D CNN for the problem
at hand. The solutions presented in this paper can help future
studies to achieve an optimal motor imagery EEG based BCI
system. The rest of this paper is arranged as follows: Section 11
reviews the related works in the literature of this field. Section
111 presents the proposed methods including the used database,
time-frequency analysis, and deep learning models.
Experimental results are presented in Section IV. Section V
provides a discussion of the results and proposed methods.
Finally, a brief conclusion is provided in Section VI.
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Il.  RELATED WORKS

Due to the complexity involved in recording and the limited
availability of signals, the utilization of deep-learning-based
classification methods in BCI applications remains infrequent.
Li and Zhu et al. [14] utilized the optimal wavelet packet
transform (OWPT) for constructing feature vectors from motor
imagery EEG data. These feature vectors were employed in
training a long short-term memory (LSTM) model based on a
recurrent neural network (RNN). The performance of this
algorithm was found to be excellent on dataset 111 of the BCI
Competition 2003. However, the structure of the algorithm
appeared to be excessively intricate. On the other hand, Liu et al.
[15] introduced a novel CNN architecture for the classification
of P300 signals. The algorithm achieved remarkable results on
the BCI competition P300 datasets. Despite the impressive
performance of these deep learning methods in classification
tasks, it is worth noting that these networks typically exhibit
complexity and involve a large number of parameters. In the
publication referenced as [16], Bashivan et al. employed power
spectrum densities derived from three different frequency ranges
of EEG signals. They proceeded to generate images for each
frequency range by interpolating topological features that
accurately represented the brain's surfaces. Their approach
involved utilizing the VGG (visual geometry group) model,
blending 1D convolutions with LSTM layers. The research
outcomes demonstrated that the ConvNet and LSTM/1D-Conv
architectures outperformed alternative models. In another study
referenced as [17], the authors also adopted a CNN architecture,
but with a distinct approach. They first employed the
convolutional layer and then utilized the encoder portion of the
AutoEncoder. Furthermore, they incorporated the power
spectral densities of fast Fourier transforms as a feature set in
their experimentation.

Ju and Guan [18] introduced a new geometric deep model
called Tensor-CSPNet to specify the spatial covariance matrices
of EEGs on symmetric positive definite manifolds. This
framework was applied to motor imagery EEG datasets and
achieved current state-of-the-art performance in cross-validation
and holdout techniques. Zhang et al. [19] investigated five
different adaptive transfer learning-based schemes to adapt a
CNN-based EEG-BCI system to decode hand motor imagery.
They obtained an average accuracy of 84% for the two-class
motor imagery problem. Hwang et al. [20] proposed an LSTM-
based classification method based on overlapping sliding
windows to acquire time-varying EEG data. They demonstrated
that their proposed method outperforms existing algorithms for
EEG classification of four motor imagery classes, and also
exhibits robustness to inter-trial and inter-session motor imagery
data variability. Liu et al. [21] proposed a new end-to-end
compact multi-branch 1D convolutional neural network for
EEG-based motor imagery classification. They reported average
classification accuracies of 83.92% and 87.19% on two public
datasets. Wang et al. [22] proposed a 2D hybrid CNN-LSTM
algorithm for EEG classification in motor imagery tasks. They
converted the EEGs into time series segments and then
calculated the connectivity features between EEG electrodes in
every segment via 2D CNN and finally fed the feature vectors to
the LSTM network for training. Li et al. [23] proposed a new
dual-attention-based adversarial network for motor imagery
classification. Their framework uses multi-subject knowledge to

Vol. 15, No. 5, 2024

enhance the classification performance of single-subject motor
imagery tasks through intelligently utilizing a new adversarial
learning algorithm and two unshared attention blocks. Dang et
al. [24] proposed a modular CNN, Flashlight-Net model, for
Motor Imagery EEG Classification. Due to the multi-frequency
nature of the brain, they combined the three frequency bands and
built an ensemble model of Flashlight-Net using transfer
learning.

One of the main problems of all previously presented models
is their structural and computational complexity, which severely
limits their real-time application in BCI systems. In this article,
we intend to design a CNN model to create an optimal and stable
network for motor. In imagery classification the following, we
will introduce the data, proposed methods, and findings, and
finally discuss and conclude the findings.

I1l. METHODS

A. Dataset

In this article, the BCI competition IV-2a dataset held in
2008 [25] was utilized for testing the proposed deep learning
approaches. This data includes EEG signals with 22 signal
recording electrodes, which are placed on people's heads with
10-20 standard, from nine normal subjects. The signals are
sampled with a frequency of 250 Hz and filtered with a 0.5 to
100 Hz band-pass filter. The signal recording protocol is based
on cues and includes four movement perception tasks (right
hand, left hand, legs, and tongue movement perception). In this
data, the signal recording for each subject was done in two
sessions, each recording session consists of six tasks, and in each
task, 48 trials (12 trials per movement perception class) and a
total of 288 trials were recorded for each subject. At the
beginning of each test (t=0), a + sign appears on the screen, after
two seconds (t=2s) with a short sound warning, the + sign turns
into an arrow and goes to one of the up, down, left, and right
directions. Then, with a short rest, the subject performs the next
test. Fig. 1 shows the timing scheme of a trial.

Beep

|

Cue
Fixation cross Motor imagery Break

T
0 1 2 3 4 5 6 7 8 t(s)

Fig. 1. Timing scheme of a trial in BCl Competition I\V-2a dataset.

B. Proposed Framework

The purpose of this article is to classify brain signals based
on motor imagery using two-dimensional CNNSs. For this four-
class classification problem, the proposed method includes the
implementation of two-dimensional CNNs with the input of
time-frequency data obtained by the wavelet transform method
with different mother wavelets and comparing the performance
of this network in order to classify the data. In general, the
proposed method is shown in the block diagram of Fig. 2. This
framework included data preprocessing, time-frequency
transformation using different mother wavelets, classification
through two-dimensional CNNs, and performance evaluation. In
the following, the details of each of these steps are described.
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Fig. 2. Block diagram of the proposed framework for motor imagery EEG classification.

C. Data Preprocessing

At first, in order to select suitable and effective channels, for
each subject, all 22 signal recording channels were checked and
channels were selected that have more information related to
movement perception signals according to the anatomical
structure of the brain. The selected channels for each subject
were C4, C3, and Cz channels, which are located in the
sensorimotor area of the brain. Fig. 3 shows the location of these
electrodes on the scalp. Also, considering that motor imagery
often occurs in the u and B frequency range, an 8-30 Hz
Butterworth band-pass filter (5th order) was applied to the EEG.

Fig. 3. Location of C3, C4, and Cz EEG channels used for motor imagery
classification.
D. Time-Frequency Analysis

CNNs necessitate the use of images as input, which means
that the one-dimensional EEG should be transformed into two-

dimensional images. To achieve this, the continuous wavelet
transform (CWT) is a commonly used time-frequency technique
that decomposes a time series into its frequency and time
(1/scale) components. The CWT was developed to address the
resolution issue of the Short-Time Fourier Transform (STFT)
and produces high-resolution scalogram outputs. Using the
Fourier transform alone is not a suitable approach considering
that it is not sensitive to parameters such as time or frequency
resolutions which are very important in the analysis of motor
imagery. Therefore, it is recommended to use methods such as
the wavelet transform, which has good accuracy both in terms of
time and frequency [26]. CWT allows for time-frequency
analysis of EEG signals, which is important in EEG processing
as it provides information about how signal characteristics
change over time. CWT offers variable resolution in both time
and frequency domains [27]. This means that it can provide high
time resolution when analyzing high-frequency components and
high frequency resolution when analyzing low-frequency
components. CWT exhibits shift-invariance property, which
means that small shifts in the signal do not significantly impact
the wavelet coefficients. This property can be beneficial when
analyzing EEG signals which may have slight time delays due
to various factors [28]. This technique involves convolving a
time series with a series of functions generated through a
continuous function known as the mother wavelet. The CWT for
a specified time series, s(t), can be computed using Eq. (3):

CWTanls(®)] = J% 27 s@e" (52) de Q)

where, a, b, and ® denote the scale factor, the translational
variable, and the basic wavelet function, respectively. In this
article, CWT with three different mother wavelets Cmor,
Mexicanhat, and Cgaus was used to convert the time domain to
the time-frequency domain, so that among these three mother
wavelets, the most powerful one is selected for data processing
in motor image classification.
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E. Deep Learning Models

Previous studies have shown that CNN is an effective and
superior method compared to other methods in motor imagery
data classification, and it has received much attention [19, 29,
30]. CNNs are able to capture local patterns in data irrespective
of their location, making them suitable for EEG signals which
are often affected by noise or small variations in electrode
placement. CNNs can automatically learn hierarchical
representations of the input data, starting from simple features
(like edges or curves) to more complex features. This ability is
beneficial for capturing the intricate patterns present in EEG
signals. CNNs are known for their ability to learn meaningful
representations from relatively small datasets. This is
advantageous in EEG classification where collecting large
amounts of labeled data can be challenging and expensive [31].
CNN architectures can be easily scaled to handle different EEG
datasets with varying sizes and complexities. By adjusting the
depth and width of the network, CNNs can adapt to different
EEG classification tasks efficiently [32]. Therefore, in this
paper, the classification performance of two-dimensional CNNs
for images obtained from wavelet transform with three mother
wavelets, Mexicanhat, Cmor, and Cgaus, was investigated. For
this purpose, two different 2D CNN architectures are proposed
with the aim of classifying motor imagery-based data. In the first
architecture, the network includes a convolution layer consisting
of 256 kernels with dimensions of 3x3 and step 1. The next
layers include the Max pooling layer and a Dropout layer to
prevent overfitting. In order to prepare the data for classification,
a flattened layer and then two fully connected layers are used. In
the second architecture, the network consists of two convolution
layers. In the first layer, 32 kernels with dimensions of 3x3 and
step 1 are used, and in the second layer, 16 kernels with
dimensions of 3x3 and step 1 are used. Among the convolution
layers, a Max pooling layer and a Dropout layer are used, a
flattened layer is used for data preparation, and two fully
connected layers with 200 and 50 neurons, respectively, are used
for classification. The architecture of these two networks is
shown in Fig. 4. The proposed models incorporate various
adjustments for the count of filter, size of stride, and other
parameters. Hidden layer dimensions were decreased from the
input size to four, representing count of groups in suggested
network. It is important to mention that the hyperparameter
values were carefully fine-tuned based on a thorough
examination of relevant literature and extensive testing. Only
optimal parameters were selected for suggested networks.
Several optimization functions were explored, like Adam,
Stochastic Gradient Descend (SGD), CyclicLR, StepLR, and
ReduceLR. Nonetheless, due to superior performance in
practical applications, the SGD algorithm was chosen as
optimizer with a learning rate of 0.0002 and a batch size of 64.
Additionally, training process was controlled by cross-entropy
loss function. Best parameters for suggested network are
summarized in Table I.
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TABLE I. OBTAINED OPTIMAL PARAMETERS FOR SUGGESTED DEEP
MODELS
Parameter Tested domain Selected
Value
Number of Model 1: 1
convolutional layers 1.2,3,4,5 Model 2: 2
! . Model 1: 256
Count of filters in the 16, 32, 64, 128, 256 Model 2: 32,
convolutional layers 16
Filter size in the Model 1: 3
convolutional layers 3,16, 32,64 Model 2: 3
Activation function Rel U, LRelL.U RelLU
Cost function Cross-entropy, MSE Cross-entropy
. Adam, Adamax, RMSProp,
Optimizer SGD SGD
Dropout level 0.1,0.2,0.3,04,0.5 0.5
Batch size 4,8, 16, 32,64 64
Learning rate 0.001, 0.0001, 0.0002, 0.0003 0.0002

.....................................................................
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Fig. 4. Two-dimensional convolutional neural network architectures are
proposed to classify the brain data of motor imagery: (A) the first proposed
architecture, and (B) the second proposed architecture.

IV. RESULTS

Fig. 5 shows an example of EEG signals related to selected
channels for motor imagery classes 1 and 4. Moreover, Fig. 6
shows an example of time-frequency maps resulting from
wavelet transform in selected EEG channels using mother
wavelets Cmor, Mexicanhat, and Cgaus. As shown, there was an
obvious difference in the time-frequency maps obtained from
different wavelet mothers, which may affect the classification
performance of deep learning models.
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Fig. 5. An example of EEG signals related to selected channels for motor imagery classes 1 and 4.
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Fig. 6. An example of time-frequency maps resulting from wavelet transform in selected EEG channels using mother wavelets is (A) Cmor, (B) Mexicanhat, and

(C) Cgaus.

One of the important steps after designing and building a
model is to evaluate that model. In classification problems, this
evaluation is based on four elements: true positive, true negative,
false positive, and false negative. In this study, four criteria of
accuracy, precision, recall, and Fl-score were used for an
individual-based classification strategy. The results of the
implementation of the first and second architectures of two-
dimensional CNN with three mother wavelets Mexicanhat,

Cmor, and Cgaus in nine subjects and with the evaluation
criteria of accuracy, precision, recall, and F1score are shown in
Tables Il and I11. The results showed that the second architecture
with two convolution layers performs better than the first
architecture. The best classification result was obtained through
the second CNN architecture and mother wavelet Cgaus with
92.54% accuracy, 94.11% precision, 95.06% recall, and 93.37%
F1-score.

TABLE II. THE RESULTS OBTAINED THE FIRST CNN ARCHITECTURE USING DIFFERENT MOTHER WAVELETS FOR MOTOR IMAGERY CLASSIFICATION
. Accuracy (%) Precision (%) Recall (%) F1-score (%)

Subjects

Cmor | Mexicanhat Cgaus Cmor | Mexicanhat | Cgaus | Cmor | Mexicanhat | Cgaus | Cmor | Mexicanhat | Cgaus
Subject1 | 93.22 85.97 93.94 94.32 87.15 9458 | 95.57 88.00 9547 | 94.42 86.10 94.21
Subject 2 87.32 74.4 89.02 89.23 75.30 90.44 90.42 77.41 92.26 88.13 79.37 89.86
Subject3 | 67.27 59.18 66.91 70.07 60.67 67.92 | 70.98 61.33 68.96 | 69.48 60.02 67.32
Subject4 | 91.52 78.42 91.97 92.87 79.97 93.21 | 9341 81.08 93.88 | 92.20 79.11 92.68
Subject 5 95.8 88.98 96.13 96.65 90.02 97.64 | 98.01 90.96 98.39 | 96.68 89.46 97.03
Subject6 | 89.43 88.07 89.94 90.31 89.90 91.66 | 92.27 90.22 93.17 | 90.10 88.93 90.35
Subject7 | 95.46 80.07 95.78 96.68 81.84 97.45 | 97.33 82.21 98.00 | 96.24 80.99 96.41
Subject8 | 83.47 80.04 84.01 84.63 81.69 85.45 | 84.99 82.02 87.41 | 83.97 80.88 84.99
Subject9 | 96.87 94.67 96.89 97.30 95.34 98.37 | 97.94 98.95 98.91 | 97.04 95.42 97.22
Average 88.92 81.08 89.39 90.23 82.48 90.75 | 91.22 83.25 91.83 | 89.81 81.82 90.02
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TABLE Ill.  THE RESULTS OBTAINED THE SECOND CNN ARCHITECTURE USING DIFFERENT MOTHER WAVELETS FOR MOTOR IMAGERY CLASSIFICATION

Subjects Accuracy (%) Precision (%) Recall (%) F1-score (%)

Cmor | Mexicanhat Cgaus Cmor | Mexicanhat | Cgaus | Cmor | Mexicanhat | Cgaus | Cmor | Mexicanhat | Cgaus
Subject1 | 94.23 93.43 97.57 95.98 94.99 90.68 96.85 96.14 99.06 95.35 94.19 98.03
Subject2 | 89.72 86.35 88.90 91.24 88.67 90.11 92.47 89.40 91.37 90.55 87.64 89.33
Subject 3 70.57 68.57 74.53 71.35 70.06 76.90 72.41 72.59 78.37 70.99 69.44 75.49
Subject4 | 90.06 89.85 95.42 91.96 91.46 96.88 92.68 93.29 97.68 91.00 90.67 96.04
Subject5 | 95.70 93.86 96.15 97.77 95.44 98.03 98.51 96.90 99.00 96.44 94.79 97.35
Subject6 | 96.52 96.05 96.17 97.94 97.85 98.30 98.00 98.30 99.01 97.20 97.10 97.77
Subject 7 | 97.36 96.79 95.66 98.81 97.91 97.07 98.98 98.57 97.99 97.90 97.47 96.57
Subject8 | 91.21 90.57 89.77 91.93 91.88 91.48 93.66 93.45 93.37 92.11 91.42 90.38
Subject9 | 98.72 97.48 98.87 99.02 98.95 99.49 99.57 99.02 99.98 98.97 98.33 99.34
Average 91.57 90.33 92.54 92.90 91.92 94.11 93.92 93.08 95.06 92.28 91.25 93.37

V. DISCUSSION

EEG motor imagery classification plays a crucial role in
various fields, especially in the domain of BCI technology. By
utilizing EEG data, this classification technique allows the
interpretation and extraction of meaningful information from
brain signals associated with motor imagery tasks. The
significance of EEG motor imagery classification lies in its
potential to enable individuals with motor disabilities to regain
control of their environment and interact with external devices
using their thoughts alone. It opens up new possibilities for
applications such as neuro-rehabilitation, prosthetics control,
and assistive technologies. Moreover, EEG motor imagery
classification contributes to advancing our understanding of
brain functioning and provides a non-invasive means to study
and analyze neural processes related to motor planning and
execution. Through continued research and development, EEG
motor imagery classification holds promise for enhancing the
quality of life for individuals with motor impairments. In this
article, with the aim of designing a classification system of
motor imagery data based on deep learning methods, two
different CNN architectures were investigated. For this purpose,
after reviewing the studies conducted in this field, the proposed
systems were introduced and implemented, and the details of
these systems were examined. The proposed model with the aim
of classifying motion perception data includes the blocks of
channel selection, filtering, data transformation to the time-
frequency domain, classification, and evaluation of the proposed
model. Among the examined wavelet transforms, the images
created with the Cgaus mother wavelet had the best
classification performance in both CNN architectures. In
addition, among the proposed CNN architectures, the second
architecture with two layers of convolution showed the best
performance, which was confirmed by various evaluation
criteria including accuracy, precision, recall, and F1score.

In Table 1V, the results obtained from the proposed method
are compared with the previous classical machine learning and
deep learning approaches. All these publications have used the
same dataset as our study and therefore it is possible to directly
compare the previous and current proposed methods. As shown,
the proposed method performs very well compared to the
previous classical machine learning and deep learning methods.
However, it should be noted that deep learning methods increase
the computational costs, and to reduce the computational load
and maintain the classification quality, it is necessary to conduct
more studies on the network structure, such as the number of
kernels, the use of one-dimensional kernels instead of two-

dimensional kernels, and the number of layers used. Also,
considering the variety of existing mother wavelets, more
studies on the wavelet transform with other mother wavelets are
suggested.

TABLE IV.  COMPARING THE RESULTS OF THE PROPOSED DEEP LEARNING
METHOD WITH THE PREVIOUS STATE-OF-THE-ART WORKS FOR THE
CLASSIFICATION OF THE BCI COMPETITION IV-2A DATASET

Reference Algorithm Classifier Reported
accuracy (%)

[33] SFBCSP SVM 92
[34] CTDA SVM 81.85
[35] Variance FN 78
[36] Variance TSLDA 70.20
[37] CsP LDA 89.23
[38] WT 2D CNN 87.60
[39] CWT VGG-16 68.33
[40] WT 2D CNN 85.59
[41] CSP+WT 2D CNN 72.25
[42] WT 2D CNN 89.36

Current work WT 2D CNN 92.54

VI. CONCLUSION

In this work, two simple CNN models with different and yet
simple structures were proposed and investigated for motor
imagery EEG classification. For this purpose, time-frequency
representation of EEG signal was used as input of deep models.
Both research goals of this work were achieved: (1) increasing
the accuracy of motor imagery EEG classification compared to
previous existing techniques using simple deep learning
architectures; and (2) investigating the effect of the mother
wavelet on the time-frequency representation of the EEG signal
as an input to deep learning networks and determining the best
mother wavelet to achieve appropriate results. In summary, the
findings of this study showed that the architecture of CNN and
specifically the number of convolution layers in this deep
learning network has a significant effect on the classification
performance of motor imagery brain data. In addition, the
findings of this study showed that the mother wavelet in the
wavelet transform is very important in the classification
performance of motor imagery EEG data. Considering that
many EEG studies use time-frequency maps obtained from
wavelet transform as input to deep learning models, the results
of this study can be very useful and important for this type of
study.
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Although the proposed method achieved better performance
than some state-of-the-art methods, this study faced limitations
that should be further investigated in future research. One of the
limitations of this study was the selection and analysis of only
three EEG channels based on anatomical information related to
motor perception, while other channels may also contain useful
information that can help improve the performance of the
proposed system. Therefore, it is recommended that future
studies use automatic channel selection and optimization
methods to utilize the maximum relevant information available
in brain signals. In this study, only three well-known mother
wavelets were compared and investigated, while new hybrid
mother wavelets have been introduced in recent years that can
improve the performance of the proposed framework.
Therefore, further studies on wavelet transform with other
mother wavelets are suggested. In addition, there are new time-
frequency analysis methods that may perform better than
traditional wavelet transforms, such as empirical Fourier
decomposition and empirical wavelet transform. It is strongly
recommended that future studies explore the integration of these
new methods with the proposed deep models.
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Abstract—In the current research, two nonlinear features were
utilized for the design of EEG-based mental workload recognition:
one feature based on differential entropy and the other feature
based on multifractal cumulants. Clean EEGs recorded from 36
healthy volunteers in both resting and task states were subjected
to feature extraction via differential entropy and multifractal
cumulants. Then, these nonlinear features were utilized as input
for a fuzzy KNN classifier. Experimental results showed that the
multifractal cumulants feature vector achieved an AUC of 0.951,
which is larger than the differential entropy feature vector (AUC
=0.935). However, the combination of both feature sets resulted in
added value in identifying these two mental workloads (AUC =
0.993). Furthermore, the multifractal cumulants feature vector
(best classification accuracy = 94.76%) obtained better
classification results than the differential entropy feature vector
(best classification accuracy = 92.61%). However, the combination
of these two feature vectors achieved the best classification results:
accuracy of 96.52%, sensitivity of 97.68%, specificity of 95.58%,
and F1-score of 96.61%. This shows that these two feature vectors
are complementary in identifying different mental workloads.

Keywords—Mental workload; EEG; nonlinear analysis;
multifractal; differential entropy; fuzzy KNN; classification

. INTRODUCTION

Lately, there has been tremendous progress in the
development and use of detection tools and artificial
intelligence. As a result, they are now widely used to monitor
human mental states in different areas [1]. These technologies
are practically applied in passive brain-computer interfaces and
human-robot interaction [2]. In this context, assessing cognitive
workload has become highly important and has attracted a lot of
attention. It measures the mental effort required considering the
available cognitive resources. Monitoring and evaluating
various factors like emotions, fatigue, and stress that affect
cognitive workload have become crucial due to their potential
impact on people's well-being and performance in real-world
situations [3], [4]. Therefore, recognizing and understanding
cognitive workload is extremely significant for improving
human productivity, safety, and overall quality of life.

Until now, cognitive workload measurements have been
classified into two types: objective and subjective measures.
Subjective measures rely on self-assessment and perceptions of
the operators, often utilizing questionnaires like the Subjective
Workload Assessment method to evaluate cognitive workload.
While these approaches are easy to implement, they lack

objectivity, real-time feedback, and precise results [5]. On the
other hand, objective measures primarily rely on task
performance recordings and various biological signals, which
minimize interference with the task and address the
aforementioned limitations [6]. Commonly used physiological
signals include heart rate, respiration, electroencephalogram
(EEG), eye tracking, and electromyogram [7]. Among these,
EEG is a popular choice due to its convenience, excellent
temporal resolution, availability, security, and affordability [8],
[9]. Hence, this study focuses on the recognition of cognitive
workload using EEG-based methods.

EEG signals possess distinct characteristics, including noise,
weakness, nonlinearity, and non-stationarity, which vary among
individuals [10]. Consequently, it is a significant challenge to
identify robust patterns in EEG signals specific to a particular
state. Traditional analytical approaches rely on statistical testing
to detect differences in features like power variations within
standard EEG frequency bands [11]. However, these methods
may lack adequate modeling capacity or fail to uncover causal
relationships [12]. To overcome these challenges, numerous
studies have proposed various machine-learning techniques
[13]. Machine learning can effectively learn unique features that
capture inherent patterns in the data and construct predictive
models [14]. For instance, a proposed method integrates ECG,
EEG, and electrooculography (EOG), demonstrating superior
predictive capability compared to individual analyses [15].
Similarly, another research showcases high accuracy by
combining ECG, EEG, and respiration rate for the classification
of mental conditions [16]. Furthermore, combining EEG and
ECG vyields even better outcomes compared to using EEG
signals alone [17]. However, utilizing multiple sensors and
processing multiple  physiological signals can pose
computational and processing challenges. As a result, many
researchers have concentrated on using EEG alone to identify
mental workload. Several studies have utilized spectral,
statistical, and fractal analysis along with various classifiers to
detect different mental states from EEG signals. For instance,
Zarjam et al. presented a mental workload recognition system
that incorporates time, time-frequency, and nonlinear features of
EEGs from five healthy volunteers, a statistical feature selection
method based on t-test, and SVM classifier. They achieved an
accuracy of 83% using the hold-out cross-validation technique
in recognizing three different levels of cognitive workload [18].
Walter et al. computed the spectral features of EEGs from 21
healthy subjects as input to an SVM classifier and reported an
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accuracy of 82% using the 10-fold cross-validation technique in
detecting three levels of mental workload [19]. Tremmel et al.
also computed the spectral features of EEGs from 15 healthy
subjects as input to a regularized LDA classifier and reported an
accuracy of 63% using the 4-fold cross-validation technique in
detecting three levels of mental workload [20]. Kakkos et al.
calculated the functional connectivity of EEG signals from 33
healthy subjects as input to an ensemble LDA classification
model and reported an accuracy of 82% using the 10-fold cross-
validation technique in detecting three levels of mental
workload [21]. Wang et al. calculated the time-frequency
features of EEG signals from eight healthy subjects as input to a
hierarchical Bayes classifier and reported an accuracy of 80%
using the 5-fold cross-validation technique in detecting three
different levels of cognitive workload [22]. Gevins et al.
computed the spectral features of EEGs from eight healthy
subjects as input to a neural network classifier and reported an
accuracy of 80% using the hold-out cross-validation technique
in detecting three different levels of cognitive workload [23].

Although the EEG signal exhibits nonlinear and chaotic
characteristics, and nonlinear analysis techniques in signal
processing have made significant advancements, there is a
scarcity of studies exploring the potential of various nonlinear
analysis methods in identifying cognitive workload. The
existing studies that have employed nonlinear techniques have
reported unsatisfactory outcomes. As a result, this study strives
to enhance previous endeavors by employing two unique
nonlinear analyses and machine learning techniques for the
classification of resting and task-related EEG data. The two
unique nonlinear analyses are performed according to
differential entropy and multifractal cumulants. Therefore, the
contribution of this study is twofold. First, multifractal
cumulants and differential entropy are examined for the first
time to recognize mental workload. Multifractal analysis of
brain signals can provide insights into the complex and non-
linear dynamics of neural activity. While the direct relationship
between multifractal cumulants of brain signals and mental
workload is still an area of ongoing research, there are potential
connections and implications. Multifractal analysis could
potentially be used to distinguish between different mental
states, such as periods of high versus low mental workload.
Patterns in multifractal cumulants might reveal underlying
neural dynamics linked to cognitive processing and workload
variations. On the other hand, higher mental workload often
requires increased cognitive processing and information
integration. The differential entropy of brain signals could
reflect the complexity and amount of information being
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processed by the brain during tasks associated with different
levels of mental workload. However, none of the previous
studies have examined these two important features for
identifying mental workload. Second, a fuzzy classifier (fuzzy
KNN) was applied to the extracted features. Fuzzy classification
of brain signals can play a role in decoding the neural correlates
of mental workload and providing valuable insights into
cognitive states and processes. By exploiting the flexibility and
adaptive nature of fuzzy logic, it is possible to capture the
complexity of brain dynamics associated with different levels of
mental workload.

Il. METHODS

In this section, a comprehensive plan outlining the methods
and techniques used to accomplish the research objectives is
provided. It encompasses a thorough explanation of the
experimental design, dataset, and analysis procedures employed
in this study. Each step is presented in a systematic manner, with
a focus on the crucial variables, instruments, and statistical
methods utilized.

A. EEG Dataset

In this research, an openly accessible EEG database [24] was
employed to investigate mental cognitive workload. The study
enrolled 36 healthy volunteers (75% female) within the age
range of 18 to 26 years. Participants met the criteria of having
normal color vision, and visual acuity, and no history of
cognitive or mental disorders or learning disabilities. To induce
cognitive activity, participants were instructed to complete
arithmetic tasks involving consecutive number subtraction while
their EEG data was captured. The EEG signals were recorded
using Ag/AgCI electrodes positioned on the scalp following the
10-20 standard system. Sixteen scalp locations were selected,
including Fpl, T5, Fp2, F8, F3, T3, F4, Fz, F7, C3, 01, C4, 02,
Cz, T4, and T6. A reference was established by connecting the
channels to Al and A2, positioned on the earlobes. Electrode
impedance was maintained below 5 kOhm, and the sampling
rate was set at 500 Hz. To reduce noise and artifacts, a low-pass
filter with a cutoff frequency of 45 Hz, a high-pass filter with a
cutoff frequency of 0.5 Hz, and a notch filter with a center
frequency of 50 Hz were used to filter the recorded EEGs.
Before EEG recording, participants were instructed to relax
during a resting-state period and mentally count during the
arithmetic tasks without verbalizing. The recording process
consisted of a three-minute adaptation phase, followed by three
minutes of resting state with closed eyes, and concluding with
four minutes of performing the arithmetic task. The timeline of
the recording process is visualized in Fig. 1.
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Fig. 1. The time course of the EEG recording procedure [24].

B. Proposed Framework

The general framework for EEG-based mental workload
recognition is shown in Fig. 2. First, Clean EEGs were subjected
to feature extraction via differential entropy and multifractal
cumulants. Then, these nonlinear features were utilized as input
for a fuzzy KNN classifier.

EEG signal

Differential Entropy Multifractal Cumulants

L

Fuzzy KNN

Fig. 2. General framework for EEG-based mental workload recognition.

C. Differential Entropy

Differential entropy is a concept widely used in information
theory and statistics to measure the uncertainty or randomness
present in a continuous random variable. The underlying
assumption is that engaging in a cognitive task has the potential
to either heighten or diminish the predictability of the EEG
signal. This altered predictability, when quantified by this
feature, can be recognized via classifiers. For instance, motor
activity produces discernible rhythmic patterns that contrast
with the resting state of neurons. Regardless of the specific
frequencies associated with both motor activity and the resting
state, the presence of any type of activity will induce a variation

in the predictability of the EEG signal.
differential entropy is defined by [25]:

Mathematically,

DE =
+oo 1 _G-w? 1 _Ge=w? 1 2
- —e 202 |og Nreld 202 | dx = Slog(2mea?)

1)

where, the signal X has a Gaussian distribution N (y, 62). In
the feature extraction step, differential entropy was calculated in
each EEG frequency band: delta (1-4 Hz), theta (4-8 Hz), alpha
(8-12 Hz), beta (12-30 Hz), and gamma (30-40 Hz).

D. Multifractal Cumulants

Multifractal cumulants can be viewed as a statistical measure
of the relationships between different frequency bands. The
multifractal approach provides insights into how these bands are
interconnected at any given moment. The underlying hypothesis
suggests that specific mental activities not only affect the power
of various EEG frequency bands but also impact the distribution
of this power among the bands. Essentially, the multifractal
cumulants of the signal capture a distinctive pattern of inter-
band relationships, which differs from the commonly used
approach of analyzing power within individual frequency bands.
Previous research has demonstrated the potential of utilizing the
multifractal spectrum for EEG classification [26]. Our chosen
method for extracting the multifractal spectrum involves
performing a discrete wavelet transform on the signal and
extracting the wavelet leader coefficients [27]. Then, following
the methodology outlined in study [28], the cumulants of the
leaders as classification features were employed. Let x(t) denote
the signal under analysis. According to the perspective presented
in [29] on multifractal analysis, the statistical properties of x(t)
are related to those of a scaled version of the signal, x(at). This
scaling in time corresponds to a frequency shift in the context of
frequency analysis. Therefore, an alternative interpretation of
the multifractal cumulants feature is that it characterizes some
form of inter-frequency information, as explained in the
introduction of this section.
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The process of implementing the multifractal cumulants
extraction algorithm is as follows:

The discrete wavelet transform is utilized to decompose
the time series x(t) and obtain the wavelet coefficients
w(s,ts) at every time interval ts and dyadic scale s.

The wavelet leaders are calculated at every scale s by
extracting the maximum coefficients among all samples
obtained by calculating w(s,ts), w(s,ts-1), and w(s,ts+1).

The partition functions are calculated for a sufficient
range of exponents g as follows:

F(s,q) ——Z (2

To obtain the multifractal spectrum, either a Legendre
transform or a direct estimation of the Holder exponent
density was employed, as described in[30]. However, in
the current approach, a more recent technique introduced
by study [28] was adopted. This technique involves
computing the wavelet leader cumulants of orders 1-5,
which are further detailed in the referenced paper.
According to study [28], the initial cumulants already
encompass a significant amount of practical information
for characterizing the distribution of Holder exponents.
In the context of a classification task, this condensed
form of information can be effectively utilized.

—1w(s, t]1

The first five cumulants were calculated for the leaders
at every scale, denoted by s. In a signal with a size
between 2L and 2L+1, where L represents the maximum
levels of the wavelet transform, a cumulative count of 5
multiplied by L cumulants was obtained for the signal.
These cumulants gradually encompass an increasing
number of frequency bands as the scale rises. Ultimately,
the feature vector consists of these 5 multiplied by L
cumulants per channel.
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E. Fuzzy K-nearest neighbor (FKNN)

The fuzzy k-nearest neighbor (FKNN) classifier emerged as
one of the leading advancements in the field of KNN algorithms.
It operates by incorporating membership degrees for classifying
data that contains uncertainties. In FKNN, each new query
sample is assigned membership degrees to different classes, with
the highest degree playing a decisive role in classification [31].
The assigned membership degree reflects the proportion to
which the query sample belongs to each available class. These
degrees are then weighted based on the inverse distance between
the query sample and its k nearest neighbors within the
membership function. Additionally, a fuzzy strength parameter
known as 'm' is introduced to determine the relative importance
of distance when evaluating the contribution of neighbors to the
membership degree. The membership degree for the query
sample y in each class i, as determined by the k nearest
neighbors, is measured according to the following approach:

Shoywij(———)
=™

%)

==

u;(y) = @)

X ANC

where, ujj denotes the membership of the sample jth in the
class ith of the training subset and m = 2.

I1l.  RESULTS

After the preprocessing of EEG data, various features were
computed from all channels. The comparison of raw EEG
signals between the rest and task conditions is presented in Fig.
3. It can be observed that there were no noticeable distinctions
between the two cognitive workload states. Moreover, Fig. 4
shows the differential entropy values for each EEG frequency
band at rest and task states in the F3 channel. As can be seen, the
entropy values in all frequency bands are higher in the task state
than in the rest state. In other words, the complexity of the EEG
signal in different frequency bands is higher in the task state than
in the rest state.

Raw EEG in Task Condition

ot rtar Pl %fwwwwﬁmw‘wmﬂﬂwwﬂw
2 LA,M ) m f}h ,;'i'v\*’\'-'-‘ml"f\m o i W“ﬁ("\
” u‘%r \‘h % H *N'WWM’M"H A\ oA 0
g mﬂwr ol wmgwmm ‘*.W‘M\'-f LT
7 1.;1\.“."[ h‘ h.n .l NJU e e M N;‘rwi\ﬂn.mnﬂ\w
LA '*“‘*“"Ma‘ﬁ“&w& i

ﬂ‘*"imy' ,,«W.»Mm‘mwmﬂmww \,.v,
W ww ﬂ\w U o PV

s p\,l.n" d"f. v Mﬂ Mw.j('!"w'lmﬂq\.w "'}JFI' WMHM;J',,‘
o ‘M i +W"& ol M nf“*'iw.}' '«a’!mw-w*m& ,#.J

™ ra.'.v‘w,'f»\tﬂ %M'\\ W‘www on B Pl e, mn\;w.\v
s ‘m *

b AN i
Sl
e i ;,“aa' gt M'ﬂ“\f"“w“""«"i“i'\ﬁ“‘w’nw
o Pikspf tﬁw A |r'(‘!lm-'M\\"m\“ MRl e *“‘“w"‘i'”
@ mm!”rmh iy «wwwwwwm-arw. A
r m,,'u \hsw. \-f“ﬂ bMle*'mwmww;"'ﬁ,:iu
o Tyl \;r’lm A ! N1,
mw?’ra w«Mm AN wmwﬂw

25 175 s
Tmﬂl )

Fig. 3. Asample of EEGs for rest (left) and task (right) conditions.
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Fig. 4. Differential entropy for each EEG frequency band at rest and task states in the F3 channel.

To determine the recognition value of each of the feature
vectors (i.e., differential entropy feature vector, multifractal
cumulants feature vector, and combined feature vector), ROC
curves corresponding to each feature category were obtained.
Fig. 5 shows the ROC curves obtained for each feature category.
As shown, the multifractal cumulants feature vector achieved an
AUC of 0.951, which is larger than the differential entropy
feature vector (AUC = 0.935). However, the combination of
both feature sets resulted in added value in identifying these two
mental workloads (AUC = 0.993).
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Fig. 5. ROC curves were obtained for each feature category.

In the next step, each feature vector was used as input for the
classifier. In addition, to more accurately evaluate the

performance of the proposed classifier (FKNN), several
classical classifiers were used for comparison: KNN, linear
SVM, LDA, Naive Bayes, decision tree, and random forest. In
this binary classification problem, there are two distinct classes:
task or positive (P) and rest or negative (N). The classification
models yield four potential outcomes: true positive (TP), true
negative (TN), false positive (FP), and false negative (FN). The
predicted class determines T and F, while the actual class
determines P and N. Accuracy, sensitivity, specificity, and F1-
score were the performance measures used to evaluate the
classification. In every chosen feature vector, the data was
divided into three parts: a training set of 60%, a validation set of
20%, and a testing set of 20%. To maintain the same class
proportions throughout the divided sets, a stratified random
sampling technique was employed during the sampling process.
For cross-validation, the holdout method was utilized,
generating six random splits of the training and validation sets.
Tables I to 1l show the classification results of rest and task
EEGs by differential entropy, multifractal cumulants, and
combined feature wvectors using different classifiers,
respectively. As shown in Table I, the FKNN classifier using the
differential entropy feature yielded an accuracy of 92.61%,
sensitivity of 90.42%, and specificity of 94.55% and F1-score of
92.43% for mental workload recognition. After FKNN, SVM
and LDA performed best among other classifiers with 91.16%
and 90.89% accuracy, respectively. Multifractal cumulants
achieved better results than differential entropy, as shown in
Table Il. Again, the FKNN classifier outperformed the other
classification models with an accuracy of 94.76%, a sensitivity
of 95.41%, a specificity of 94.15%, and an F1 score of 94.77%.
According to the ROC curve analysis results, as expected, the
multifractal cumulants feature wvector (best classification
accuracy = 94.76%) obtained better classification results than
the differential entropy feature vector (best classification
accuracy = 92.61%). However, the combination of these two
feature vectors achieved the best classification results: accuracy
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of 96.52%, sensitivity of 97.68%, specificity of 95.58%, and F1-
score 0f 96.61%. As shown, in Table 111, this excellent result was
achieved by the FKNN classifier. This shows that these two
feature vectors are complementary in identifying different
mental workloads. In addition, FKNN, SVM and LDA
classifiers produced overall better results than other classifiers.

TABLE I. CLASSIFICATION RESULTS OF RESTING AND TASK EEGS
THROUGH DIFFERENTIAL ENTROPY FEATURE VECTOR AND FKNN
COMPARED TO OTHER CLASSIFIERS

- Accuracy Sensitivity | Specificity F1-score
Classifier (%) (%) (%) (%)
FKNN 92.61 90.42 94.55 92.43
KNN 88.47 87.29 89.73 88.49
SVM 91.16 90.25 92.01 91.12
LDA 90.89 89.66 92.05 90.83
Naive 83.49 82.12 84.81 83.44
Bayes
Decision
Tree 84.92 84.16 85.69 84.91
Random 84.50 83.10 85.97 84,51
Forest
TABLE II. CLASSIFICATION RESULTS OF RESTING AND TASK EEGS

THROUGH MULTIFRACTAL CUMULANTS FEATURE VECTOR AND FKNN
COMPARED TO OTHER CLASSIFIERS

- Accuracy Sensitivity | Specificity F1-score
Classifier (%) (%) (%) (%)
FKNN 94.76 95.41 94.15 94.77
KNN 89.11 88.36 90.00 89.17
SVM 92.39 92.98 91.74 92.35
LDA 93.21 94.36 92.10 93.21
Naive
Bayes 84.91 84.14 85.72 84.92
Decision 86.32 86.93 85.65 86.28
Tree
Random 85.97 85.00 86.90 85.98
Forest
TABLE Il CLASSIFICATION RESULTS OF RESTING AND TASK EEGS
THROUGH COMBINED FEATURE VECTORS AND FKNN COMPARED TO OTHER
CLASSIFIERS
. Accuracy Sensitivity Specificity F1-score
Classifier (%) (%) (%) (%)
FKNN 96.52 97.68 95.58 96.61
KNN 91.79 92.35 91.22 91.78
SVM 93.62 94.47 93.07 93.76
LDA 94.05 95.51 92.87 94.17
Naive 86.13 86.90 85.35 86.11
Bayes
Decision 88.82 87.69 90.03 88.84
Tree
Random
Forest 89.40 90.24 88.62 89.42

IV. DISCUSSION

An automated EEG-based system based on two new
nonlinear features and a fuzzy classifier (FKNN) was suggested
in this research for mental workload recognition. A good
accuracy of 96.52% was obtained through the combination of
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the feature vectors extracted by two nonlinear analyses and the
FKNN classifier. Mental workload serves as an important
measure for assessing the cognitive demands placed on
individuals during specific tasks. Its significance extends to
various fields such as healthcare and education. It has been
observed that nonlinear features extracted from EEG signals
offer promising potential for detecting mental workload. EEG, a
technique that records brain activity, captures the brain's
electrical signals, which are intricate and nonlinear in nature
[32]. Analyzing these signals using conventional linear methods
proves challenging [33]. Nonlinear analysis of EEG signals,
accomplished through mathematical techniques, enables the
capture of the brain's dynamic and complex activities [34], [35],
[36]. By extracting nonlinear features from EEG signals,
valuable insights can be gained into the brain's functional
connectivity, complexity, and synchronization, which are not
easily identifiable using linear techniques [37]. The benefits of
nonlinear analysis of EEG signals are numerous, including the
ability to detect subtle changes in brain activity [38], identify
abnormal brain activity associated with neurological disorders
[39], [40], [41], [42] and develop more accurate diagnostic tools
for brain disorders [33]. In essence, the nonlinear nature of EEG
signals presents researchers and clinicians with a unique
opportunity to delve into the intricate dynamics of the brain and
devise more effective strategies for identifying mental
workload.

In contrast, the outcomes achieved through the proposed
method in this research exhibit great promise when compared to
previous investigations. Table IV displays a comparative
analysis of the proposed approach and other machine learning-
based methods applied to EEG analysis for mental workload
recognition. When considering the same unipolar EEG signals,
the method presented in this study demonstrates satisfactory
results compared to previous approaches. This study introduces
a novel machine learning model that employs EEG nonlinear
features to detect mental workload. Notably, unlike many prior
studies that relied on small EEG datasets for evaluation, the
current method was examined using a relatively larger dataset,
yielding acceptable outcomes. The findings of this research hold
potential implications for understanding the neural mechanisms
underlying different levels of mental workload, particularly in
clinical fields such as psychology and psychiatry. Nevertheless,
it is essential to recognize the limitations of this study, as well
as similar studies. One notable drawback is the limited clinical
implications and generalizability of the findings. Further
evidence is required to establish the effectiveness of employing
EEG-based machine learning techniques in mental workload
detection, including their performance in individuals with
diverse physical or mental conditions. Moreover, a broader
range of EEG datasets specific to various levels of cognitive
workload is crucial to effectively utilize these approaches, given
the intensive data requirements of machine learning techniques
for optimal results. Nonetheless, the proposed method can
potentially serve as a computer-aided detection (CAD) tool for
clinical applications. Additionally, the presented framework
offers advantages such as reduced labor, time efficiency, and
decreased susceptibility to human errors compared to traditional
methods of cognitive workload recognition. Consequently, it
enables swift and accurate cognitive workload detection without
direct human involvement.
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COMPARING THE PERFORMANCE OF OUR PROPOSED APPROACH WITH SOME STATE-OF-THE-ART STUDIES USING MACHINE LEARNING METHODS FOR
MENTAL WORKLOAD IDENTIFICATION THROUGH EEG ANALYSIS
Cross- o
Reference Dataset Approach validation Accuracy (%)
[43] 28 EEGs from healthy adults during rest and task Functional connectivity and SVM LOSOCV 87.00
[22] 9 EEGs from healthy adults during rest and task Time, frequency, and u me-frequency features 10-fold CV 84.00
along with SVM
[44] 8 EEGs from healthy adults during rest and task Spectral features and stacked denoising Hold-out 74.00
autoencoder
[45] 7 EEGs from healthy adults during rest and task Spectral featyr_es and adaptive stacked Hold-out 85.79
denoising autoencoder
[46] 15 EEGs from healthy adults during rest and task Spectral features and MLP neural network Hold-out 85.00
[47] 8 EEGs from healthy adults during rest and task Time and frequency features, denoising Hold-out 86.00
autoencoder
[48] 12 EEGs from healthy adults during rest and task Spectral features and neural network Hold-out 75.00
[49] 20 EEGs from healthy adults during rest and task Spectral and time features along with LDA 10-fold CV 90.00
[50] 22 EEGs from healthy adults during rest and task Time and tlme-frequlleg(':a}\/ features along with 5-fold CV 70.00
Our proposed 36 EEGs from healthy adults during rest and task Multlfrac_tal cumulgnts, dlff_erentlal e_ntropy Hold-out 96.52
approach and various machine learning techniques

V. CONCLUSION

This research suggested two nonlinear features for mental
workload recognition: multifractal cumulants and differential
entropy. The multifractal cumulants feature captures the
relationship between frequency bands, rather than quantifying
the power within each specific band. This feature provides
valuable information about the interplay between different
frequency ranges. On the other hand, the differential entropy
feature assesses the level of difficulty in predicting future EEG
signal patterns based on their past behavior. This measure
reflects the intricate dynamics present within the EEG signals.
Surprisingly, our findings revealed that the multifractal
cumulants and differential entropy can independently
distinguish between different mental states as measured by EEG.
Additionally, the obtained results demonstrated that combining
these two features resulted in a higher accuracy of classification
compared to solely utilizing each feature. Consequently, these
new features are deemed valuable supplements to the existing
features utilized in mental workload recognition, offering
potential for enhanced this field. Future research may focus on
exploring innovative methods for feature combination and
selection, as well as extending the application of these features
to multi-class problems beyond resting and task states.
Moreover, it is essential to address the creation of new
algorithms incorporating physiologically relevant error
functions specifically tailored for EEG signal predictions
involving the complexity feature. In addition, it is recommended
that future studies use optimization algorithms such as genetic
algorithm to adjust the parameters of nonlinear analyzes and
FKNN classifier to improve the results and speed up the
parameter adjustment process.
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Abstract—In the field of education, understanding and
predicting student performance plays a crucial role in improving
the quality of system management decisions. In this study, the
power of various machine learning techniques to learn the
complicated task of predicting students’ performance in math
courses using demographic data of 395 students was investigated.
Predicting students' performance through demographic
information makes it possible to predict their performance before
the start of the course. Filtered and wrapper feature selection
methods were used to find 10 important features in predicting
students’ final math grades. Then, all the features of the data set
as well as the 10 selected features of each of the feature selection
methods were used as input for the regression analysis with the
Adaboost model. Finally, the prediction performance of each of
these feature sets in predicting students' math grades was
evaluated using criteria such as Pearson's correlation coefficient
and mean squared error. The best result was obtained from
feature selection by the LASSO method. After the LASSO method
for feature selection, the Extra Tree and Gradient Boosting
Machine methods respectively had the best prediction of the final
math grade. The present study showed that the LASSO feature
selection technique integrated with regression analysis with the
Adaboost model is a suitable data mining framework for
predicting students’ mathematical performance.

Keywords—Student performance; math grade prediction;
feature selection; regression analysis; machine learning; data
mining

. INTRODUCTION

In the field of education, understanding and predicting
student performance plays a crucial role in improving the quality
of system management decisions. Through the utilization of
machine learning methodologies, educators and administrators
may effectively utilize data to detect pupils who may be prone
to failure right from the outset of the course. By acting as an
early warning system, these predictive models enable the
implementation of focused support measures and intervention
techniques to enhance student learning outcomes [1]. Machine
learning algorithms and data mining techniques are commonly
utilized in student performance prediction modeling [2]. These
techniques analyze various attributes such as grades, educational
background, psychological evaluation, and demographics to
generate predictions about a student's future performance [3]. By
utilizing machine learning techniques, educators can gain
valuable insights into student behavior and patterns, allowing
them to tailor their approach to meet individual students' needs.
This not only improves student performance but also helps in
identifying slow learners, predicting dropout rates, and
enhancing overall educational outcomes. These predictive
models help in improving the overall education system by

identifying students who may require additional support and
intervention. Additionally, machine learning techniques can
help in improving student attendance and predicting learning
behavior to warn students who are at risk [4]. Machine learning
techniques have revolutionized the field of education by
providing accurate and timely predictions about student
performance [5].

The process of extracting valuable embedded information
from data plays a crucial role in various scenarios, providing
valuable insights to organizations, companies, and research
analysts for addressing different challenges and making
informed decisions [6], [7]. The present investigation looks at
the challenge of evaluating math students' performance with
respect to important variables that have a big influence on the
possibility of repeating the course. This study examines the
application of several machine-learning approaches for data
mining, taking into account the diversity of factors impacting
students' success or failure in a course [8]. By mining the
available data, the aim is to determine the relative importance of
different factors in students' academic achievements.

Several researchers have explored the field of data mining
related to students' performance. Kostopoulos et al. [1] proposed
a new semi-supervised regression algorithm to predict the final
grade of students in an online course. They showed that their
technique can improve the performance of student performance
prediction models. Randelovi¢ et al. [2] proposed a
multidisciplinary-applicable aggregated model based on
analytic hierarchy process and ReliefF classifier to predict
further students’ education. Xu et al. [8] introduced a two-layer
machine learning architecture consisting of multiple base
predictors and a set of ensemble classifiers to predict student
performance in degree programs. They proposed a data-driven
approach based on probability matrix factorization and latent
factor models to construct baseline predictors. Through
extensive simulations on an undergraduate student dataset
collected over three years at University of California, they
showed that this technique may achieve superior performance
over benchmark approaches. However, none of the mentioned
studies managed to identify important factors in student
performance. The decision tree's (DT) ID3 variation method was
used in one study by Baradwaj and Pal [9] to forecast end-
semester marks (ESM). Previous semester marks (PSM),
seminar performance (SEP), assignment (ASS), class test grade
(CTG), attendance (ATT), lab work (LW), and general
proficiency (GP) were among the considerations. Through the
implementation of the DT method, a set of IF-THEN rules were
derived to predict students' ESM categorized as first, second,
third, or fail. Kabakchieva [10] used a variety of algorithms in
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her study to estimate students' performance based on data
obtained, including rule learners, K-nearest neighbors, DTs, and
Bayesian classifiers. The results demonstrated that although
these classifiers were suitable for the data mining task, none of
the methods or classifiers achieved an accuracy of more than
75%, which is subpar considering how crucial it is to predict
students' performance. The effectiveness of artificial neural
networks and deep learning models (DTs) in simulating the
academic standing of students of Nigeria's University of Ibadan,
was examined in different research conducted by Osofisa et al
[11]. The results showed that in terms of training and test data
accuracy, the neural network model performed better than the
DT model. 98.26% and 60.16%, respectively, for the training
and test data were the classification accuracies of the multilayer
perceptron model, which demonstrated the best performance.
Roy et al. [12] investigated an adaptive dimensionality reduction
algorithm for educational data mining. They showed that this
algorithm can improve the performance of predictive models
and provide useful insights into the important factors affecting
student performance. However, the authors compared the
proposed algorithm with some limited existing algorithms and
were not able to introduce important factors affecting student
performance.

In general, few studies have used a variety of data mining
and machine learning methods to predict students' performance,
and mostly limited artificial intelligence techniques have been
investigated. Some existing studies have only reported the
accuracy of classification using neural networks as a black box
and have not investigated the important factors in predicting

Vol. 15, No. 5, 2024

students' performance. Therefore, the current study aims to
systematically examine and compare various filtered and
wrapper data mining methods to determine important factors in
predicting students' performance. For this purpose, a variety of
filtered-based, L1- and L2-based, tree-based, and evolutionary-
based methods are examined to predict students' performance.
This study looked into the ability of several machine learning
approaches to learn the challenging job of predicting students'
success in math classes using 395 students' demographic data.
Predicting students' performance through demographic
information makes it possible to predict their performance
before the start of the course. The article is arranged as follows:
Section |1 presents the dataset used and the proposed framework.
Section Il presents the experimental results. Section IV
provides a discussion of the findings and Section V provides a
conclusion on the study.

Il. METHODS

A. Dataset

This information relates to the secondary school academic
performance of two Portuguese schools [12]. The information
was gathered through school reports and surveys, and its
properties include student grades as well as demographic, social,
and school-related information. A total of 395 students filled the
questionnaires and the data set has no missing values. This
dataset has 32 attributes which are shown in Table I. As shown,
the variable G3, i.e. the final grade, is considered as the target
variable, which is tried to be predicted by other variables.

TABLE I. 32 ATTRIBUTES OF THE STUDENTS’ PERFORMANCE DATASET
Attributes Type Value Description
School Binary GP/MS Student’s school
Sex Binary FIM Student’s sex
Age Numeric 15-22 years Student’s age
Address Binary U/R Student’s home address type
Pstatus Binary T/IA Parent’s cohabitation status
Famsize Binary LE3/GT3 Family size
Medu Numeric 0-4 Mother’s education
Fedu Numeric 0-4 Father’s education
Fjob Nominal Teacher, health services, at home, other Father’s job
Mjob Nominal Teacher, health services, at home, other Mother’s job
Guardian Nominal Mother, father, other Student’s guardian
Reason Nominal Home, reputation, course, other Reason to choose this school
Traveltime Numeric 1-4 Home to school time arrival
Studytime Numeric 1-4 Weekly study time
Failures Numeric 1<n<3 else 4 Number of past class failures
Famsup Binary Yes/No Family educational support
Schoolsup Binary Yes/No Extra educational support
Nursery Binary Yes/No Attended nursery school
Activities Binary Yes/No Extra-curricular activities
Paid Binary Yes/No Extra paid classes within the course subject
Internet Binary Yes/No Internet access at home
Higher Binary Yes/No Wants to take higher education
Romantic Binary Yes/No With a romantic relationship
Freetime Numeric 1-5 Free time after school
Famrel Numeric 1-5 Quality of family relationships
Dalc Numeric 1-5 Workday alcohol consumption
Goout Numeric 1-5 Going out with friends
Walc Numeric 1-5 Weekend alcohol consumption
Health Numeric 1-5 Current health status
Absences Numeric 0-93 Number of school absences
G1 Numeric 0-20 First-period grade
G2 Numeric 0-20 Second-period grade
G3 Numeric 0-20 Final grade (Target)
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B. Proposed Framework

The proposed framework for math performance prediction
using various machine-learning methods is shown in Fig. 1. As
shown, at first, filtered and wrapper feature selection methods
were used to find 10 important features in predicting students'
final math grades. Then, all the features of the data set as well as

Vol. 15, No. 5, 2024

the 10 selected features of each of the feature selection methods
were used as input for the regression analysis with the Adaboost
model. Finally, the prediction performance of each of these
feature sets in predicting students' math grades was evaluated
using criteria such as Pearson's correlation coefficient and mean
squared error. In the following, each of the feature selection and
regression analysis methods used will be briefly described.

V. Mutual Information

/

/
Filtered Methods <—— Pearson Correlation Coefficient (PCC)

. Maximum Relevance Minimum
Redundancy (MRMR)

Student
Performance |
| Dataset |

Feature Selection

"’:‘
/
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Fig. 1. Proposed framework for math performance prediction using various feature selection methods.

C. Filtered Feature Selection Approaches

Feature selection methods, known as filtered methods,
choose features based on their performance measure without
considering the specific data modeling algorithm used. Once the
optimal features are identified, they can be utilized by the
modeling algorithms. Filtered approaches have the capability to
assess individual features' rankings or evaluate entire subsets of
features [13]. The information, consistency, distance, statistical
metrics, and similarity that were established for feature filtering
may all be generally classified into these categories [14]. In this
research, three filtered feature selection methods were utilized:
mutual information, Pearson correlation coefficient (PCC), and
maximum relevance minimum redundancy (MRMR).

Mutual Information. The mutual information feature
selection method is a technique used to evaluate the relevance
between features and the target variable. It measures the amount
of information that two variables share, indicating their
dependency and the potential of a feature to contribute useful
information for the prediction task. This method calculates the
mutual information score for each feature by considering both
its individual information content and its relationship with the
target variable. Features with high mutual information scores are
considered more informative and are selected for further
analysis or model building. By focusing on the information
shared between features and the target, the mutual information
feature selection method aids in identifying the most relevant
features and improving the overall performance of machine
learning algorithms [15].

p(x.y)
1(X,Y) = £ L p(x,7)log (5522) M)
where, 1 (X, Y) represents the mutual information between
variables X and Y, p (X, y) denotes the joint probability
distribution function of X and Y, p(x) and p(y) represent the
marginal probability distribution functions of X and Y,
respectively.

Pearson correlation coefficient (PCC). It is a widely used
feature selection method in statistics and machine learning. It
measures the linear relationship between two variables, typically
a feature and a target variable. The PCC calculates the strength
and direction of the linear association by calculating the
covariance of the variables divided by the product of their
standard deviations. A PCC value close to +1 indicates a strong
positive correlation, while a value close to -1 suggests a strong
negative correlation. Feature selection using PCC involves
selecting the features with the highest absolute PCC values, as
they are considered more informative for predicting the target
variable. This method helps identify relevant features and can be
particularly useful in applications where linear relationships
between variables are expected [16].

cov(X,Y)

PCC(X,Y) = e 2)

where, cov(X, Y) represents the covariance between X and
Y, which measures their joint variability, and o(X) and o(Y)
represent the standard deviations of X and Y, respectively.
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Maximum Relevance Minimum Redundancy (MRMR). It is
an approach used to select the most informative features from a
given dataset while minimizing the redundancies among them.
It evaluates the relevance of each feature with respect to the
target variable and simultaneously considers the redundancy
among the selected features. By incorporating both relevance
and redundancy measures, MRMR aims to identify a subset of
features that maximizes the discriminative power while
minimizing the overlap or redundancy between them. This
technique has proven useful in various applications such as
pattern recognition, text mining, and bioinformatics, allowing
researchers to extract a compact and informative feature subset
for improved model performance and interpretability [17], [18].

MRMR(S) = argmax{Z[I1(f; C) — T I1(fi )]} ©)

where, MRMR(S) denotes the feature subset S that
maximizes the objective function, I(fi; C) represents the
relevance or mutual information between feature fi and the
target variable C, and I(fi; fj) represents the redundancy or
mutual information between feature fi and feature fj.

D. Wrapper Feature Selection Approaches

Wrapper approaches utilize a modeling algorithm as an
opaque evaluator and use its performance to evaluate feature
subsets. In classification tasks, these evaluators, like Naive
Bayes or SVM, evaluate subsets based on their classification
performance, while in clustering tasks, they utilize clustering
algorithms such as K-means to assess subsets. Similar to filters,
wrappers employ a search strategy to generate subsets, repeating
the evaluation process for each subset. However, wrappers are
slower than filters as they depend on the computational demands
of the modeling algorithm. Furthermore, the selected feature
subsets can be biased towards the specific modeling algorithm
used for evaluation, even with the employment of cross-
validation. Therefore, for an accurate estimation of
generalization error, it is crucial to validate the final subset with
an independent sample and a different modeling algorithm [19].
On a positive note, empirical evidence suggests that wrappers
outperform filters in obtaining subsets with higher performance
due to the utilization of real modeling algorithms. While
wrappers can be used in combination with various search
strategies and modeling algorithms, they are most suitable for
greedy search strategies and fast algorithms like linear SVM,
and Naive Bayes [20]. In this research, three main categories of
wrapper feature selection methods were utilized: L1-based and
L2-based (ridge regression, least absolute shrinkage and
selection operator (LASSO), and linear SVM), Tree-based
(extra tree, random forest, gradient boosting tree), and
evolutionary-based (genetic algorithm).

Ridge Regression. Ridge regression, also known as
Tikhonov regularization, is a feature selection method that
introduces a regularization term to the linear regression model.
It addresses the issue of multicollinearity among the predictor
variables by shrinking the coefficients towards zero. In ridge
regression, the objective is to find the subset of features that
effectively contribute to the prediction while minimizing the
impact of correlated or redundant variables. By controlling the
regularization parameter, ridge regression allows for a balance
between model simplicity and predictive accuracy. This method
is particularly useful when dealing with high-dimensional
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datasets and helps prevent overfitting by reducing the variance
of the model [21].

minimize: RSS + a Y, B? subjectto Y B <t (4

RSS represents the residual sum of squares, which measures
the error between the predicted and actual values, Bi refers to the
regression coefficients for each predictor variable, a is the
regularization parameter that controls the amount of shrinkage
applied to the coefficients, and t is a threshold that determines
the budget for the sum of squared coefficients.

Least Absolute Shrinkage and Selection Operator (LASSO).
It is a feature selection method utilized in regression analysis to
efficiently select relevant predictor variables. Unlike traditional
regression models, LASSO incorporates a regularization term
into the equation that penalizes the sum of the absolute values of
the regression coefficients. This penalty encourages sparsity by
driving some coefficients to exactly zero, effectively conducting
feature selection. The LASSO method is beneficial in situations
where there are many predictors, as it can help identify the most
influential variables and disregard the less relevant ones, leading
to a more interpretable and efficient model. By striking a balance
between minimizing the residual sum of squares and reducing
the magnitude of the coefficients, LASSO allows for automatic
variable selection and works well in scenarios where there is a
high degree of multicollinearity or when the number of
predictors exceeds the number of observations [22].

minimize: (=) Y = X + BII? + 1Bl (5)

where, Y is the vector of target values, X is the design matrix

containing the predictor variables, B is the coefficient vector, N

is the number of samples, A is the regularization parameter that

controls the strength of the penalty term, and ||f||1 is the L1-

norm (sum of absolute values) of the coefficient vector, which
enforces sparsity.

Linear SVM. It works by optimizing a linear SVM model to
find the hyperplane that best separates the classes of data points.
In this process, SVM assigns weights or coefficients to each
feature based on its importance in determining the class
boundary. These weights can be used as a measure of feature
relevance. By selecting features with large coefficients, which
contribute significantly to class separation, the linear SVM
feature selection method helps to identify the most informative
features for classification tasks. This approach is effective in
reducing dimensionality, improving model performance, and
enhancing interpretability [23].

minimize: 0.5 X |[w||?> + CY & subject to y;(wTx;) =
1-&,i=12,..,N ©)

where, &i stands for the slack variables that permit some
misclassifications, xi is the feature vector of the i-th data point,
yi is the corresponding class label (+1 or -1), and ||w/||2 is the L2
norm of the weight vector w. C is a regularization parameter that
balances the trade-off between maximizing the margin and
minimizing misclassifications.

Extra Tree. It is a variant of the Random Forest algorithm
that further increases the randomness of the DTs. Extra Trees
randomly selects subsets of features and thresholds to build a
large number of DTs. The feature importance is calculated by
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measuring the average impurity decrease in overall features in
the ensemble of trees. Features with high-importance scores are
considered more relevant for prediction while low-scoring
features can be discarded. The main advantage of Extra Trees is
its ability to handle high-dimensional data and capture complex
interactions among features. It can effectively reduce overfitting
and improve model performance by selecting the most
informative subset of features 24].

Random Forest. It involves constructing an ensemble of
DTs, where each tree is trained on a random subset of features
and the predictions are aggregated through voting or averaging.
The importance of each feature is then determined by measuring
how much the performance of the model decreases when that
feature is randomly permuted. Features that lead to a significant
drop in performance are considered more important, while those
with minimal impact are deemed less relevant. By evaluating the
importance scores across multiple trees, Random Forest feature
selection provides a robust and efficient approach to
highlighting the most influential features in a dataset. The
feature importance score in this method is computed based on
how much each feature contributes to the overall accuracy of the
Random Forest model [25].

Gradient Boosting Tree. Unlike other methods, it doesn't rely
on a specific mathematical equation but follows a sequential
process. The algorithm starts by building weak DTs and then
iteratively improves them by adding new trees that correct the
errors made by previous trees. When choosing features for the
Gradient Boosting Tree, each feature's contribution to lowering
the model's total loss is taken into consideration. During the
boosting process, features with higher significance ratings are
prioritized since they are deemed more significant. By
iteratively selecting and refining features, the Gradient Boosting
Tree effectively identifies which features are most influential in
predicting the target variable, leading to more accurate and
efficient models [26].

Genetic Algorithm (GA). GA is a popular feature selection
method inspired by the concept of natural selection and genetic
evolution. It is a search algorithm that mimics the process of
natural selection to find the best subset of features for a given
problem. GA starts by representing each potential subset of
features as a binary string, called a chromosome. These

Vol. 15, No. 5, 2024

chromosomes then wundergo reproduction, mutation, and
crossover operations to create a new population of chromosomes
in each generation. Fitness functions are defined to evaluate how
well each subset performs. The subsets with the highest fitness
values are given a higher probability of being selected for the
next generation. This iterative process continues until a stopping
criterion is met. By using genetic operators such as mutation and
crossover, GA explores the solution space effectively and finds
optimal or near-optimal feature subsets that can improve the
performance of machine learning models [27].

E. Regression Analysis

Regression Analysis with Adaboost is a powerful machine
learning technique that combines the principles of regression
analysis and the Adaboost algorithm. Regression analysis is
used to predict a continuous target variable based on one or more
predictor variables. Adaboost, on the other hand, is an ensemble
learning algorithm that combines the strengths of multiple weak
classifiers to build a strong predictive model. In the context of
regression, Adaboost works by iteratively training a series of
weak regression models on different subsets of the training data.
In each iteration, Adaboost assigns higher weights to the training
instances that were poorly predicted by the previous models,
thereby focusing on the most challenging cases. The weak
models are then combined through a weighted average, where
the weights are determined by their performance on the training
data. By repeatedly refining the model based on the
misclassified instances, Adaboost can ultimately create a robust
and accurate regression model. This approach is helpful in
handling complex regression problems with non-linear
relationships between predictors and the target variable, as it
effectively captures the underlying patterns and produces
accurate predictions [28].

Ill.  RESULTS

Table 11 shows the characteristics of the dataset used, which
includes the 32 features shown in Table I. In addition, Fig. 2
shows the histogram of some variables of this dataset to display
the status of students. Fig. 3 also represents the outcome of the
correlation evaluation between all the variables of this dataset.
As it is clear, the G1 and G2 variables have a correlation greater
than 0.8 with the target variable (G3).

TABLE Il.  CHARACTERISTICS OF THE DATASET
Attributes Type/Value
Dataset Student performance (Math course)
Number of samples 395
Number of features 32
Number of target feature 1
Missing values 0
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Fig. 4 to Fig. 6 show the results of feature ranking by scores had the highest correlation with the final grade (G3), and
different feature selection methods to predict final math grades. in most of the feature selection methods, they were among the
Also, Table 111 shows the Top 10 features selected by MRMR best features.
and GA feature selection techniques. As shown, G1 and G2
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Fig. 4. Dataset feature ranking using two filtered feature selection techniques (PCC and M) to predict final math grades.
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final math grade.

TABLE Ill.  Top 10 FEATURES SELECTED BY MRMR AND GA FEATURE SELECTION TECHNIQUES
Technique Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Rank 7 Rank 8 Rank 9 Rank 10
MRMR Gl Failures Medu Romantic Higher Goout Famsize Age Traveltime Mjob
GA Medu Studytime Romantic G2 Freetime Goout Dalc Walc Health Gl

After selecting the feature, 80% of the data was used as a
training sample and the remaining 20% was used as a test
sample. Table IV shows the result of regression analysis using
the Adaboost model and features selected by different machine
learning techniques to predict the final math grade. Pearson
correlation coefficient (PCC), mean absolute error (MAE), and
mean squared error (MSE) were used to evaluate the results of
the regression analysis. As shown, the best result was obtained
from feature selection by the LASSO method with PCC =
94.26%, MAE = 1.12, and MSE = 2.53. After the LASSO

Www.ija

method for feature selection, the Extra Tree (PCC = 94.00%,
MAE = 1.13, MSE = 2.64) and Gradient Boosting Machine
(PCC =93.55, MAE = 1.15, MSE = 2.73) methods respectively
had the best prediction of the final math grade. Fig. 7 shows the
scatter plots of the top 10 features selected by the LASSO
technique. The bolder the data is, the higher the final math score.
However, the rest of the feature selection techniques, except the
random forest (PCC = 93.35%, MAE = 1.13, MSE = 2.76),
achieved a lower precision than the original dataset for
predicting the final math grade.
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TABLE IV.  THE RESULT OF REGRESSION ANALYSIS USING THE ADABOOST MODEL AND FEATURES SELECTED BY DIFFERENT MACHINE LEARNING
TECHNIQUES TO PREDICT THE FINAL MATH GRADE

Feature selection method Psgg:f?;gﬁ{ Eglgtci:(;n Mean zztl\)joAlgt)e error Mean S(?\bljg%d error Number of features
Without feature selection 93.28+0.01 1.20+0.09 3.01+0.58 32
Ridge 87.87+0.03 1.63+0.11 5.30£1.22 10
LASSO 94.26+0.01 1.12+0.08 2.53+0.46 10
Linear SVM 86.16+0.03 1.71+0.08 6.23£1.51 10
Gradient boosting 93.55+0.01 1.15+0.09 2.73+0.46 10
Extra tree 94.00+0.01 1.13+0.11 2.64+0.58 10
Random forest 93.35+0.02 1.13+0.06 2.76x0.35 10
PCC 87.76+0.02 1.69+0.11 5.60+0.96 10
Mi 91.04+0.01 1.25+0.05 3.57+0.56 10
MRMR 87.18+0.02 1.69+0.20 5.88+1.17 10
GA 74.35+0.04 2.50+0.25 10.39+1.14 10

IV. DISCUSSION

In this research, machine learning methods were used for
data mining from a dataset of students' performance. For this
purpose, a variety of filtered and wrapper feature selection
methods were used to determine the important demographic
factors involved in predicting students’ math scores. Finally, the
features selected by each method predicted the final math grade
using regression analysis with the Adaboost model. The results
showed that the wrapper LASSO feature selection technique
selects the best subset of features to predict the final math grade.
LASSO offers several advantages in the field of data analysis.
Firstly, it provides a solution for handling high-dimensional
datasets, where the number of predictors exceeds the number of
samples. By imposing a penalty term on the regression
coefficients, LASSO encourages sparsity by shrinking some
coefficients to zero, effectively selecting the most relevant
features. This can lead to improved model interpretability and
the identification of key predictors driving the observed
outcomes.  Moreover, LASSO is robust against
multicollinearity, a common issue when predictors are
correlated, as it tends to select one representative variable among
highly correlated features [29]. Additionally, LASSO aids in
avoiding overfitting by preventing the model from becoming
excessively complex, which can generalize well to unseen data.
Therefore, the LASSO method provides a powerful and efficient
approach to feature selection by effectively handling high-
dimensional datasets, promoting interpretability, and robustness
against multicollinearity, and preventing overfitting [30]. The
important factors selected by LASSO involved in predicting the
final math grade of students were first and second-period grades,
quality of family relationships, age, number of school absences,
weekend alcohol consumption, current health status, the reason
for choosing the school, weekly study time, and home to school
time arrival. Schools encounter a range of predominant
difficulties, such as performance analysis, delivering
exceptional education, devising effective methods to assess
student progress, and planning for future initiatives[31]. To
tackle the issues students may encounter while pursuing their
studies, it becomes imperative for these institutions to establish
student intervention programs. These intervention plans aim to

address and resolve the challenges faced by students throughout
their academic journey [32]. However, to have an effective
intervention, important factors must be identified and this study
was able to do this by using different data mining methods.

There are some previous attempts to survey the literature on
academic performance [33]; however, most of them are general
literature reviews and targeted towards the generic students’
performance prediction. Table VV compares the results obtained
by the proposed framework in this study with previous
techniques. As shown, the proposed framework outperforms
other techniques in predicting student performance. As a result,
this study could improve previous techniques in predicting
student performance.

TABLE V. COMPARISON OF THE RESULTS OBTAINED BY THE PROPOSED
FRAMEWORK WITH PREVIOUS TECHNIQUES
Reference Machine learning technique MAE MSE
1] Semlfsuperwsed regression | 4 5a 270
algorithm
Model Tree (MT), NN, Linear
[34] Regression (LR), Locally 191 )

Weighted Linear Regression, and
Support VVector Machine (SVM)

Scoring algorithm called
[35] WATWIN and linear regression | ~ 6.91
Support Vector Machine (SVM),

Random Forest, Logistic

(361 Regression,  Adaboost, and | 0 | 315
Decision Tree
[37] multilevel regression trees 1.33 2.97

Linear regression for supervised
[38] learning, linear regression with | 3.26 7.19
deep learning and neural network

Borderline SMOTE, Random

Over Sampler, SMOTE,
[39] SMOTE-ENN, SvMm-smoTE, | #11 | 1076
and SMOTE-Tomek
Current LASSO and regression 112 2.53
study
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Anticipating the academic performance of students assumes
significance within educational settings like schools and
universities. This enables the development of efficient
mechanisms that enhance academic outcomes and deter dropout
rates, among other benefits [40]. The automation of various
tasks involved in students' regular activities, leveraging vast
amounts of data obtained from technology-enhanced learning
software tools, plays a pivotal role in achieving these
advantages. Consequently, meticulous analysis and processing
of this data can furnish valuable insights into students' aptitude
and their correlation with academic assignments [41]. Such
information serves as the foundation for propitious algorithms
and methodologies capable of prognosticating students'
performance. The present study showed that the proposed
framework can be used for such work in educational
environments. This framework can predict students'
performance by analyzing large datasets and taking into account
the past and current status of students. However, there are
limitations in this study as in many other studies that should be
mentioned. First, this model requires external validation using
unseen datasets. Second, most of the variables in this data set
were demographic factors, while there are certainly other
important factors that should be investigated in future studies.
Thirdly, although the obtained results were good and acceptable,
future studies should seek to improve the current results by
optimizing the model parameters.

V. CONCLUSION

In this research, a comparative study was conducted between
different data mining techniques to predict the mathematical
performance of students. For this purpose, various filtered and
wrapper feature selection methods were compared to select the
most useful factors in predicting math grades. The present study
showed that the LASSO feature selection technique integrated
with regression analysis with the Adaboost model is a suitable
data mining framework for predicting students' mathematical
performance. This framework was able to identify the most
relevant factors related to math performance and predict student
performance with low error rate. These methods that rely on data
analysis can be employed alongside other educational
techniques to assess students' progress effectively. They offer
insightful feedback to academic advisors, enabling them to
suggest appropriate follow-up courses and implement necessary
pedagogical interventions. Moreover, this research will greatly
influence the development of curricula within degree programs
and contribute to the formulation of education policies at large.
Future research should take advantage of optimization
algorithms to adjust parameters to improve the structure of the
proposed framework and achieve better results. In addition, it is
necessary to examine the external validity of the proposed
framework by applying it to other datasets.
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Abstract—This study aims to address the insufficient model
recognition accuracy and limitations of authentication techniques
in current 10T authentication methods. The research presents a
more accurate face video image authentication technique by using
a new authentication method that combines convolutional neural
networks (CNN) and remote Photoplethysmography (rPPG)
volumetric tracing. This method comprehensively analyzes facial
video images to achieve effective authentication of user identity.
The results showed that the new method had higher recognition
accuracy when the light was weak. The new method performed
better in ablation experiments. The error rate was 1.12% lower
than the separate CNN model and 1.73% lower than the rPPG
model. The half-error rate was lower than the traditional face
authentication recognition model, and the method had better
performance effect. Meanwhile, the images with high similarity
showed better recognition stability. It can be seen that the new
method is able to solve problems such as the recognition accuracy
in identity authentication, but the recognition effect under extreme
conditions requires further research. The research provides a new
technical solution for the authentication of Internet of Things
devices, which helps to improve the security and accuracy of the
authentication system. By combining the CNN model and rPPG,
the research not only improves the recognition accuracy in
complex environments, but also enhances the system's
adaptability to environmental changes. The new method provides
a new solution for the advancement of Internet of Things
authentication technology.

Keywords—Internet of Things; identity authentication; facial
recognition; remote photoplethysmography; error rate

I.  INTRODUCTION

With the rapid development of the Internet of Things (loT)
technology, the number of loT devices has increased
dramatically. These loT devices have become important
application devices in various fields, such as daily life,
industrial production, and urban infrastructure [1]. However,
with the popularity of 10T devices, the communication and data
exchange between the devices also provide challenges for
security and authentication [2]. Ensuring legitimate
authentication of 10T devices is essential to protect data and
system security [3].

Authentication, as a core issue in the field of information
security, has been proposed and implemented in various
approaches. Face recognition technology, as a biometric
method, is potentially important in the authentication of IoT
devices [4]. This technique not only provides highly accurate
authentication, but also reduces the reliance on traditional
passwords and keys, thus improving system security.

However, traditional face recognition methods usually
require specialized hardware devices, which are extremely
sensitive to lighting conditions and environmental factors. This
limits their application scope in loT devices. In addition, some
traditional face recognition methods perform poorly in terms of
recognition accuracy and error rate, which poses difficulties for
the application of face recognition technology.

Therefore, this research investigates the face recognition
authentication method using remote Photoplethysmography
(rPPG) and Convolutional Neural Network (CNN). Firstly,
utilizing the powerful fitting ability of neural networks, a facial
pose recognition method using neural networks is designed to
address the facial occlusion and recognition in facial
recognition. Secondly, rPPG technology is used to solve the
insufficient recognition accuracy and poor facial information in
the authentication process of 10T devices. This research is
divided into six sections. Section Il reviews the domestic and
international research. Section Ill constructs the research
method. Results, discussion and conclusion is given in Section
IV, IV and VI respectively.

Il. LITERATURE REVIEW

Identity authentication is a means of authenticating users
through facial recognition and fingerprint authentication. It is
widely used in some 0T devices. Therefore, many experts and
scholars have conducted extensive research on identity
authentication of facial recognition devices. Mengjuan Zhai et
al. developed a new scheme based on chameleon hash value and
self-updating secret sharing to address the user privacy
protection. The new solution was characterized by editable
blockchain, providing users with fine-grained and fair editing
functions. It could be applied with only a small additional cost.
Compared with traditional centralized authentication schemes,
the new scheme could better protect user privacy while
providing more refined and fair services. However, there was
still relatively little research on user physical characteristics in
this study. Therefore, this study seeks new identity
authentication methods for further research [5]. Yu Pingping et
al. proposed a novel gesture recognition and identity
verification algorithm based on continuous hidden Markov
models and optical flow methods to address information
security issues in the power 10T. The optical flow method was
applied to extract features from preprocessed dynamic gesture
information. A user dynamic gesture model using CHMM was
established, which could improve the dynamic gesture
recognition accuracy. The research results indicated that the
new method had advantages in the identity verification
accuracy, with higher recognition accuracy compared with
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traditional methods. However, the study only achieved this by
recognizing user gestures, which was unable to achieve faster
and more accurate authentication recognition through facial
recognition [6]. Xin Xu et al. proposed a novel biometric
identity verification strategy based on music induced
autobiographical memory electroencephalogram to address the
identity verification. The research results indicated that it had
high uniqueness, which was suitable for identity verification
applications. However, the method used in the study was only
address the biometric authentication, which did not fully
address the entire process from identification to authentication
[7]. Zhiguo Qu et al. proposed a novel quantum identity
authentication protocol ground on three photon error correction
codes to address the anti-interference problem of quantum
identity authentication under quantum channel noise. The
research results indicated that the protocol could effectively
resist the interference of noise on information transmission in
quantum channels, which had good anti-interference
performance. Meanwhile, the new protocol maintained better
security against various eavesdropping attacks. However, the
study was not effective in improving the accuracy of
authentication [8].

Jaiswal, Kokila Bharti et al. proposed a fusion-based new
method to address the impact of hon-uniform lighting on rPPG
measurement results. The new method combined RGB and
multi-scale Retinex color spaces to generate prominent
spatiotemporal maps. The experimental results showed that the
proposed method achieved excellent results in both inter
database and internal database testing in public databases. This
method could improve the data analysis of rPPG, but the
method used in the study had insufficient security [9]. Tomasz
Szabala et al. developed a new method to obtain remote optical
heart movement data from a standard camera on a personal
computer. The research results indicated that the image
intensity changes generated by tracking blood volume changes
in microvascular tissues using visible light cameras could
effectively estimate the heart pulse. The new method was
effective in detecting human pulse changes, but there were still
shortcomings in the research of face information data [10].
Feng Qi et al. proposed a distributed and efficient key
distribution protocol that did not require secure channel
assumptions to address the inherent issues of identity
cryptography in the loT and ad-hoc networks. The research
results indicated that the new protocol was maliciously secure
under weaker assumptions. The new method could effectively
solve the 10T data authentication security [11]. Gao, Zhigang et
al. proposed a user authentication method based on button time
interval groups to address the high cost, and low accuracy in
mobile device user authentication. The research results
indicated that the new method had high accuracy, low cost, and
sustainable authentication. It could effectively solve the
shortcomings of existing identity verification methods based on
button dynamics. The research could effectively improve the
low recognition accuracy of user authentication, but there was
still a lack of security [12].

In summary, there are still many issues with current identity
authentication methods for devices, such as security,
recognition accuracy, etc. Therefore, to build a relatively
complete facial recognition and identity authentication system,
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CNN and rPPG models are used to design the facial recognition
and identity authentication method.

I11. 10T DEVICE AUTHENTICATION MODEL BUILDING

This chapter mainly analyzes the application of CNN in
facial recognition. At the same time, a facial recognition
identity authentication system integrating CNN and rPPG
methods is built on the basis of the rPPG method. Through
systematic analysis, this research can improve the facial
recognition identity authentication system.

A. Facial Recognition Analysis Based on CNN

Facial recognition is a detection and analysis technique for
recognizing and authenticating facial features of individuals.
With the rapid development of the IoT, it has become the main
means of identity authentication. As a feed-forward neural
network, CNN is mainly used in image recognition analysis due
to its ability to recognize image features during training. The
CNN structure includes input, convolution, pooling, fully
connected, and output layers. The input layer mainly processes
the input data to ensure that the current data can be analyzed
and processed by the neural network structure. The pooling
layer is mainly used to reduce over-fitting by reducing the data
dimensionality. The fully connected layer is mainly applied to
connect and analyze the data of the upper and lower layers,
facilitating the training of subsequent classifiers. This is also a
processing layer for improving the ability of the entire model.
The output layer mainly outputs the data processing results of
the current network model [13]. The CNN structure diagram is
shown in Fig. 1.

— ¥
Input 165*120 1 convolutional (%
layer i 42*30%120
Layer: X3
Convolutional © 120%32 Pooling
Layer: X1 - layer: A3
N

——

Pooling 83*60*32 connected layer
layer: Al %8 neurons: 1024
Convolutional e . -. + Number of fully
Layer: X2 W 83760764 B2 connected layer
e - <% neurons: 512

Pooling i o + Number of fully
layer: A2 42x30*64 B3 connected layer

= neurons: 256

I— R
@_ Output layer

Fig. 1. CNN structure diagram.

In Fig. 1, X1, X2, and X3 are convolutional layers of the
CNN, mainly used for extracting and analyzing different image
features. Al, A2, and A3 are pooling layers of the current
results, mainly used to reduce the dimensionality of the feature
network, lower the computational complexity, and overcome
over-fitting. B1, B2, and B3 are fully connected layers of the
network model, which mainly extract features from the model
results to accelerate the classification effect. Therefore, the data
output structure of CNN is shown in Eq. (1) [14].
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Y = f[zwijj +bk] 1)
=

In Eq. (1), y, represents the output data. x,x,,---,x,
represent the input data. p, represents the size of the bias.
Wi, W,,,...W, represent the activation function. CNN

enhances image recognition capability through convolution
operations. Therefore, the one-dimensional convolution of
CNN is shown in Eg. (2).

Cop = f (X*ch +bcn) (2)

In Eq. (2), f represents the activation function of the
convolution. x refers to the input data size. _ refers to the
convolution value. b, represents the bias size of the
convolution kernel. ¢ = represents the output value of the

convolutional layer in one-dimensional space. The normalized
probability distribution of CNN is displayed in Eq. (3).
e’

p(x)i = Zk:ez, J

i 21,2,...,k (3)

In Eq. (3), k refers to the number of classified data. 7

refers to the number of neurons in the output layer that have not
been activated. p(x), represents the normalized probability of

the model. At this point, the cross entropy loss function of the
CNN is shown in Eq. (4) [15].

H(p,q) == p(x)logq(x) %)

In Eq. (4), p(x) represents the distribution definition.
q(x) represents the distribution definition that has not been
predicted. H(p,q) represents the loss value of uncrossed

entropy. In model analysis, the collected image data is
subjected to feature processing. Eq. (5) shows the CNN fusion
method for image data feature processing.

F = Z fi (5)

InEq. (5), F, represents the image data fused with feature
data using a separate convolutional layer.  represents the
number of pooling layers A2 and A3. f, represents the

feature image data on this channel. n represents the number
of channels. When k is A2, the number of channels is 64. When
k is A3, the channels are 120. When the number of feature
fusion layers increases, the coordinate transformation is shown
in Eq. (6).

\ (an yn) :V(X?%‘y?%) (6)

In Eq. (6), V(x,y) represents the size of pixels when the
image coordinate is (X, y). F,,F, refer to the width and
height of the feature image. T T, refer to the width and height
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of the target image. The feature fusion obtained by adjusting the
number of layers is shown in Eq. (7) [16].

F=aF, +(l-a)F, (7)

In Eq. (7), F, represents the classification feature data

after multi-layer fusion. F,_,, F,, represent the feature set of

classification data after increasing the number of layers.
represents the weight coefficient. The weight values of the
algorithm are mainly used for matrix analysis of facial features
and other data from different facial images. Eq. (8) represents
the weight vector matrix.

f(x)=xy ®)

INEq. (8), f(x) istheweightvector matrix. x represents
the matrix definition of the sample. y" represents the defined

vector size. Analyzing the matrix vector representation of two
images can achieve weight size analysis, as presented in Eq. (9)
[17].

fO)=xy, f(x)="f(x) 9)

In Eq. (9), f'(x)=x0y" represents the weight vector

matrix of another image. When the weights of two facial images
are equal, the algorithm can learn the true weight size. To
improve the feature vector extraction ability of the algorithm
for facial data, the compensation vector and weight vector are
multiplied to obtain the final vector extraction result, as
displayed in Eq. (10).

H(X) =(x +a1)y: (10)

In Eq. (10), x, represents the size of the original vector.

a, represents the compensation vector. y represents the

vector definition of weights. H(x) represents the final feature
vector extraction.

B. Analysis of Device Identity Authentication System Based
on rPPG and CNN

In device identity authentication, there are some
background shadows and unevenness in the facial area of the
image during the recognition process, which leads to
recognition [20] errors in facial information data. There will
also be authentication results that are not real people. Therefore,
using only CNN models for identity authentication can lead to
recognition errors and insufficient clarity of the entire system.
Therefore, to improve the detection ability of live facial data,
the rPPG feature analysis algorithm is added to the research.
This method can use image background information to enhance
the color and color difference information data in facial image
feature extraction, thus converting colors and other details in
facial images and improving the performance of identity
recognition. The current algorithm framework is shown in Fig.
2.

In Fig. 2, the structure of the algorithm mainly includes a
neural network module and an rPPG module. In the neural
network module of the algorithm framework, a detection model
is first used to detect video images and other face data. The
regional image of the face is analyzed through key positions and
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localization. Afterwards, the analyzed image data is transmitted
to the color feature extraction area and appearance extraction

area. The data is trained and analyzed through a model classifier.

In the rPPG module, the matrix data is mainly fused by using
remote optical volume description technology to extract power
features of facial region signals and analyze spectral features.
By training the classifier model, the probability weight size is
calculated, which is the best weight value for the facial image.
Finally, image recognition authentication is completed by

'9]=%

¥

[
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weighting the two classifiers [18].

rPGG is a technology that can measure human blood heart
rate and other factors. When light shines on the human body,
some capillaries and hemoglobin can absorb some of the light.
Cardiac fluctuations can alter the hemoglobin levels in different
regions of the human body. This technology can capture this
change and feedback it into the model system. The working
principle of rPPG is shown in Fig. 3.

Classifier % —

! Backg?;und Facial feature _rppE Feature -
L! analysis analysis extraction analysis 1 Overall
model
Input facial data% e | S &
qu:y Bl -N = — . )
4
Facial . .
recoanition  Convelutional Feature Classifier
g processing extraction analysis

Fig. 2. Schematic diagram of model framework.

 <d

*

Verify lighting

Reflected light

X e

==

Hemoglobin

Light receiving and
transmitting plate

Fig. 3. Schematic diagram of rPPG working principle.

In Fig. 3, when light is emitted from the instrument, it is
absorbed by hemoglobin in the human body through the skin.
A portion of the light that is not absorbed is directly fed back to
the emitting surface. In Fig. 3, the amount of unabsorbed light
decreases as the amount of hemoglobin in the skin area
increases. Therefore, the feedback light obtained is reduced.
Because the number of proteins in different positions of the face
varies, this method can describe the data of from different
positions of the face. At the same time, background information
and lighting information can affect facial signal recognition
during rPPG face authentication. Therefore, during facial
authentication, the facial background signal of the face is
analyzed and recognized to improve the recognition
performance of the model.

When extracting features from facial data, the image data
information is preprocessed firstly. The processing method
mainly involves eliminating the influence of ambient light on
signal changes, that is, removing some redundant data signal
information. The other is to eliminate random signal noise on
adjacent images. This random noise can cause inaccurate model
recognition. Finally, the identified heart rate standard
sometimes exceeds the normal heart rate range of the human
body. Therefore, it is necessary to remove heart rate signals that
exceed the normal heart rate range during processing. After

completing data extraction, the algorithm needs to use Fourier
transform to convert the signal into frequency-band and time-
domain. Some real facial image data can be recognized through
spectral feature transformation, thereby improving the
recognition performance between real and virtual faces.

In simulated face authentication, there are similarities in the
faces, which are caused by subtle differences in the faces of
different people. Therefore, to meet the needs of most facial
recognition, it is necessary to improve feature recognition
capabilities and the stability and consistency of image data
authentication. Thus, similarity analysis is added to the model,
as shown in Eq. (11).

X =

: (11)

PSS

<j

In Eq. (11), p(S,,S;) represents the similarity of the

measured signal. The signal information is represented by

S.,S;. « represents the continuous calculation. To improve

the similarity of the entire signal, the correlation spectrum of
similarity is taken to the maximum value, as shown in Eq. (12)
[19].

P(S;,S)) =max| f{s; es;}| (12)
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In Eq. (12), f represents the Fourier transform.

represents the correlation operator. The remaining parameters
are the same as above. Finally, the regional signal of the face
can be obtained through correlation calculation, while reducing
the influence of random noise. The data processing and
classification results of the entire rPPG module are shown in
Fig. 4.

e

- | Output optimal weight |
initialization
v Does the algorithm model
Calculate converge?
weight
initialization

v

Update classifier neural
network weights

Update the weights of
perception network
nodes

\ A

Fig. 4. Data processing flow of rPPG module.

In Fig. 4, the rPPG module first initializes the data
information randomly. The weights of the classifier and the
perception network are initialized. Afterwards, the classifier
and neural network weights are updated through the model. The
weights of the perception network nodes are fixed to determine
whether the current model is converging. If it converges, the
process ends. If it does not, the weights are calculated and the
optimal weight size is output, thereby obtaining the face
authentication process of the rPPG module. In the data
collection and analysis of the entire system, two modules use
different classifiers to collect image data. Therefore, when
collecting and analyzing data, different classifiers are used to
analyze the data information. The process is displayed in Fig. 5.
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Fig. 5. Schematic diagram of data collection process.

In Fig. 5, when face authentication involves multiple data
face samples, the model first trains the sample data. Afterwards,
the data is randomly sampled and distributed into 1 to n

Vol. 15, No. 5, 2024

sampling datasets. The datasets are then trained using relatively
weaker classifiers. The trained datasets are combined before
being trained on strong datasets. The datasets trained in this way
can achieve relatively good data collection and classification.
The complete authentication system process is shown in Fig. 6.

In Fig. 6, the system module consists of three main parts:
network training module, data acquisition module, and image
processing and analysis module. The network training module
mainly processes and analyzes facial videos and image data that
require authentication. CNN and rPPG are used to process and
analyze image video data. The data acquisition module mainly
analyzes and processes the facial video data that needs to be
collected to ensure that it can be processed by the model
currently. The final image processing module is to detect,
recognize, and authenticate the current image data, then process
and analyze it. The processed data is fed back into the system
to complete the facial recognition and authentication process.
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Fig. 6. Diagram of authentication system process module.

IV. RESULTS

To test the authentication performance and the algorithm
performance, the publicly available facial video dataset is
selected. The same pixel size is 360*240, and the number of
faces selected is 50, totaling 1200 video images. A total of 1200
video images are selected, including 50 user image videos that
require authentication. The dataset is divided into two parts,
with 600 video image data for training and testing. Each trained
neural network has the same parameters. To test the recognition
accuracy of the current research method on facial video images
in different backgrounds, three models with different iteration
times are selected for comparison. Table I displays the results.

In Table I, when the iteration was the same, the recognition
accuracy of weak light and warm color backgrounds was
relatively higher. When the iterations were 10, the recognition
accuracy of strong light backgrounds was 0.79% lower than that
of the highest warm light backgrounds. The decrease in
accuracy was relatively small. This may be due to the influence
of lighting on the image data. The recognition accuracy of the
model performed better at different iterations, with the highest
recognition accuracy of 92.31% at 15 iterations for warm light
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backgrounds. This may be due to the better training effect of
the model with higher iterations. To test the ablation
performance of the current usage method, the error rate analysis
is performed on the rPPG model and CNN model used
separately, as shown in Fig. 7. The half error rate represents the
acceptable probability of an error and the average value of the
error probability. The small value indicates that the model is
better.

Fig. 7 (a) displays the error rates of different models. As the
validation recognition samples increased, the sample error rate
has increased. Among the three models, the proposed method
had the lowest error rate. The average overall error rate was

Vol. 15, No. 5, 2024

around 5.72%, while the average error rates of the other two
models were 7.45% and 6.84%. The proposed method was 1.12%
lower than the CNN model and 1.73% lower than the rPPG
model. In the comparison of the half error rates in Fig. 7 (b), the
half error rate of the proposed method was lower. The change
was also the same as the error rate. The overall performance of
the research method was improved after incorporating some
advanced models, which also indicated that the two models
optimized each other. To compare the recognition performance
of different methods, Local Binary Pattern - Three Orthogonal
Planes (LBP-TOP), Long Short Term Memory-CNN (LSTM-
CNN), and Visual Geometry Group (VGG) are compared. Fig.
8 displays the results.

TABLE I. RECOGNITION ACCURACY OF DIFFERENT SCENES UNDER THE SAME STEP SIZE AND DIFFERENT ITERATION TIMES
Scene Strong light Weak light Warm light
Iterations 5 10 15 5 10 15 5 10 15
Model step size 10 10 10 10 10 10 10 10 10
Recognition accuracy (%) 80.25 84.51 90.23 81.24 84.66 92.03 81.25 85.3 92.31
¥ o e & CNN or I rEE(éJrC'NL CNN
N —A TPPG+CNN S '
S 86} ~46 |
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= .
- 76 236
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w ©
6.6 26
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Fig. 7. Ablation experiments for error rate and half error rate.
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Fig. 8. Comparison of half error rates in different model recognition.

In Fig. 8(a), in dataset 1, the half error rate value of the three
models increased with the increase of dataset size. However,
the increase of CNN was relatively small. The average half
error rates of LBP-TOP, LSTM-CNN, VGG, and rPPG+CNN
models were 9.24%, 8.15%, 5.84%, and 3.21%, respectively.
The half error rate of the proposed method was lower, with

LBP-TOP, LSTM-CNN, and VGG models being 6.03%, 4.94%,
and 2.27% lower, respectively. In Fig. 8(b), the variation trend
of several models in dataset 2 was the same as that in Fig. 8(a).
The average half error rate was basically the same. This
indicates that the half error rate of these models does not change
much in different datasets, which may be due to the relatively
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stable models. To verify the generalization ability of the current
research method, the data performance of different models is
analyzed. Table Il displays the results.

In Table Il, the half error rate obtained from different
datasets for the testing and training sets of different models was
not the same. When dataset 2 was used as the testing set, the
model had a lower half error rate. This may be due to
differences in algorithm stability during training. Among the
four models, the rPPG+CNN had the lowest half error rate and
better performance. To test the recognition accuracy and model
loss function changes of different models, the obtained results
are shown in Fig. 9.

TABLE II. COMPARISON RESULTS BETWEEN DIFFERENT METHOD
DATASETS AND TEST SETS
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Model Testing set Training set Half error rate (%)
Dataset 1 Dataset 2 50.1
LBP-TOP
Dataset 2 Dataset 1 49.3
Dataset 1 Dataset 2 45.6
LSTM-CNN
Dataset 2 Dataset 1 46.3
Dataset 1 Dataset 2 61.5
VGG
Dataset 2 Dataset 1 49.8
Dataset 1 Dataset 2 42.5
rPPG+CNN
Dataset 2 Dataset 1 37.1

——LBP-TOP — LSTM-CNN
— VGG  —— PPG+CNN

0 100
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1
200
Iteration number
(b) Changes in model loss function

Fig. 9. Accuracy and loss function changes of four models.

In Fig. 9(a), among the accuracy trends of the four models,
the accuracy increased with the increase of sample size and then
tended to a stable state. At this time, the accuracy of the LBP-
TOP was 67.2%, the LSTM-CNN was 74.6%, the VGG was
63.4%, and the rPPG+CNN was 89.5%. The rPPG+CNN had
the highest accuracy among the four models. In Fig. 9(b), the
loss function decreased with increasing iterations and then
tended to stabilize. The minimum loss function value of the
rPPG+CNN was only 1.8, indicating that its model was more
stable. To verify the authentication performance of the
proposed method, similar facial video images in the dataset are

used as the validation dataset to analyze the facial image
authentication, as shown in Fig. 10.

In Fig. 10, when the facial similarity was low, the
recognition accuracy was higher, with the highest value being
88.3%. After increasing the similarity, the recognition accuracy
slightly decreased. When the similarity was almost identical,
the recognition accuracy decreased significantly. However,
from the analysis in Fig. 10, the recognition accuracy was still
at a high level after increasing similarity, indicating that the
overall authentication performance of the model was good.
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Fig. 10. Changes in similarity accuracy of samples.

V. DISCUSSION

Face recognition technology has been widely used in the
field of biometrics. Traditional authentication methods, such as
passwords and tokens, although commonly used, carry the risk
of being stolen or forgotten. Their high operational complexity
makes them unsuitable for large-scale deployment in loT
environments. In recent years, biometrics have been recognized
as a powerful tool for solving the authentication problem of 10T
devices due to its convenience and security. For this purpose,
the study uses CNN and rPPG techniques and applies them to
face identification on 10T devices.

In comparison of different background colors, face
recognition accuracy is higher in warm backgrounds, which
may be due to inaccurate testing of face data caused by lighting
effects. Secondly, in 15 iterations, the recognition accuracy of
warm colored backgrounds is relatively high, reaching 92.31%,
which may be due to the increase in the number of iterations
resulting in more accurate face data. In the comparison of the
error rate for different models, the change in the error rate of
the model used in the study increases with the increase of
sample size, which may be due to the increase in the number of
samples resulting in a decrease in the overall recognition effect.
The error rate of the research model is lower. This may be due
to the added rPG technology [21] improving model
performance. In the comparison of half error rate of the three
models, the half error rate of the research method is lower,
which may be due to the high accuracy of facial authentication
recognition in the research model. In the comparison of error
rate values of different models, the model used in the study has
a lower half error rate, which may be due to its ability to better
handle data. In the comparison of half-error rate of different
models, the performance effect of the research model is better
than the individual model, which may be due to different
technologies improving the model performance. In the
comparison of the accuracy rate change, the used model has the
highest accuracy rate, which may be because the model used
can better process facial data. In the variation of loss function
values in several models, the designed model has lower loss
function value, which may be due to the more stable
performance of the research model. In the similarity
comparison of different face data, the recognition performance

of the authentication similarity of the research model is better,
as the algorithm currently used in research can recognize blood
vessels in the face.

In summary, the model used in the current study has better
performance and recognition effect in the face recognition
authentication of 10T devices. The model has better face
recognition authentication effect and recognition accuracy,
which has a better guiding role for face recognition
authentication afterward.

VI. CONCLUSION

This study mainly focused on the facial identity
authentication of loT devices. The CNN and rPPG face
detection technology were used to build a new device facial
identity authentication system. Firstly, a facial recognition and
identity authentication system based on CNN and rPPG was
analyzed and constructed. Then, the performance and
feasibility of the current system were verified through
comparative analysis among different models. The research
results indicated that the recognition accuracy of the proposed
model varied under different color backgrounds. The algorithm
had higher recognition accuracy under weaker lighting
conditions. In the comparison of error rates, the rPPG+CNN
model had the lowest error rate, which was 1.12% lower than
the CNN and 1.73% lower than the rPPG. The half error rate of
rPPG+CNN in different comparison methods was 6.03%,
4.94%, and 2.27% lower than those of LBP-TOP, LSTM-CNN,
and VGG, respectively. When testing and training on different
datasets, the model performed better when dataset 2 was the
testing set. Among the four different comparison methods, the
rPPG+CNN had the best accuracy and overall performance. At
the same time, when comparing similar faces, the method used
in the study had relatively stable recognition accuracy when the
facial similarity was high. The accuracy was at a relatively high
level. Although this study has achieved many results in facial
recognition identity authentication, further improvement
should be improved. For example, the background and datasets
used in the experiment are relatively small. More and larger
data will be analyzed in the future. At the same time, future
research will also analyze data from different devices. In
addition, the study is less analyzed for different scenarios of real
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faces, so different face authentication scenarios will be
analyzed and detected in the subsequent study. Finally, in the
study only focuses on 10T devices. Therefore, different devices
will be analyzed for face authentication in the subsequent study.
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Abstract—The distribution of fresh food is affected by its
perishable characteristics, and compared with ordinary logistics
distribution, the distribution path needs to be very reasonably
planned. However, the complexity of the actual road network and
the time variation of traffic conditions are not considered in the
existing food logistics planning methods. In order to solve this
problem, this study takes road section travel prediction as the
starting point, and uses the non-dominant ranking genetic
algorithm 11 and the backpropagation network to construct a new
logistics path planning model. Firstly, the road condition
information detected by the retainer detection and the floating
vehicle technology is integrated, and the travel time prediction is
input into the backpropagation network model. In order to make
the prediction model perform better, it is improved using a whale
optimization algorithm. Then, according to the prediction results,
the non-dominant ranking genetic algorithm Il is used for
distribution route planning. Through experimental analysis, the
average distribution cost of method designed by this study was
9476 yuan, and the average carbon emission was 2871kg.
Compared with the other three algorithms, the distribution cost
was more than 15% lower, and the carbon emission was more than
12.5% lower. The planning method designed by the institute can
achieve more reasonable, low-cost, and environmentally friendly
logistics and distribution, and bring more satisfactory services to
the lives of urban residents.

Keywords—Whale optimization algorithm; non-dominant
ordering genetic algorithm; backpropagation network; logistics and
distribution; path planning

. INTRODUCTION

Logistics 4.0 is the embodiment of Industry 4.0 in the field
of logistics, which refers to the digitalization of logistics. With
the integration of information technology and the Internet, the
logistics industry, e-commerce and other fields have been
further specialized and cross-border cooperation [1]. As society
and economy develop, consumer demand has become more and
more abundant, and the demand for fresh food is increasing day
by day [2]. Fresh products have a short shelf life, are perishable,
and are easily damaged, so they consume more energy for a low
temperature during distribution, which also leads to higher
costs [3]. However, most of the current studies on the route
planning of logistics vehicles for fresh products do not consider
the actual road network complexity and time variation influence,
and simply assume that the traffic situation between customer
points is constant [4]. Logistics cost is directly related to travel
time [5]. Existing studies have not taken into account the

complexity of the actual road network and the time-variability
of traffic conditions. Although many studies have focused on
the importance of fresh food distribution route planning, most
studies are still based on simplified assumptions, such as
constant traffic conditions or fixed distribution costs, which are
far from the reality. This assumption ignores the impact of
various factors such as traffic congestion, road maintenance and
weather changes on the distribution route in the actual road
network, leading to the possibility that the planned route may
not be optimal. Therefore, a logistics path planning model
based on travel time is constructed by using non-dominated
sorting Genetic Algorithm 11 (NSGA-II) algorithm and back
propagation (BP) neural network. The innovation of the
research is to integrate the road condition information of the
fixed detection and the floating vehicle detection, and introduce
the travel time prediction results into the trip planning to
achieve a more reasonable and environmentally friendly
logistics distribution. The contribution of this study is to
provide a fresh food distribution route planning method that
comprehensively considers the complexity of the actual road
network and the time-varying traffic conditions, so as to
improve the logistics efficiency and reduce the distribution cost.
Compared with the traditional method, this method can more
accurately reflect the actual road conditions and traffic
conditions, so as to plan a more reasonable distribution route.

The study includes six sections. Section Il analyzes the
current research status. Section 111 is the method construction
part, which describes the design of the logistics path planning
method in detail. Performance analysis is given in Section 1V.
Results of the research is given in Section V. Finally Section VI
summarizes the research methods and analysis results, and puts
forward the prospects for future work.

Il.  RELATED WORKS

Since the issue of vehicle routing was raised, it has quickly
received close attention in areas such as transportation planning,
logistics, and portfolio optimization. Li et al. found that the
entry point of the existing deep reinforcement learning-based
solution method in solving the vehicle path problem was not
applicable to the actual situation. In order to solve this problem,
a new path planning algorithm was constructed by using the
attention mechanism and decoder to minimize the vehicle travel
time. Experimental analysis showed a superiority to most
traditional heuristic methods [6]. Pan et al. considered the
driving time, multiple trips of each vehicle, and the loading time
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at the depot at the same time. A hybrid meta-heuristic algorithm
was constructed by using the adaptive large neighborhood
search algorithm and the variable neighborhood descent
algorithm. Experiments showed that the proposed algorithm
had good robustness and effectiveness under different speed
profiles and maximum travel time constraints [7]. Gmira et al.
found that changes in travel practices within cities were ignored
in existing approaches to routing of delivery vehicles. To solve
this problem, a tabu search-based solution method for vehicle
routing problem was proposed. By defining the driving rate on
the road network, the route planning was adjusted in real time
according to the time change [8]. Abdullahi et al. considered
sustainable vehicle routing in the transport sector in three
dimensions of economic, environmental and social dimensions.
They proposed a weighted sum model that combined three
dimensions and a constraint model. In addition, they proposed
a partial random iterative greedy algorithm to solve the
ensemble problem [9].

The NSGA-II algorithm has fast solution speed, good
solution convergence and robustness. Li et al. established a
multi-objective mathematical model for rail alignment
optimization of high-speed railway by studying the multi-
objective optimization problem of high-speed railway section
with small radius curve. NSGA-I1 was used to find the optimal
model solution. Experiments showed that this method
effectively reduced rail wear and improved rail bending
performance [10]. To solve the low resource utilization and low
user service quality in workflow scheduling, Li et al. proposed
a scoring and dynamic hierarchy-based NSGA-Il. The
algorithm aimed to minimize the maximum time to completion
and cost of workflow execution. Experiments showed that this
method effectively improved resource utilization [11]. In order
to achieve effective management of water resources, Jalili A et
al. proposed a water resource optimization strategy with the
goal of maximizing the reliability of meeting demand. The
strategy used the NSGA-II and the WEAP simulator model, and
introduced the support vector machine into the model.
Experiments showed that the average error rate of the rule
obtained by this method was less than 2.5% [12]. BP neural
networks have been widely used in many fields because of their
strong flexibility, fault tolerance and adaptability. In order to
more accurately predict the 28-day compressive strength of
recycled insulated concrete, Tu et al. constructed a new
prediction model using genetic algorithm and BP. The results
showed that this combination achieved better stability and
generalization of the model [13]. Lin et al. proposed a new

Fixed detector \
i ,Direction of
traffic flow
I L 1

(a) Fixed detector detection
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speed prediction method to solve the problem that random
driving cycle affected the control of fuel cell electric vehicles.
In this method, BP predicted the velocity and incorporate it into
the control strateqy. Experimental results showed that
compared with traditional rule-based strategies, the proposed
method predicted vehicle speed with high accuracy [14]. Lyu et
al. constructed a model of the relationship between tensile
strength, wire drawing speed and formal velocity in the process
of arc additive manufacturing using BPNN. Meanwhile, genetic
algorithm and forward model were introduced for BPNN
optimization. Results showed that the prediction error of the
optimized model was less than 3% [15].

In summary, most studies on vehicle routing problems do
not consider the complexity of the actual road network and the
time variation of traffic conditions. Therefore, based on the
travel time prediction, the NSGA-II algorithm and BP neural
network were used to construct a logistics vehicle
transportation path planning model. It aims to achieve the
lowest total cost and the lowest carbon footprint of logistics
vehicle path planning.

I1l.  DESIGN OF LOGISTICS VEHICLE PATH PLANNING
MODEL USING NSGA-11 AND BPNN

In the era of Industry 4.0, the logistics transmission system
is inseparable from the support of intelligent logistics
technology and equipment, to further realize the logistics
intelligence, the research takes the prediction of path travel time
as the starting point to build a logistics vehicle path planning
model.

A. Path Travel Time Prediction using Improved BPNN

As an important comprehensive indicator, the travel time of
road sections can directly reflect the information of road traffic
conditions, and then provide data support for travelers to plan
travel routes [16-18]. In the actual traffic data collection process,
fixed detector technology and floating vehicle technology are
usually used to collect data such as traffic flow and road
parameters. Traffic parameters such as vehicle speed, road
traffic flow, and occupancy can be obtained through fixed
detectors [19-21]. The floating vehicle technology generally
uploads its own instantaneous speed, latitude and longitude and
other information to the information center according to the
vehicle of the wireless positioning equipment through GPS
positioning technology. The working principle of the fixed
detector as well as GPS technology is shown in Fig. 1.

GPS % %

% N Differential

-\ vcorrection station
=

Control
6 Teleportation center
tower
(b) GPS

Fig. 1. The working principle of the fixed detector and the GPS technology.
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The road travel time obtained by the fixed detector is
divided into two parts: the normal passage time and the delay
time caused by the traffic light. The calculation method for the
normal passage time of the vehicle is shown in Eq. (1).

ty=— 1)

In Eq. (1), L is the total length of the road section, Vv is
the average vehicle speed under the fixed detector, and t, is

the normal time of the vehicle. In this study, the Webster timing
method is used to calculate the signal light delay time, and the
calculation method is shown in Eq. (2).

t, =0.9% C(l_l)z + X’
T S axy 29(1x)

@)

In Eq. (2), c is the traffic light period, A is the
proportion of effective green light time, q is the traffic flow
data, u isthe probability of delay due to the traffic light, C
is the saturation capacity of the entrance road, x is the lane
saturation, and t, is the time of delay due to the signal light.

The probability of delay due to traffic lights and the calculation
of lane saturation are shown in Eg. (3).

x=q/(AC)
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Although the fixed detector can obtain the traffic parameters
of the road to a certain extent, the traffic information it collects
is not complete, and it is difficult to comprehensively and
accurately describe the traffic conditions of the entire road
network. The study divides the vehicles in the road network into
four categories: vehicles that need to be stopped at any time
during the journey, vehicles such as ambulances, vehicles that
do not obey normal traffic rules due to special circumstances,
sightseeing vehicles, and vehicles traveling on normal roads.
The road travel time calculated by the floating car technology
is shown in Eq. (4).

4v,v,v,v, L
t =
2 VLY, VLY, VLY, VYLV, @)
In Eq. (4), L is the distance length predicted by the

floating vehicle technology, t, is the travel time based on the
road section L, andv,, v,, v,, and v, are the average

speeds of the four types of vehicles, respectively. However, due
to the scattered spatial and temporal distribution of floating
vehicles in the road network, it is difficult for the floating
vehicle data to accurately reflect the road section situation. To
this end, the study considers merging the two data. Before data
fusion, it is necessary to perform spatiotemporal matching of
multi-source data, and the traffic flow data collected in the same
period is screened out to prepare for the subsequent prediction
model. In this study, BPNN is selected to construct a travel time
prediction model, but there are limitations in BPNN, such as
long learning time and slow convergence speed. Therefore, the
whale optimization algorithm (WOA) is used to improve it to
avoid the BP neural network falling into the local optimal
solution. Fig. 2 shows the principle of the WOA.
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Fig. 2. Principles of the whale optimization algorithm.

Firstly, the BPNN topology is determined, and the travel
data of two road sections are input into the model, and the
predicted road travel time is fused and output. This is shown in

Eg. (5).
t=at +aot, )

InEq. (5), t, isthe travel time of the road section detected
by the fixed detector, @, and w, are the weights of the data
collected by the fixed detector and the floating vehicle,

respectively. The S-type tangent function is used as the transfer
function of cryptolayer neurons, as shown in Eq. (6).

f(x)=—

Tlie®
InEq. (6), f(U) isthetransfer function of the output layer,

and the S-type logarithmic function is the neuron transfer
function of the output layer. Hidden layer’s neurons are twice
the output layer’s neurons plus 1. The error between the

-1 (6)
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network output and the expected output is shown in Eq. (7).

2
1 K 1 K’ J m
E :_Z(yk _Ok’)z =_Z Yo —g{zwwf [Zwut- +bJ H
23 23 =L i-1
()
In Eq. (7), E is the error value, K', J,and m are

neurons’ number in the output, hidden, and input layer, b, is

the threshold value of the neurons in the hidden layer, @,

the neurons’ weight between the hidden and output layer, w;
is the neurons’ weight between the input and hidden layer, Y,
is the expected output value, and o, is the output result of the

final output layer. The learning rate of the BP network was
determined to be 0.01 by experimental analysis. After
initializing the BPNN weights and thresholds, WOA is used to
find and solve the optimal weights and thresholds. The training
set’s mean square error is taken as a fitness function of WOA.
After the continuous iteration of the algorithm, the smaller the
fitness value, the greater the error, and the more accurate the
prediction result. According to the actual demand of the
problem, the number of neurons in input layer, hidden layer and
output layer of BP neural network is initially determined. Then
the weights and thresholds of the network model are randomly
initialized, WOA algorithm is used to optimize the parameter
combination, and the fitness value of the population is updated
through continuous iteration. At the end of the iteration, the
optimal parameter combination is obtained. Fig. 3 shows the
flow of the WOA-BP algorithm.

B. Logistics path planning Based on NSGA-II algorithm and
BP neural network

is
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The research question is that in a fresh product distribution
center, there are z delivery wvehicles responsible for
delivering goods to N individual customer points, and the
maximum vehicle load, the demand of the customer point and
the soft time window are the same. Each vehicle returns to the
distribution center when task is done. The distribution process
is divided into two phases, namely initial distribution and
forecast planning, and the stages and assumptions are shown in
Fig. 4.

Improving BP neural network

Input data and perform
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Determine the
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BP neural network

v

Initialize the weights
and thresholds of the
BP neural network

End

Optimized BP neural
network memory
training and prediction

T

Output optimal weights
and thresholds

Fig. 4. Study hypothesis and distribution stage division.

At the initial moment of delivery, according to the
prediction results of the road section travel time proposed above,
the actual road network is transformed into a travel time
network between customer points. On this basis, considering
the economic cost and environmental cost and taking the
vehicle load and time window as constraints, the fresh food
logistics path planning model is constructed. Before building
the model, the costs incurred in distribution activities are
analyzed. The calculation method of vehicle operating costs is
as follows in Eq. (8).

I I

I I
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Fig. 3. Flow of the WOA-BP algorithm.
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In Eq. (8), a, is a variable with a value of 0 or 1, and 1
indicates that the logistics vehicle z isputintouse, B, isthe
fixed cost such as vehicle maintenance, and C, is the

operating cost of the logistics vehicle. The method for the
vehicle cooling cost is shown in Eq. (9).
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In Eq. (9), C;, C;,,and C,, are the total refrigeration

cost, transportation refrigeration cost and unloading

refrigeration cost, respectively, yij"'z isavalue of 0 or 1, and

1representsthe k pathof z through the customer points i

and j, t.° is z’sservice time at i.The goods distributed

by fresh food logistics are susceptible to deterioration and
decay due to the influence of ambient temperature and oxygen,
resulting in losses. The cost calculation method for the loss of
goods during transportation is shown in Eq. (10).
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M ~N

]

JiN
L

i

=
L

z=11

z=1 i=1 j=1 k=1 (10)

InEq. (10), C, isthe cost of damage to the vehicle, P, is
the unit price of the goods, ¢, is the demand for the customer
point i, y, and y, are the freshness decline rates in the
process of transportation and unloading of the goods,
respectively, t,” is the moment when the logistics vehicle z
leaves the distribution center, t* is the moment of the

|
logistics vehicle z arrival at the customer point i .

Customers have strict requirements for perishable fresh
products’ reception time, usually with a time frame. To do this,
the study describes the time frame requested by the customer as
a soft time window. If it is delivered outside the time window,
there will be a penalty cost. The calculation of the penalty cost
is shown in Eq. (11).

N

Z N Z
C, =€, > > max(T, -t,0)+¢,, > > max(t’ ~T,,0)
z=1 i=1 z=1 i=1 (11)
In Eq. (11), c,, is the penalty cost per unit time for the
, is the penalty cost, [T,,T,] is the
delivery time range required by the customer and c,, is the

penalty cost per unit time for the vehicle’s early arrival. The
transportation cost of the vehicle is shown in Eq. (12).

€= ZZ;‘ZN;; YRy 4 W (@) ] (12)

In Eq. (12), K is the number of transportation paths,
W (Q;**) is the fuel consumption of the load Q of z on

vehicle’s late arrival, C
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the k path between the customer point i and j, and t;

is the predicted travel time of the logistics vehicle from the
customer point i to the customer point j in the k path.

P, is the unit price of fuel. Carbon emissions are calculated as
shown in Eq. (13).

2=1i=1 j=1 k=1 2=1 i=1 j=1 k=1 (13)

In Eq. (13), e, is the CO2 emission factor, c, is the

carbon emission penalty cost per vehicle. Based on the above
contents, the planning model is constructed, as shown in Eq.
(14).

{MinC =C,+C, +C +C, +C,

MinC, (14)

The constraints of the model are that the customer points to
be delivered are N . The total demand of customer points on
each delivery route must not exceed the maximum load
capacity of the logistics vehicle. Each customer point is served
by only one logistics vehicle. There are Z vehicles at the
distribution center. The loading capacity of the vehicle when it
departs from a customer point is the demand sum of the next
customer point and the loading capacity when departing from
that next point. The distribution process for each logistics
vehicle is continuous. After constructing the mathematical
model of the problem, NSGA-II optimizes the multi-objective.
On the basis of the traditional NSGA, NSGA-II quickly sorts
the individuals in the population by defining the non-dominant
set and the dominant set, which reduces the computational
complexity, and introduces a management strategy to eliminate
the inferior individuals in the population. The crowding and
crowding comparison operators were used to ensure the
population diversity. The calculation principle of non-dominant
layer ranking and individual crowding distance is shown in Fig.
5.

In this study, the initial population is established by the
coding method of natural integers. In the algorithm process, it
is necessary to evaluate the chromosomes through the fitness
function, and the higher the adaptation value of chromosomes,
the higher the probability of entering the next generation. The
fitness function is set as the total cost reciprocal of distribution
target and the carbon emission objective function in Eq. (15).

1

- objectl (15)
1
object2

1

1

In Eqg. (15), objectl and object2 are the two objective
functions, F, and F, are the fitness functions of the total

distribution cost and the carbon emission target, respectively.
Fig. 6 shows the NSGA-II specific flow.
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Fig. 6. Specific flow of the NSGA-II algorithm.

IV. PERFORMANCE ANALYSIS EXPERIMENT OF LOGISTICS

VEHICLE PATH PLANNING MODEL

In order to test the training of the road segment travel
prediction model designed in this study, WOA-BP was trained

0.022 1
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w
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(a) RMSE
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with a single BP network and common neural networks,
including convolutional neural network (CNN) and long short-
term memory network (LSTM), in the same simulation
environment. The training of the four models was recorded for
comparison, as shown in Fig. 7.
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Fig. 7. The training comparison of the four models.
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In Fig. 7, WOA-BP’s convergence is significantly improved
compared with the single BP network model. It is also better
than the other two models. As shown in Fig. 7(a), the Root
Mean Square Error (RMSE) value is reached after 28 iterations
of WOA-BP, while the BP network begins to converge after 41
iterations, and the CNN training reaches 43 times, which is 21
iterations more than WOP-BP and 37 times for LSTM training.
As shown in Fig. 7(b), WOP is trained only 30 times to reach
the target recall value and begins to converge, which is 15 times
less than that of a single BPNN, while both LSTM and CNN
are trained more than 40 times.

To further verify the designed trip prediction model stability
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by this study, road sections data with different distance lengths
were used for prediction. At the same time, in order to ensure
the comprehensiveness and advancement of the experiment, the
current popular prediction model was compared with the
constructed prediction model (model 1). The comparison
models include the road section travel time prediction model
using the improved genetic Kalman algorithm (model 2), the
travel time prediction model using the optimization limit
learning machine (model 3), the path travel time prediction
model using the spatiotemporal feature depth learning model
(model 4), and the travel time prediction model using particle
swarm optimization wavelet neural network (model 5). Fig. 8
shows the specific results.
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Fig. 8. Model prediction error for the five models at different distances.

As shown in Fig. 8(a), the prediction error of less than 3 km
is generally high, which is due to the fact that the short-distance
trajectory data is more seriously affected by traffic conditions.
As shown in Fig. 8(b), the prediction error is further reduced in
the prediction of the 3~6km road section, and the error of model
1 is reduced by 0.2, significantly higher than that of the other
four. In Fig. 8(c), the error of all five models is less than 0.15.
In Fig. 8(d), the error values of both models 2 and 4 have
increased significantly, while model 1 remains stable below
0.10. From the contents of Fig. 8, as the predicted distance data

increases, the five models’ prediction error increases, and the
increase of model 1 is the smallest, which indicates that model
1 has good stability. Moreover, the average error of model 1 is
less than 0.10, which can achieve more accurate travel time
prediction. To fully prove model 1’s effectiveness, the error
between the true value and the predicted value of 50 trajectory
data was randomly extracted from the test set, and the error was
arranged according to the driving time from long to short. The
prediction accuracy of the five models is known through
calculation. Fig. 9 shows the details.
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Fig. 9. Comparison of travel time prediction accuracy for different models.

In Fig. 9(a), the prediction accuracy of model 1 for
trajectories can reach more than 90%, which fully proves the
effectiveness of the model. Moreover, the change curve of
model 1 is basically consistent with the real value, and the
accuracy of model 1 is higher than that of the other four models.
It is found from Fig. 9(b) that the error results of some
trajectories have large prediction errors, which is due to the
excessive traffic lights in this road section, which leads to the
increase of prediction error. However, the error of model 1 is
less than 300s, which can meet the needs of logistics and
transportation. In the logistics planning, the complexity of the
road network and the time variability of traffic conditions are
considered in the model. In order to test the study’s rationality,
the experimental model was compared with the model’s
operation without those considerations. The comparison results
are shown in Fig. 10.
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In Fig. 10(a), the model without traffic has lower
distribution costs and carbon emissions overall, while Fig. 10(b)
shows that the model with traffic is higher than the model
without traffic at both target solutions. This is due to the fact
that models that do not take into account traffic conditions do
not accurately plan the delivery scenario, which will not lead to
the closest to the real delivery cost. To further verify the
planning method’s performance (method 1) designed by the
study, the multi-dimensional time-varying data was combined
with the set unit time cost of a single fresh food logistics vehicle,
and the results of the agricultural product logistics distribution
planning method using genetic algorithm (method 2) and the
logistics planning method using particle swarm optimization
(method 3) were compared. The study was carried out in the
distribution network data of two different distribution studies.
The results are shown in Fig. 11.
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Fig. 10. Research model and model operation without considering road network complexity and traffic conditions.

www.ijacsa.thesai.org

170|Page



(IJACSA) International Journal of Advanced Computer Science and Applications,

450
400 F
_B0F
& 300
b§25o
% 200
0150
100 |
50

<3km 3~6km 6~9%m  >10km
—0—Method 1 —@— Method2 —@— Method 3

(a) Area A

Vol. 15, No. 5, 2024

450 -
400
[0
% 300

250
=
2 200
0150
100 -
50 ] I:I |:I
0

<3km 3~6km 6~9%km  >10km
[ Method1 B Method2 MM Method 3

(b) Area B

Fig. 11. Comparison of planning effects of different methods in two different distribution examples.

As can be seen from Fig. 11(a), the fixed costs of the three
methods are basically the same in Area A, but the transportation
costs, loss costs and penalty costs are quite different. The total
cost obtained by method 1 is 350 yuan, while the cost of method
2 reaches 410 yuan and the cost of method 3 is 394 yuan. In Fig.
11(b), the total cost of distribution in Area B has increased
significantly compared with Area A, which is due to the
complex road conditions in Area B, the large number of
residents, the need for longer planning routes, and the longer

delivery time. The total cost of method 1 is still lower than that
of the other two methods.

To further test the planning effect of method 1, three
methods were used to carry out path planning under
representative examples. The results of the delivery vehicles,
route planning time, total distance of route delivery, total cost
of delivery and carbon emissions were also listed. Table I shows
the details.

TABLE I. COMPARISON OF THE DISTRIBUTION SITUATION OF THE THREE METHODS
Project Distributio_n vehicle/ | Pway pla_nning time/ | Total path distribution | Total cost of delivery Carbon emission
vehicle minutes distance / km /yuan /kg
Example 1 13 245 4285.5 8829.1 3255.1
Method 1 Example 2 12 217 4183.2 9512.3 2698.4
Example 3 14 228 4378.4 1055.55 2675.3
Example 1 21 359 6158.7 1545.6 3815.8
Method 2 Example 2 23 361 6184.4 1523.8 3424.7
Example 3 22 366 6842.5 1545.7 3482.6
Example 1 18 335 5841.4 1242.12 3546.4
Method 3 Example 2 17 328 5748.1 1351.54 3415.8
Example 3 16 330 5694.8 1228.45 34515

In Table I, the average distribution cost of method 1 is 9476
yuan, and the average carbon emission is 2871 kg. Compared
with the other three methods, the cost of distribution is more
than 15% lower, and the carbon emission is more than 12.5%
lower. As for the transportation distance, the transportation
distance of method 1 is 4282km, which is significantly less than
that of the other three methods. Based on the above, it can be
seen that the design method of the research institute can achieve
logistics path planning with lower cost and carbon emissions
and ensure that the delivery is completed within the time
required by customers.

In order to verify the effectiveness and rationality of the

proposed model, the research applies the solution obtained by
the designed method to the actual case, and analyzes the
distribution route, vehicle use, and wastage of the proposed
solution. First of all, study the selection of takeout delivery
scene, fresh house distribution, e-commerce warehousing. And
through the simulation analysis, the transportation situation
between the solution and the traditional logistics distribution is
obtained. In addition, the study invited industry experts and
representatives of logistics companies to evaluate the
applicability of the proposed solutions and models. Evaluation
scores range from 0 to 10, with higher scores indicating higher
applicability of the proposed solution. The specific results are
shown in Table II.
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TABLE Il TEST THE RESULTS OF THE EFFECTIVENESS OF THE SOLUTIONS AND MODELS PROPOSED BY THE STUDY
Distribution scenario Delivery distance (km) Vehicle use (vehicle) Attrition rate (%) Usability
Before the application 3.54 4 13.47 6.45
Delivery scene Post applicationem 2.84 2 5.05 8.95
P <0.05 <0.05 <0.05 <0.05
Before the application 13.85 6 12.84 6.48
Fresh house with Post applicationem 10.58 3 6.47 9.01
P <0.05 <0.05 <0.05 <0.05
Before the application 352.47 15 18.44 7.02
Eva"r‘éﬂ“onsslrﬁg Post applicationem 287.46 12 9.74 9.34
P <0.05 <0.05 <0.05 <0.05

It can be seen from Table II that after applying the solution
proposed by the research Institute, the distribution distance,
vehicle use and loss rate of each distribution scenario have been
significantly optimized. For the takeout delivery scenario, the
delivery distance was reduced from 3.54km to 2.84km, a
reduction of nearly 20%. The number of vehicles in use was
reduced from 4 to 2, a reduction of 50%; the attrition rate

decreased from 13.47% to 5.05%, a reduction of more than 60%.

Fresh house distribution and e-commerce warehousing scenes
also showed a similar optimization trend. These results show
that the proposed solutions can significantly reduce distribution
costs, improve logistics efficiency, and reduce resource waste
and environmental pollution.

V. RESULTS OF THE RESEARCH

Based on the above experimental and analytical results, the
following conclusions can be clearly drawn. By comparing the
distribution situation of three different route planning methods,
it is found that method 1 has excellent performance in terms of
distribution cost, carbon emission and transportation distance.
Compared to other methods, the average delivery cost of
Method 1 is reduced by more than 15%, carbon emissions are
reduced by more than 12.5%, and shipping distances are
significantly less. This fully proves the effectiveness of the
method designed by the research institute in achieving lower
cost and carbon emission logistics path planning. When the
designed solution is applied to the actual case scenario, it is
found that the distribution distance, vehicle use and loss rate of
each distribution scenario are significantly optimized. For the
takeout delivery scenario, for example, the delivery distance
was reduced by nearly 20%, the number of vehicles used was
reduced by 50%, and the attrition rate was reduced by more than
60%. Fresh house distribution and e-commerce warehousing
scenes also show a similar optimization trend. These results
show that the proposed solution has not only theoretical value,
but also high practical application value, which can effectively
improve logistics efficiency, reduce resource waste and
environmental pollution. Finally, through the evaluation of
industry experts and representatives of logistics enterprises, the
applicability and effectiveness of the proposed solution are
further verified. The evaluation results show that the proposed
solutions have generally high applicability scores, indicating
that they have great potential in practical applications.

VI. CONCLUSION

As economy and society continuously develop, fresh
products is increasingly needed. However, due to the need for
refrigeration and preservation of fresh products, the cost has
increased significantly. In order to improve distribution
efficiency, reduce distribution costs, and reduce carbon
emissions, this study considers the road network complexity
and the actual traffic conditions variability on the basis of
previous studies. A new logistics path planning model was
constructed by using the NSGA-II and BPNN. Through
experimental analysis, compared with the single BPNN, the
convergence of WOA-BP was significantly improved. It took
only 28 iterations to achieve the best convergence accuracy.
With the increase of the data of the predicted distance, the
prediction error of the five models increased, and the increase
of model 1 was the smallest, which indicated that model 1 had
good stability. Moreover, the average error of model 1 was less
than 0.10, which achieved more accurate travel time prediction.
The average distribution cost of method 1 was 9,476 yuan, and
the average carbon emission was 2,871kg. Compared with the
other three methods, the cost of distribution was more than 15%
lower, and the carbon emission was more than 12.5% lower.
Based on the experimental content, the path planning method
designed by the research can reduce the distribution cost and
carbon emissions, and bring more satisfactory delivery services
to customers. Only one type of delivery vehicle was considered
in the study, but in practice, multiple types of delivery vehicles
may occur. Therefore, it can be further discussed in the future
research process to solve the problem of multi-type vehicle
distribution.

Through in-depth analysis and innovative methods, the
study has made significant contributions to the knowledge
system in the field of logistics path planning. Through the
combination of NSGA-II algorithm and BP neural network, a
new logistics path planning model is successfully constructed.
This model not only considers the complexity of the road
network, but also fully considers the variability of actual traffic
conditions, thus improving the accuracy and practicability of
route planning. This innovative method provides a new way of
thinking and methodology for the follow-up research.

As can be seen from the above experimental results, the
designed route planning method has excellent performance in

172|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

terms of distribution cost and carbon emission. In the analysis
of practical application cases, the applicability and
practicability of the proposed solution are verified.

The logistics path planning model constructed in this study
can be used as the basic framework for future research. On this
basis, the subsequent research can further explore how to
optimize the model parameters, improve the prediction
accuracy and expand the application range of the model.
Secondly, the proposed solutions and experimental results can
provide a strong reference for future research.
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Abstract—This paper innovatively combines cloud computing
with Bayesian networks, aiming to provide an efficient and real-
time prediction and scheduling platform for power main network
scheduling and large-scale user monitoring. The core of the
research lies in the development of a set of novel intelligent
scheduling algorithms, which integrates multi-objective
optimization theory and deep reinforcement learning technology
to achieve dynamic and optimal allocation of power grid resources
in the cloud environment. By constructing a comprehensive
evaluation system, this study verifies the advancement of the
proposed model in multiple dimensions: not only does it make
breakthroughs in the in-depth parsing and accurate prediction of
electric power data, but it also significantly improves the
prediction accuracy of the main grid load changes, tariff dynamic
adjustments, grid security posture, and power consumption
patterns of large users. The empirical study shows that compared
with the existing methods, the model proposed in this study
effectively reduces energy consumption and operation costs while
improving prediction accuracy and dispatching efficiency,
demonstrating its significant innovative value and practical
significance in the field of intelligent grid management. The
innovation of this paper lies in the development of a composite
prediction model that integrates the powerful classification and
prediction capabilities of Bayesian networks and the efficient
learning mechanism of deep reinforcement learning in complex
decision-making scenarios.

Keywords—Cloud computing; main network scheduling; large
users; real-time monitoring; monitoring and prediction; systems
research

l. INTRODUCTION

This template, modified in MS Word 2007 and saved as a
“Word 97-2003 Document” for the PC, provides authors with
most of the formatting specifications needed for preparing
electronic versions of their papers. All standard paper
components have been specified for three reasons: (1) ease of
use when formatting individual papers, (2) automatic
compliance to electronic requirements that facilitate the
concurrent or later production of electronic products, and (3)
conformity of style throughout a conference proceeding.
Margins, column widths, line spacing, and type styles are built-
in; examples of the type styles are provided throughout this
document and are identified in italic type, within parentheses,
following the example. Some components, such as multi-leveled
equations, graphics, and tables are not prescribed, although the
various table text styles are provided. The formatter will need to

create these components, incorporating the applicable criteria
that follow.

In order to ensure the stable operation of the power system,
it is necessary to carry out real-time monitoring and forecasting
of the scheduling of the main power network and the power
consumption of large users, so as to realize the optimal
allocation and scheduling control of power resources [1].

Therefore, the scheduling of the main power grid is
particularly important in order to ensure the stability of power in
each region [2]. The dispatching of the main power grid requires
the process of planning, organizing, directing and controlling the
operation of the main power grid according to the operating
status of the power system, load demand, power market
transactions and other factors [3].

This study confronts the reality of the continuous growth of
power demand in the booming smart home market in China,
revealing the significance of real-time monitoring and
forecasting of main grid scheduling and large-scale users' power
consumption for ensuring the stable operation of the power
system. By proposing a real-time monitoring and forecasting
system based on cloud computing, the article solves the
limitations of the traditional system in data processing, analysis
and forecasting, and resource sharing, and utilizes the elasticity
and scalability characteristics of cloud computing to build a
high-performance data processing platform, which realizes the
efficient management of the whole chain from data collection to
application. This system not only improves the intelligent level
of main grid scheduling, but also significantly enhances the
insight and management of large users' power consumption
behavior, providing strong support for the development of the
power market and the optimal allocation of power resources.
The innovation of this study lies in the new prediction model
combining Bayesian network and deep reinforcement learning,
and the intelligent scheduling strategy of multi-objective
optimization, which brings revolutionary progress to the power
system scheduling and large-scale user management.

Large users refer to users with large power consumption
capacity and power consumption impact in the power system,
whose power consumption demand and power consumption
behavior have an important impact on the operation of the power
system and the formation of the power market [4]. Therefore,
we need to carry out real-time monitoring of large users,
specifically through the collection, transmission, processing and
analysis of large users of electricity data, real-time access to the
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state of electricity consumption, characteristics of electricity
consumption, quality of electricity consumption and other
information, to provide data support for the scheduling of the
main power grid and the management of electricity consumption
of large users [5]. And also to further predict its power
consumption, specifically refers to the use of mathematical
models and methods to predict the future power demand, power
load, power cost and other indicators of large users based on
their historical power consumption data, power consumption
behavior, power consumption environment and other factors, so
as to provide a decision-making basis for the dispatch of the
main power grid and the optimization of power consumption of
large users [6].

As the scale of the power system continues to expand and
the quantity and complexity of power data continue to increase,
the traditional power scheduling system and large user
monitoring and forecasting system face problems such as
insufficient data collection and processing capabilities, weak
data analysis and forecasting capabilities, and poor data sharing
and collaboration capabilities. In order to solve these problems,
this paper proposes a real-time monitoring and prediction
system for main network dispatching and large users based on
cloud computing, which utilizes the elasticity, scalability, and
low-cost characteristics of cloud computing to construct a
distributed, parallel, and high-performance power data
processing platform, and realizes real-time monitoring and
prediction of the main power network and large users, as well as
intelligent scheduling and optimization based on data [7, 8].

The research work in this paper is of great significance in
power system operation optimization and power market
development [9]. Through the introduction of innovative cloud
computing technology solutions, the overall operational
efficiency of the power system and the economic performance
of the power market are significantly improved. Specifically, it
provides strong data support for the dispatching decision-
making of the main power network and the power consumption
management of large users, thus significantly improving the
dispatching accuracy and efficiency of the main power network,
as well as the power consumption management level of large
users [10, 11].

The research objective of this paper mainly focuses on the
intelligent scheduling and optimization management of the
power system, and is committed to constructing a
comprehensive real-time monitoring and prediction system for
main grid scheduling and large users based on cloud computing
technology. The system realizes the whole chain management
and efficient utilization of power data from acquisition to
application [12, 13]. In terms of specific methods, the study
proposes a new way to utilize Bayesian networks in the cloud
computing environment for power data analysis and prediction,
which effectively solves the core problems of load prediction,
electricity price prediction and grid security analysis of the main
power grid, and accurately predicts the power demand, power
load and cost of power consumption of large users. In addition,
the research also developed a cloud computing-based intelligent
scheduling and optimization scheme, using multi-objective
optimization and reinforcement learning algorithms, for the
scheduling control and optimization of the main power grid for
in-depth exploration, but also in the level of optimization of the
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power consumption management of large users to achieve
important breakthroughs [14, 15].

This study clearly constructs a core argument: that is, the
real-time monitoring and prediction system constructed by
integrating cloud computing and advanced algorithmic
techniques can effectively cope with the growing scheduling
challenges of the power system and enhance the ability to
manage large-scale users in a fine-grained manner. In order to
strengthen the theoretical foundation, the paper deeply analyzes
the problems of the existing system, such as limited data
processing capacity, insufficient prediction accuracy, etc., and
shows how the solution proposed in this paper utilizes the
characteristics of cloud computing, combines Bayesian
networks and reinforcement learning algorithms, realizes the
leap from theory to practice, and solves the key problems of
power dispatch and user management, providing solid
theoretical and technological support for the intelligent
transformation of the power system. Solid theoretical and
technical support for the intelligent transformation of the power
system. Through this discussion, the thesis not only clarifies the
argument of the research, but also significantly enhances the
depth and breadth of the theoretical discussion.

In this paper, Section | outlines the background, purpose and
importance of the research. Section Il reviews the latest research
results within the fields of cloud computing, edge computing
and data-driven scheduling. Section Il details the technical
architecture and implementation method of the proposed real-
time monitoring and prediction system, including the
construction of the cloud computing platform, the data
processing process and the application of the prediction model.
Section 1V analyzes the experimental data to verify the
performance and advantages of the system. Section V
summarizes the research results and gives an outlook on the
future research direction.

Il.  LITERATURE REVIEW

A. Big Data-Aware Scheduling System in Cloud Computing

D'Mello et al. proposes a task scheduling algorithm for
cloud-edge collaborative computing in edge networks, which
takes into account the computational volume, data volume,
timeliness, and priority of tasks, and adopts a graph-based model
and an optimization method based on genetic algorithms to
achieve task allocation and migration in edge networks, and
improve the efficiency and performance of edge computing [16].
Dragoni et al. introduced a scheduling system for large-scale
distributed computing data awareness in cloud environment,
which realizes dynamic migration and replication of data by
analyzing and predicting the data [17]. Dyskin et al. analyzed
the application scenarios and value of power energy data,
including the digitalization and intelligence of power
equipment, the trading and regulation of power market, and the
management and optimization of power consumption of power
users, etc. [18]. It demonstrated the design and implementation
of the system of collecting, monitoring, managing, analyzing,
and servicing of power energy data, and explored the challenges
and development direction of power energy data. Han et al.
presents the design and implementation of a cloud computing-
based electricity demand response system for large users, which
takes advantage of the elasticity, scalability, and low cost of
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cloud computing to build a distributed electricity demand
response platform, realizing real-time monitoring, analysis, and
response to the electricity demand of large users, and providing
data support and intelligent services for the scheduling and
optimization of the power system [19]. A method for analyzing
and identifying the electricity consumption behavior of large
users based on the fusion of multi-source data is proposed,
which utilizes multi-source data such as the electricity
consumption data, electricity consumption contract, and
electricity consumption equipment of large users, and provides
an effective means for the supervision and service of the
electricity consumption of large users [20]. It realizes the
dynamic prediction of the electricity consumption cost of large
users, and provides a reference basis for the decision-making
and optimization of electricity consumption of large users [21].

In recent years, with the further development of the smart
home market, the demand for electricity in China has continued
to grow, and the specific growth is shown in Fig. 1.

China's Electricity
Consumption Scale 2015-2023

10

2015 2016 2017 2018 2019 2020 2021 2022 2023
Fig. 1. Scale of electricity consumption in China, 2015-2023.

B. Power Demand Response System Based on Cloud

Computing

Rajak [22] discusses in detail how to revolutionize the
management and production mode in the agricultural field by
integrating cloud computing and Internet of Things (IoT)
technology, and this cross-discipline technological innovation
idea provides new inspiration for the intelligent upgrade of the
power system. Drawing on the resource optimization and
environmental monitoring strategies, we can further optimize
the real-time and accuracy of main grid scheduling and large-
scale user monitoring. Sayeed et al. [23] demonstrate the
application of 10T and edge computing technologies in a smart
parking system, which utilizes Raspberry Pi as an 10T node with
a weighted K-nearest neighbor algorithm to optimize the
allocation of parking spaces, which provides us with a valuable
experience on how to deploy low-cost and high-efficiency
sensing and scheduling nodes in the power system. Through
similar mechanisms, we can explore the implementation of more
flexible and efficient edge computing strategies in power utility
monitoring and resource scheduling. Gousteris et al. [24]
emphasize the potential of blockchain technology in ensuring
data security and transaction transparency, which are essential
for building highly reliable and transparent power data exchange
and management systems. By incorporating the decentralized
nature of blockchain and the automatic execution rules of smart
contracts, our system is able to enhance data protection
measures, ensure secure transmission and storage of grid data,
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and lay a solid foundation for fair trading and efficient operation
of the electricity market.

I1l.  MODELING

A. General Framework

In this study, a real-time monitoring and forecasting system
based on cloud computing technology for main network
scheduling and large users is constructed, and its overall
architecture is shown in Fig. 2, which operates collaboratively
through five levels to realize the comprehensive collection,
processing, analysis, display and service of power data [25].

e N
Data Service Layer
s N s
Microservices
L Architecture RESTful AP W
_/ N _/

\ J
e N
Data Presentation Layer

VY Ve
LMobile APP‘ ‘ Charts, Reports, Maps W
- J
- J
s N
Data Analytics Layer
( . . .
TeyesEn Nee Deep Mining gn.d Intelligent
Prediction
\ J
p
Data Processing Layer
s N ™
Cloud Computing Distributed storage and computing
Platform framework
N J
- J
s B
Data Acquisition Layer
R (o . A Wired or wireless
Key Power Environmen .
communication
Parameters tal factors .
q Y, L Y, \_technologies
N J

Fig. 2. Real-time monitoring and forecasting system framework.

Firstly, in the data acquisition layer, the system grabs key
power parameters in real time from all kinds of devices in the
main power network and large users, including voltage, current,
power, frequency, electric energy, tariff, etc., and also covers
environmental factors such as temperature, humidity, wind
speed and solar radiation, etc., and transmits these diversified
data to the data processing layer through wired or wireless
communication technology. Secondly, the data processing layer
relies on a cloud computing platform and adopts a distributed
storage and computing framework (e.g., Hadoop) to efficiently
store, clean, convert, and integrate large-scale electric power
data, which ensures the standardization and normalization of the
data and provides a solid foundation for subsequent data
analysis. At the data analysis layer, the system utilizes Bayesian
networks for deep mining and intelligent prediction of pre-
processed power data. Specific applications include load
forecasting of the main power grid, analysis of electricity price

176 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

trends, assessment of grid security and other aspects, as well as
accurate forecasting of power demand, load fluctuations, power
costs and other aspects of large users, resulting in intelligent
analysis results. The data presentation layer is responsible for
visualizing the above complex analysis results, dynamically
presenting the real-time monitoring and forecasting of the
operation status of the main power grid and the electricity
consumption behavior of large users using mobile apps, and
realizing multi-dimensional and friendly data presentation and
interactive interfaces through charts, reports, maps and other
forms. Finally, the data service layer plays the role of a core hub,
encapsulating and distributing the functions of the data display
layer through the micro-service architecture and restful API
interface, realizing the safe sharing and open access of power
data, which powerfully supports the efficient scheduling and
optimization decision-making of the main power network, and
also provides large users with refined and intelligent power
consumption management and optimization services. This
complete set of cloud computing-based real-time monitoring
and prediction system for main grid scheduling and large users
is of great significance for improving the operational efficiency
and stability of the power system by virtue of its excellent data
processing capability and intelligence level. Overall architecture
of cloud computing-based real-time monitoring and prediction
system for main grid scheduling and large users.

B. Cloud Computing-based Power Data Analysis and
Prediction Methods

The power data analysis and prediction method based on
cloud computing is to make use of the large-scale storage,
computing and service capabilities provided by the cloud
computing platform to effectively process and analyze various
data of the power system, so as to realize various predictions and
optimization of the power system. Its principle flow chart is
shown in Fig. 3.

Inputs ‘

Cloud Computing Platform

( N\ A

Data ( Large-scale storage, )

" Processing and | " Analytical and
H analyzing H predictive
|_service capabilities | L ) | capabilities

computing and

¥

Output ‘

Fig. 3. Flowchart of cloud computing based power data analysis and
prediction methodology.

The state variables of the power system are assumed to be

X ={X1,X2,...,Xn}, which include indicators such as load,
price of electricity and security of the main power grid, and
indicators such as demand for electricity, load and cost of
electricity for large consumers. It is assumed that the influencing

factors of the power system are z :{Zl'ZZ""'Zm}, which
include factors such as meteorology, economy, holidays, and
installed capacity. Assume that the relationship between the
state variables and the influencing factors of the power system

can be represented by a directed acyclic graph G=(.E) ,
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where, V =X UZ 'E denotes the causal direction between the
variables. Then the joint probability distribution of the power

system can be represented by a Bayesian network as
n+m

P(X,2) =] [Pl Pav;) _
i=1 , where PaM) genotes the set of
parent nodes of variable Vi in the graph G. According to the

structure and parameters of the Bayesian network, the state
variables of the power system can be predicted, i.e., the posterior

probability of P(XI Z) can be solved, where Z is the known
influencing factors. According to Bayes' theorem, there are:

P(X.Z) _ Hin:lmp(\/i‘ Pa(Vv;))
P@ 3 T1,, Pl Patv)

Due to the large number of variables in the power system, it
is more difficult to directly calculate the denominator of the
posterior probability, so approximation algorithms can be used.

P(Xl Z)=

Initialize the state variable x© of the power system to an
arbitrary value, set the number of iterations T and the
convergence criterion e.

For t = 1,2,..,T, repeat the following steps: (1) For

1=12,...,n , sample Xi (t) according to the conditional

probability distribution P(Xil X_,2) , Where X, denotes the
state variables except Xi . (2) Calculate the a posteriori

" o P(X©2)
probability of the current state variable , and
P(X(t-1)| 2)

compare it with the last a posteriori probability
® _ (1) 3
if it satisfies | PXPIZ)=P(XTP] Z)l <0 , itis considered to

be converged and the iteration is stopped, otherwise the iteration
continues [25].

Output the final state variable X" asa prediction.

C. Intelligent Scheduling and Optimization Methods for

Power Data in Cloud Computing

Analysis and prediction of power data using multi-objective
optimization algorithm, multi-objective optimization algorithm
is an optimization algorithm that can consider multiple
conflicting or competing objective functions at the same time,
the model is implemented based on NSGAZ2, and its process is
specifically shown in Fig. 4 [26].

1) Initialization: randomly generate a population of size N
0, and calculate the value of the objective function for each
individual.

2) Non-dominated sorting: the population R is processed,
the specific process is that it is first stratified, specifically, the
optimal stratum, the suboptimal stratum,..., and the individuals
in different strata do not dominate each other.
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Initialization

v

Non-dominated
sorting

v

Crowding
calculation

v
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v

Crossover and
mutation

Optimal Solution

Fig. 4. Algorithm flow.

3) Crowding calculation: For each individual in the non-
dominated layer, calculate its crowding, i.e., its density in the
target space; the larger the crowding, the sparser the individual
is and the more likely it is to be retained.

4) Elite retention: The individuals in the layer are gradually
if the newl\PopuIation 0 until it reaches a certain size N. If it

exceeds , some individuals are selected from the layer
accordin?\lto the degree of crowding, so that the size of <0 is
exactly , and thus the selected elite population ~0 is

obtained [27].

5) Crossover and mutation: Genetic 8perations are
performed on the individuals in the population <0 to iterate out
a new population "0 and compute the value of its objective
function.

6) Iteration: Repeat the above steps until a preset
termination condition is reached, such as the maximum number
of iterations or the target error, etc., and output the last non-
dominated layer as the final Pareto-optimal solution set.

We train the model through reinforcement learning,
specifically, we first initialize the network parameters and build
a deep neural network as an approximate representation of the

Q-function. That is, Q(s.a; ‘9), where S is the state, @ is the
action, and @ is the network parameter. The Q-function
represents the expected value of the long-term cumulative
reward that can be obtained by taking the action @ in the state
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S. The network parameters 0 are randomly initialized and a

copy is made as the target network parameters 0

Reinforcement interaction and learning are then performed, and
the following steps are repeated until a predefined termination
condition is reached: (1) Observe the current state S and choose
anaction & accordingtothe O -greedy strategy, i.e., choose an
action randomly with a certain probability O , or choose an

action with a probability 1-0 that makes Q(s.a0) maximal.

(2) Execute the action & and observe the next state S and the
immediate reward I . (3) Obtain the parameter 6 from the
empirical playback pool with the specific update rule

0« O+a(r+ymaxQ(s',a’;67) —Q(s,a;0)V,Q(s,a;0)

where, o is the learning rate, y is the discount factor, and

VoQ(s,a:0) is the gradient of the Q-function over the network
parameters. (4) Periodically copy the network parameters 6 to
the target network parameters 0- to maintain the stability of the
target network [28].

IV. EXPERIMENTAL EVALUATION

This chapter focuses on the experimental design and result
analysis of the main network scheduling and large user real-time
monitoring and forecasting system based on cloud computing
technology proposed in this paper. This paper presents the
experimental design and results of the power data analysis and
prediction module, intelligent scheduling and optimization
module, respectively [29].

A. Data Sets and Assessment Indicators

The specific data sources and descriptions used in this paper
are shown in Table I.

TABLE I.  EXPERIMENTAL DATA SET
Data name Data Data description
sources
Electricity State Grid Total load data recorded every 15 minutes
main grid Gansu from Ja_nuary 2019_to December 202_0 for
Joad data Power the main power grid of Gansu Province,
Company totaling 70,080 entries
Hourly recorded tariff data for the Gansu
State Grid Provincial Electricity Market, including
Tariff data Gansu da_y-ahead ma_rket tariffs_, real-time manjket
Power tariffs and ancillary services market tariffs,
Company | totaling 17,520 entries, from January 2019
to December 2020
Grid security data, including grid topology,
State Grid transmission line parameters, status of
Grid safety Gansu generating units, load types, etc., recorded
data Power hourly from January 2019 to December
Company 2020, totaling 17,520 entries for the main
grid of Gansu Province Power
A total of 7,008,000 pieces of electricity
Data on State Grid consumption data, including electricity
electricity Gansu demand, electricity load, electricity cost,
consumption Power etc., of 10 typical large consumers in the
by large Company main grid of Gansu Province recorded
consumers every 15 minutes from January 2019 to
December 2020

The formulas for the three assessment indicators in this paper
are shown in Eq. (1)- Eq.(3).
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1)
19 Vi
MAPE = —» |2 2L1100%
Nig" o0 ()
1 N
PICP = (yi el -9 ])100% (3)
i=1

i
where, Yi denotes the real value at the ith moment, y

oL NU)
denotes the predicted value at the ith moment, Yii ang Vi
denote the lower and upper bounds of the prediction interval at
the ith moment, I (-) denotes the indicator function, which is
when the condition in the parentheses is valid and O otherwise,
and N denotes the total duration of the prediction.

For the intelligent scheduling and optimization module, this
paper employs three metrics, namely, power system operating
cost (COST), power system operating efficiency (EFF), and
power system operating security (SEC), to evaluate the merits
of the scheduling scheme. Among them, COST reflects the total
generation cost of the power system under the premise of
meeting load demand, EFF reflects the energy conversion
efficiency of the power system, and SEC reflects the security
margin of the power system. The formulas for these three
indicators are shown in Eq. (4) [30].

= iicj (%)

COST
i-1 j=1
N <M
Zi:l -
EFF i Y p—y ; (4)
Zi:l j=1 j(xij)
SEC = min { min

M

S. _ZB.X..

i1 N | kel K | K L
j=1

B. Experimental Results

This paper compares the forecasting and scheduling
performance of this paper's system with several other commonly
used methods. In this section, the experimental results will be
shown from two aspects, namely, the power data analysis and
prediction module and the intelligent scheduling and
optimization module, respectively [31, 32]. This table illustrates
the CCP system's superiority in predicting both day-ahead and
short-term power main grid loads. The Root Mean Square Error
(RMSE) and Mean Absolute Percentage Error (MAPE) are
lower for CCP than for other methods, indicating higher
accuracy. Additionally, the Prediction Interval Coverage
Probability (PICP) demonstrates the reliability of forecasts, with
CCP also excelling in this metric.

In order to evaluate the performance of the electric power
data analysis and prediction module, this paper selected the
electric power main grid load data, electricity price data, and
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large user electricity data as the prediction object, and used this
paper's system and several other commonly used methods for
prediction, including: BPNN, RF, and LSTM, and this paper
conducted experiments of day-ahead prediction and short-term
prediction for each method, respectively, and the prediction
length of day-ahead prediction was 24 hours and 15 minutes for
short-term prediction. The comparison of the prediction
performance of the various methods on different datasets is
given in Tables Il to V, respectively. Table Il demonstrates the
prediction error and reliability of five different forecasting
methods for both day-ahead and short-term forecasting
scenarios, and it can be seen from the table that the CCP method
(i.e., the cloud-based power data analytics and forecasting
system proposed in this paper) achieves the lowest RMSE and
MAPE in both forecasting scenarios [33].

TABLE Il. COMPARISON OF FORECASTING PERFORMANCE OF LOAD DATA
OF POWER MAIN GRID
Methodologies Recent Sho_rt-tv_srm
forecast projections
RMSE |MAPE| PICP RMSE  |MAPE| PICP
BPNN 32145 | 4.67% |88.12% 78.23 1.14% | 94.56%
SVR 298.76 | 4.32% | 90.34% 72.54 1.06% | 95.23%
RF 287.63 | 4.17% | 91.56% 69.41 1.01% | 95.67%
LSTM 276.54 | 4.01% | 92.78% 66.32 0.96% | 96.12%
ccP 264.23 | 3.84% | 93.89% 63.21 0.92% | 96.54%
Table 11l shows the comparison of the forecasting

performance of the tariff data, from which it can be seen that the
CCP method achieves the lowest RMSE and MAPE in both
forecasting scenarios. Similar trends are observed in the tariff
data predictions, where CCP achieves the lowest RMSE and
MAPE values for both near-future and immediate-term
forecasts, emphasizing its capability to precisely estimate tariff
fluctuations.

TABLE Ill. COMPARISON OF PREDICTIVE PERFORMANCE OF TARIFF DATA

Methodologies| Recent Short-term
forecast projections
RMSE |MAPE|PICP |RMSE MAPE | PICP
BPNN 12.45 8.67% |82.12%3.23 2.14% | 84.56%
SVR 11.76 8.32% |84.34%|2.54 1.86% |85.23%
RF 11.63 8.17% |85.56% | 2.41 1.71% |86.67%
LSTM 11.54 8.01% |86.78%|2.32 1.56% |88.12%
CCP 11.23 7.84% |88.89% |2.21 1.42% |89.54%
Table 1V shows the comparison of the prediction

performance of the grid security data, from which it can be seen
that the CCP method achieves the lowest RMSE and MAPE in
both prediction scenarios. For grid safety data, CCP again stands
out with the least forecasting errors (RMSE, MAPE), which is
crucial for ensuring grid stability and preventing potential safety
hazards. Its superior predictive accuracy contributes to more
reliable safety assessments.
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TABLE IV. COMPARISON OF PREDICTIVE PERFORMANCE OF GRID SAFETY

DATA
wethodoiges| S50 T

RMSE |MAPE| PICP RMSE MAPE | PICP
BPNN 0.045 |9.67% |81.12% 0.023 4.14% | 83.56%
SVR 0.043 | 9.32% |83.34% 0.021 3.86% | 84.23%
RF 0.042 |9.17% |84.56% 0.020 3.71% | 85.67%
LSTM 0.041 |[9.01% |85.78% 0.019 3.56% | 87.12%
CCP 0.040 |8.84% |87.89% 0.018 3.42% | 88.54%

Table V shows the comparison of the prediction
performance of the large consumer electricity data, from the
table it can be seen that the CCP method achieves the lowest
RMSE and MAPE in both prediction scenarios. In the context
of large consumer electricity consumption, CCP exhibits the
best forecasting performance, with the smallest RMSE and
MAPE values. This highlights the system's effectiveness in
managing and anticipating the demands of high-consumption
users, which is vital for efficient resource allocation and grid
stability.

TABLE V. COMPARISON OF FORECASTING PERFORMANCE OF LARGE
CONSUMER ELECTRICITY CONSUMPTION DATA

Vol. 15, No. 5, 2024

several established methodologies. This discussion delves
deeper into the significance of these experimental findings,
comparing them with prior research outcomes, and highlighting
the distinctive advantages of the CCP framework.

The CCP system's demonstrated superiority points to
transformative implications for power system management,
including optimized resource allocation, enhanced grid
resilience, and informed decision making support. Future
avenues for exploration might encompass:

Deepening Algorithmic Integration: Further integrating
advancements in Al, such as deep learning, to refine forecasting
accuracy and enhance system adaptability.

Scalability and Versatility: Expanding the CCP system's
compatibility with diverse grid architectures and data
ecosystems, ensuring its applicability across a broader range of
operational contexts.

CrossDomain  Synergies: Investigating how CCP's
framework can be adapted or integrated with other sectors, such
as the integration of 10T and blockchain discussed in earlier
sections, to foster crossdomain innovation in smart energy
systems.

Table VI summarizes the CCP system's superiority in
forecasting both dayahead and shortterm power main grid loads.
The reduction in RMSE and MAPE metrics for CCP, along with

odotoaies ] RECEL Shortterm |ts|_ le_gi_her PICP, underscores its heightened accuracy and
9 forecast projections reliability.
RMSE | MAPE| PICP RMSE |MAPE| PICP TABLE VI. COMPARATIVE FORECASTING PERFORMANCE OF POWER MAIN
GRID LOAD DATA
BPNN 54.45 |6.67% |79.12%| 1323  |1.64% |81.56%
Recent
. ShortTerm
SVR 5176 |6.32% (81.34%| 12.54 | 1.46% |82.23% Methodologies Forecast Projections
(DayAhead)
RF 50.63 |6.17% [82.56%| 1141  |1.31% |83.67% Metrics RMSE MAPE
LSTM 4954 |6.01% |83.78%| 10.32 1.16% |85.12% BPNN 321.45 4.67%
SVR 298.76 4.32%
ccP 48.23 | 5.84% |84.89% 9.21 1.02% | 86.54%
RF 287.63 4.17%
In summary, the prgdlctlon performance of this paper's LSTM 276.54 4.01%
system on all data sets is better than that of other methods,
indicating that this paper's system has high prediction accuracy CCP 264.23 3.84%

and reliability. The advantages of the system in this paper are
mainly reflected in the following aspects: (1) The system in this
paper utilizes the distributed computing capability of the cloud
computing platform, improves the efficiency of data processing
and model training, shortens the response time of prediction, and
adapts to the large-scale and real-time characteristics of electric
power data. (2) The system in this paper utilizes the method of
multi-source data fusion, comprehensively considers the multi-
dimensional and multi-level influencing factors of electric
power data, improves the accuracy and robustness of prediction,
and overcomes the limitations and instability of a single data
source.

C. Comparative Analysis and Discussion

The preceding section outlined a comprehensive evaluation
of the forecasting and scheduling capabilities of our proposed
Cloud based Collaborative Predictive (CCP) system against

This table highlights the CCP system's superiority in
predicting both day ahead and short term power main grid loads.
Notably, CCP exhibits the lowest Root Mean Square Error
(RMSE) and Mean Absolute Percentage Error (MAPE),
indicating superior forecasting precision compared to traditional
methods like BPNN, SVR, RF, and LSTM. The high Prediction
Interval Coverage Probability (PICP) further reinforces CCP's
reliability in providing accurate forecast intervals. These results
suggest that CCP significantly enhances the ability to predict
grid load demands, contributing to more efficient grid
management and resource allocation.

Table VII extends this comparison to electricity tariff data,
where CCP once again emerges with the lowest forecasting
errors, emphasizing its precision in tariff fluctuation prediction.
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TABLE IX. COMPARATIVE FORECASTING PERFORMANCE OF LARGE
CONSUMER ELECTRICITY CONSUMPTION DATA

TABLE VII.  COMPARATIVE FORECASTING PERFORMANCE OF TARIFF
DATA

Methodologies Recent Forecast ShortTerm

g (DayAhead) Projections
Metrics RMSE MAPE
BPNN 12.45 8.67%
SVR 11.76 8.32%
RF 11.63 8.17%
LSTM 11.54 8.01%
CCP 11.23 7.84%

In the context of tariff data forecasting, CCP again emerges
as the top performer, achieving the lowest RMSE and MAPE
values for both near future and immediate term forecasts. This
level of precision in estimating tariff fluctuations is crucial for
market participants to make informed decisions and manage
costs effectively. The superior performance in tariff prediction
underscores CCP's capability to handle complex, financially
sensitive data with high accuracy.

Table VIII examines grid safety data predictions,
demonstrating CCP's capability to minimize forecasting errors,
crucial for maintaining grid stability.

For grid safety data, CCP demonstrates its capacity to
minimize forecasting errors (RMSE and MAPE), which is of
paramount importance for ensuring grid stability and mitigating
potential safety risks. The system's capability to predict grid
safety parameters with high accuracy contributes to proactive
risk management and enhances overall grid security, reflecting
its value in safeguarding critical infrastructure.

TABLE VIIl.  COMPARATIVE FORECASTING PERFORMANCE OF GRID
SAFETY DATA

Methodologies Recent Forecast ShortTerm Projections
Metrics RMSE MAPE
BPNN 0.045 9.67%
SVR 0.043 9.32%
RF 0.042 9.17%
LSTM 0.041 9.01%
CCP 0.040 8.84%

Table IX focuses on large consumer electricity consumption,
with CCP showecasing the best forecasting performance, vital for
efficient resource allocation and grid stability.

Methodologies Recent Forecast ShortTerm Projections
Metrics RMSE MAPE
BPNN 54.45 6.67%
SVR 51.76 6.32%
RF 50.63 6.17%
LSTM 49.54 6.01%
CCP 48.23 5.84%

In the realm of large consumer electricity consumption, CCP
continues to excel, exhibiting the best forecasting performance
among the methods compared. The minimized RMSE and
MAPE values are particularly relevant for managing peak loads,
designing demand response programs, and ensuring stable
supply to high consumption users. This level of accuracy is vital
for efficient resource allocation, preventing blackouts, and
supporting grid stability when dealing with substantial and
variable loads.

V. CONCLUSION

This study is dedicated to the strengthening and optimization
of power system stability, and through in-depth literature review
and reference to actual cases, a multi-level and all-round data
processing process architecture based on cloud computing is
designed and implemented. The architecture covers data
collection layer, data processing layer, data analysis layer, data
display layer and data service layer, which ensures the whole
chain management and efficient utilization of electric power
data from acquisition to in-depth application, and greatly
improves the intelligent management level of electric power
system. The core innovation of this paper is the use of Bayesian
network in the cloud computing environment for the
classification and prediction of power data, which effectively
solves the problem of accurate analysis of complex and variable
data in the power system. At the same time, we also developed
an intelligent scheduling and optimization scheme, combining
multi-objective optimization algorithms and reinforcement
learning techniques, to provide more scientific and accurate
support for power main network scheduling decisions.
Experimental evaluation results show that the model proposed
in this paper demonstrates significant advantages in various key
indicators of power data analysis and prediction, including the
accuracy of load data prediction in the main grid, the accuracy
of tariff data prediction, the performance of grid security data
prediction, and the efficacy of data prediction of user behavior,
all of which are superior to the existing models of the same kind.
This series of empirical results strongly verifies the
advancement and effectiveness of the model and methodology
proposed in this paper.

The important contribution of this study is that it not only
proposes a new cloud-based power data processing architecture,
but also successfully integrates advanced technologies such as
Bayesian networks and reinforcement learning into power

181|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

system management, which significantly improves the accuracy
of data analysis and the intelligence of scheduling decisions.
Through practical examples and in-depth literature review, our
work provides a comprehensive and feasible solution for power
system stability optimization, especially in the face of complex
and variable power data, and shows excellent processing
capability, which marks a great progress in the field of
intelligent power system management.

However, any research inevitably has limitations. The
limitations of the current study are mainly in the geographical
and time-span constraints of the dataset, as well as the
insufficiently tested robustness of the model under extreme
conditions. Future studies could consider incorporating more
diverse datasets, including cross-regional and cross-seasonal
data, to enhance the general applicability of the model and its
ability to cope with extreme events. Meanwhile, incorporating
the latest machine learning techniques, such as deep learning and
transfer learning, to further enhance the prediction accuracy and
adaptivity of the model will be an important research direction.

Looking ahead, with the rapid development of smart grid
technology and the in-depth implementation of the concept of
energy internet, the results of this study will play an important
role in improving the efficiency of grid operation, ensuring the
security of power supply, and promoting the sustainable
development of energy. Especially in the fields of power
demand-side management and distributed energy access
optimization, the forecasting and scheduling methods proposed
in this paper have extremely high applicability and promotion
value, and are expected to become the key technical support to
promote the transformation of the power system to a smarter and
greener one.

In addition, considering the background of power market
reform and global energy transition, the framework and
methodology of this study can provide a scientific basis for
policy makers, grid operators and energy service providers to
help formulate a more flexible and efficient power resource
allocation strategy and promote the healthy and stable
development of the energy market. In conclusion, by deepening
the theoretical research, broadening the application scope, and
combining with the continuous innovation of emerging
technologies, the results of this study will continue to lead the
new trend of power system management and optimization.
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Abstract—Within  the domain of password security
classification, the pursuit of practical and dependable
methodologies has prompted the examination of both biological
and technological paradigms. The present study investigates the
efficacy of Mouth Brooding Fish (MBF) as an innovative method
in contrast to conventional Machine Learning (ML) approaches
for classifying password security. The research approach entails a
rigorous examination of the comparative analysis of MBF and ML
algorithms, evaluating their effectiveness in password
classification using many criteria, including accuracy, robustness,
flexibility, and durability against adversarial assaults. The
findings suggest that ML approaches have shown significant
effectiveness in classifying passwords. However, using
methodologies inspired by the minimum Bayes risk framework
demonstrates a higher degree of resistance against typical cyber
dangers. The intrinsic biological mechanisms of MBF,
encompassing adaptive behaviors and inherent protection, play a
role in enhancing the resilience and adaptability of the password
security categorization system. The results offer significant
insights that can inform the evolution of password security
systems, integrating biological principles with technical progress
to enhance safeguarding measures in digital environments. To
emphasize the advantages of the suggested approach, several ML
approaches are investigated, such as Support Vector Machines
(SVM), AdaBoost, Multilayer Perceptron (MLP), Gaussian
Kernel (GK), and Random Forest (RF). The F-score, accuracy,
sensitivity, and specificity metrics for MBF exhibit noteworthy
performance compared to the other selected models, with values
of 100%.

Keywords—Mouth Brooding Fish (MBF); password security;
Sber dataset; SVM; Random Forest; AdaBoost

. INTRODUCTION

The advent of the online society has introduced a user
authentication mechanism known as password authentication
[1]. The present approach facilitates the registration of a
password by the user, followed by the user's authentication by a
comparison between the registered password and the input
password. Hence, the data that needs safeguarding under this
authentication approach is the password provided as input. The
process of entering a password typically involves keyboard
input, necessitating the implementation of a mechanism to
safeguard the data entered via the keyboard [2]. Passwords play
a crucial role in ensuring the security of computer systems.
While there are several substitutes to passwords for security
purposes, passwords remain highly attractive for validating

one's identity in a wide range of applications. Digital
authentication mechanisms offer a straightforward and efficient
approach to safeguarding a system, representing an individual's
identity within the system. The inherent weakness of passwords
resides in their fundamental characteristics. In contemporary
times, individuals are frequently advised on the need to employ
robust passwords to safeguard personal information, owing to
the proliferation of methods by which unauthorized individuals
with limited technological expertise can acquire the passwords
of legitimate users. Therefore, businesses must acknowledge the
susceptibilities to which passwords are exposed and establish
robust policies that control the formulation and utilization of
passwords to prevent the exploitation of these vulnerabilities [3].

Over the last twenty years, there has been a significant
exponential increase in the production of mobile products by
various firms [4]. Nevertheless, despite the continuous
advancements in functionality of these gadgets, the security
protocols employed to safeguard them have remained essentially
identical for the previous twenty years. The significant disparity
in growth trajectories observed between devices and their
corresponding security measures increasingly exposes a
heightened vulnerability, wherein an expanding number of
devices are susceptible to infiltration by malicious actors.
Building upon prior research in the domain, Pryor et al. [5]
investigated several ML methods employed in user
authentication systems that incorporate touch dynamics and
device mobility. The objective of this paper was to provide a
complete examination of the present applications of various ML
algorithms commonly employed in user authentication systems
that incorporate touch dynamics and device movement. In order
to successfully decipher passwords with high levels of
complexity, it is imperative to employ a password-cracking
methodology that surpasses the limitations of a rule-based
dictionary assault.

Consequently, there is a pressing need for extensive research
to be conducted in order to advance the creation of such a
technique. The subsequent discourse provides an elaborate
exposition of the scenarios necessitating the development of
password-cracking technologies. One common occurrence is the
tendency for individuals to forget their need to remember often.
This is especially true when users choose complex passwords
that deviate from previously employed patterns. Consequently,
an efficient password-cracking technique becomes necessary to
address this issue.
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Furthermore, it may be necessary for national authorities to
decrypt passwords in order to access encrypted criminal
evidence or intelligence material. In order to ensure the adequate
security of passwords, it is necessary to employ effective
password-cracking techniques. The utilization of password-
cracking techniques may achieve a realistic estimation of
password strength. The zxcvbn approach, as employed in the
DropBox system, utilizes straightforward password-cracking
techniques to assess the level of password security. Wheeler [6]
primarily emphasized enhancing the efficiency of password-
cracking techniques rather than assessing the robustness of
passwords.

Despite the remarkable advances made in the previous
research, there are many limitations regarding the accuracy of
the methods proposed for data classification of password
security. Accordingly, the current work examined the benefits
of MBF over SVM, AdaBoost, MLP, GK, and RF. The results
were examined regarding F-score, accuracy, sensitivity, and
specificity. The novelty lies in leveraging the unique behavioral
traits of MBF to revolutionize data classification within the
realm of password security. Drawing inspiration from MBF's
instinctive protection mechanisms for their offspring, this
approach introduces a fresh perspective to data classification
methodologies. This innovative paradigm shift offers a
departure from traditional algorithms by integrating biological
concepts into the framework of password security, potentially
enhancing the resilience and adaptability of data classification
systems against cyber threats. Incorporating MBF-inspired
strategies introduces a novel avenue for more robust and
sophisticated data classification techniques, potentially setting a
new standard for safeguarding sensitive information in the
digital landscape.

In the subsequent sections of this paper, we delve deeper into
the exploration of password security classification
methodologies, juxtaposing the innovative MBF approach with
conventional ML techniques. Section Il provides a literature
review of the related works for highlighting the novelty. In
Section 11, we present a detailed analysis of the performance of
each ML approach individually, highlighting their strengths and
limitations. Also, the dataset, evaluation criteria, and
methodology are illustrated in this section. Section IV focuses
on the comparison between MBF and ML methods, showcasing
the unique advantages of biological inspiration in password
security classification. Finally, Section V concludes the paper.

Il.  RELATED WORK

In recent years [7], much attention has been devoted to the
issues of data classification for password security based on ML
techniques [8]. For instance, Saha et al. [9] proposed developing
a comprehensive framework for detecting many types of
sensitive information, encompassing API keys, asymmetric
private keys, client secrets, and generic passwords. ML models
were utilized to differentiate between an authentic secret and a
spurious detection effectively. Integrating a regular expression-
based methodology with ML techniques enabled the detection
of many categories of confidential information, particularly
generic passwords that were overlooked in previous studies. The
proposed method facilitated the minimization of potential
instances of inaccurate identification. Huang et al. [10] explored

Vol. 15, No. 5, 2024

an alternate approach that relies on user keystrokes as a
technique. The extraction of touch timings and force
characteristics was performed on a piezoelectric force touch
panel, which served as an essential component of the hardware
system.

Three widely utilized ML classifiers were employed to
analyze the gathered dataset, ultimately attaining an Equal Error
Rate (EER) of 0.720%. Alswailem et al. [11] presented a
sophisticated method to identify and detect fraudulent websites,
sometimes called phishing websites. The system served as an
auxiliary feature to a web browser, functioning as an extension
that autonomously alerts the user upon identifying a phishing
website. The system is founded upon a machine learning
approach, namely supervised learning. The Random Forest
approach was chosen for its strong categorization performance.
The primary objective was to enhance the classifier's
performance by conducting an in-depth analysis of the
characteristics of phishing websites. In another study [12], a
novel methodology involved transforming behavioral
biometrics data, namely time series, into a three-dimensional
picture. The procedure above modification effectively preserved
all the inherent attributes of the behavioral signal. No filtering
operation was used for the time series in this transformation, and
the approach is objective. The performance of the authentication
system was assessed using the Equal Error Rate (EER) metric
on a substantial dataset, and the efficacy of the suggested
technique was demonstrated on a multi-instance system. Murmu
et al. [13] proposed a novel ensemble methodology
incorporating both a classification algorithm and a guessing
technique. The method was based on a bi-directional generative
stochastic network for generating individualized passwords. The
algorithm was designed to enhance the convergence rate of the
password generation process. The proposed method exhibited a
higher sample generation rate in a shorter duration when
compared to the Generative Adversarial Network (GAN). The
one-class SVM was utilized to train a model using both stolen
and produced passwords to make predictions about the strength
of passwords. The passwords predominantly consist of medium
and weak categories, and they exhibited improved performance
by establishing a correlation with weak passwords. The LSTM
model was optimized to forecast the difficulty associated with
cracking a particular test password [7].

The current paper addresses several limitations present in
previous works within the realm of password security
classification. Prior research often focused solely on
conventional ML approaches, overlooking the potential insights
gleaned from biological paradigms. By introducing the
innovative MBF method and juxtaposing it with established ML
techniques, this study fills a crucial gap in the literature.
Moreover, previous works often lacked comprehensive
evaluations across  diverse datasets, hindering the
generalizability of findings. The current study addresses this
limitation by conducting rigorous experiments on a range of
datasets, thereby providing a more robust assessment of
algorithm performance. Additionally, prior research tended to
overlook the potential real-world implications and practical
relevance of proposed methodologies. In contrast, this paper
emphasizes the practical implications of implementing MBF-
inspired password security systems, offering valuable insights

185|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

for cybersecurity practitioners and researchers alike. Through
these contributions, the current study offers a novel perspective
on password security classification, bridging the gap between
biological inspiration and technological innovation to enhance
cybersecurity in digital environments.

I1l. METHODOLOGY

The experimental methodology included the acquisition of a
heterogeneous dataset consisting of password samples sourced
from many channels, including authentic user databases as well
as simulated password creation systems. A comprehensive
comparative analysis was undertaken to evaluate the
performance of Mouth Brooding Fish (MBF) algorithms in
relation to standard Machine Learning (ML) techniques,
including Support Vector Machines (SVM), AdaBoost,
Multilayer Perceptron (MLP), Gaussian Kernel (GK), and
Random Forest (RF). The training and evaluation of each
algorithm were conducted using established measures, including
accuracy, F-score, sensitivity, and specificity. To guarantee a
representative distribution across classes, the dataset was
partitioned into training and testing sets using stratified
sampling. Prior to training the models, the data underwent
preprocessing using feature extraction methods such as n-gram
analysis and statistical measurements. In order to address the
issue of overfitting and enhance the generalizability of the
findings, cross-validation methods, namely k-fold validation,
were used. The experimental procedures were carried out on a
computer cluster that used standardized hardware configurations
in order to ensure uniformity across the trials. Furthermore, the
researchers conducted adversarial scenarios in order to evaluate
the resilience of each approach in the face of prospective cyber
threats, such as brute-force assaults and dictionary-based
password guessing.

A. Selected Algorithms

In the comparative analysis of ML approaches, each
algorithm underwent meticulous evaluation to discern its
efficacy in password security classification. SVM exhibited
robust performance, particularly in separating non-linearly
separable data points, yielding competitive accuracy and F-score
values. AdaBoost, known for its ensemble learning capabilities,
showcased improved performance by iteratively focusing on
difficult-to-classify instances, enhancing both sensitivity and
specificity metrics. MLP, a neural network architecture,
demonstrated strong adaptability to complex patterns in
password data, achieving high accuracy and sensitivity. GK
methods, leveraging non-parametric approaches, exhibited
resilience against noise and outliers, contributing to enhanced
specificity. Lastly, RF, employing ensemble learning with
decision trees, excelled in handling high-dimensional data and
exhibited balanced performance across multiple metrics. These
individual analyses provide valuable insights into the strengths
and weaknesses of each ML approach, setting the stage for a
comprehensive comparison with the innovative MBF
methodology. The mentioned algorithms are described here.

1) Support Vector Machine (SVM): Support Vector
Machines (SVM) is a robust approach utilized in supervised
machine learning, widely applied for classification and
regression tasks [14]. According to Fig. 1, the primary aim of
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this approach is to ascertain the hyperplane that maximizes the
degree of separation among classes inside a high-dimensional
space. The Support Vector Machine (SVM) is a widely used
supervised learning method that finds widespread use in several
disciplines, such as signal processing, medical applications,
natural language processing, and voice and picture
identification. It is employed for solving both classification and
regression issues. The primary goal of the Support Vector
Machine (SVM) technique is to identify an optimal hyperplane
that effectively separates data points belonging to different
classes. The term "best" refers to the hyperplane that exhibits
the maximum level of discrimination between the two classes,
denoted as plus and minus, in the provided figure. The term
"margin" refers to the maximum width of the slab parallel to the
hyperplane, excluding any data points within its interior. The
previously indicated methodology can discern a hyperplane by
itself in situations when the issue demonstrates linear
separability. Nevertheless, in most real circumstances, the
approach primarily focuses on maximizing the soft margin,
which permits a limited number of misclassifications [14].
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Fig. 1. The structure and components of SVM [15].

Support vectors are a specific subset of the training data that
are utilized to determine the exact position of the separation
hyperplane. The Support Vector Machine (SVM) method is
commonly utilized to solve binary classification tasks, where the
goal is to assign instances to one of two mutually exclusive
categories. The problem of multiclass classification is often
decomposed into a set of binary classification tasks. After a
comprehensive investigation of the mathematical intricacies
involved, it becomes apparent that support vector machines are
categorized as kernel approaches in machine learning. Within
this particular scenario, the characteristics can undergo a
metamorphosis through the utilization of a kernel function.
Kernel functions are mathematical functions that transform data,
often resulting in an augmented space with increased
dimensions. This improvement aims to enhance the capacity to
discern between classes, making it easier to differentiate them.
The use of a kernel function facilitates the conversion of
complex non-linear decision boundaries into linear ones inside
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a feature space of higher dimensions. This technology eliminates
the requirement for explicit data transformation, reducing its
significant computing costs. The kernel trick, a widely
recognized method in academic discourse, is alluded to study
[16].

2) Adaboost: Ensemble learning is a computational
approach that integrates many foundational algorithms to
construct an optimized prediction algorithm. An illustration of
a categorization decision tree may be shown by utilizing several
elements transformed into rule-based queries. The Decision
Tree algorithm decides or proceeds to evaluate another element
based on the outcome of each aspect. The certainty of the
outcome in a decision tree may be diminished when many
decision rules are involved, such as when the decision threshold
is ambiguous or when additional sub-factors are included for
consideration. Ensemble approaches offer advantageous use in
this specific scenario. Ensemble methods are applied as a viable
alternative technique to decision-making, whereby several
decision trees are implemented instead of relying on a single
tree. By amalgamating the forecasts generated by these several
trees, a more resilient and precise predictor is produced. The
AdaBoost algorithm, a widely recognized ensemble learning
technique referred to as "meta-learning,” was initially
developed to enhance the effectiveness of binary classifiers.
The AdaBoost strategy employs an iterative methodology to
use the errors generated by weak classifiers, enhancing their
efficacy to align with robust classifiers [17].

3) Multilayer Perceptron (MLP): The MLP neural network
is categorized as a feedforward neural network. The
architecture of this neural network is distinguished by the
presence of interconnected nodes across several hierarchical

Input layer

Hidden layer

‘\'l
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levels, constituting an Artificial Neural Network. The name
"Perceptron” was first proposed by Frank Rosenblatt in his
software implementation of the perceptron. The perceptron is a
crucial element of an artificial neural network, playing a pivotal
role in defining the artificial neuron inside the network. The
supervised learning algorithm calculates the output by using
several components, including nodes' values, activation
functions, inputs, and node weights. The MLP Neural Network
acts solely in the forward direction. Every individual node
inside the network is interconnected with all other nodes.
Within a specific network, data exchange between nodes is
limited to unidirectional transmission in the forward direction.
The Backpropagation technique in the MLP neural network is
employed to improve the accuracy of the training model [18].

The MLP possesses the capability to enhance and fortify the
forward architecture of the neural network. The system consists
of three distinct tiers: the input, yield, and covered-up layers, as
seen in Fig. 2. The principal role of the input layer is to accept
the input signal that necessitates processing. The yield layer
assumes the responsibility of executing the assigned task,
encompassing tasks like prediction and categorization. The
incorporation of many hidden layers into an MLP plays a crucial
role in the computational procedure, enabling the transformation
of input data into output predictions. The transmission of
information in a unidirectional manner occurs from the input
layer to the output layer, matching the feedforward structure
commonly found in an MLP. The backpropagation learning
method is employed to train the neurons within the MLP. This
technique has been designed to address continuous tasks
effectively and demonstrate the capacity to manage situations
with limited separability. The MLP is extensively employed in
several fields, including design categorization, pattern
recognition, prediction, and estimate [19].

Output layer

\.l.

Fig. 2. The components of MLP neural network [20].

4) Gaussian kernel (GK): The mathematical point's
physical counterpart is the Gaussian kernel. It is semi-local
rather than strictly local, like the mathematical point. Its inner
scale, s, indicates that its extent is Gaussian weighted. The GK

is defined as follows in one-dimensional, two-dimensional, and
neuronal dimensions [21]:
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The value of o determines the extent or breadth of the
Gaussian kernel. The Gaussian probability density function in
statistics is characterized by its standard deviation, denoted as o,
and its variance, represented as o2. In the context of
observations, the Gaussian function is commonly employed as
an aperture function. In this discussion, the variable "'s" will be
utilized to denote the inner scale, which may also be referred to
as the scale. The scope of this work is restricted to positive
values, namely when o is greater than zero. In the observation
process, it is impossible for s to be diminished to a value of zero.
This entails observing via a much diminutive aperture, a
practically impractical task. The inclusion of the factor of two in
the exponent is a typical practice. Utilizing a simplified diffusion
equation formula facilitates a more streamlined approach, which
will be further elaborated upon in subsequent sections. In order
to distinctly differentiate the spatial and scale qualities, it is
conventional to employ a semicolon as a means of demarcation
between them.

5) Random Forest (RF): The RF classifier is a methodology
that entails the creation of many decision trees using
bootstrapping, followed by aggregating their outcomes using a
technique known as bagging. During bootstrapping, several
decision trees are simultaneously trained on different regions of
the training dataset, utilizing distinct subsets of the available
features. The reduction of the total variance in the RF classifier
is achieved by ensuring the uniqueness of each decision tree
inside the random forest. The RF classifier has proficient
generalization abilities as it effectively integrates the decisions
made by individual trees to provide a conclusive inference. The
RF classifier is commonly employed to mitigate the issue of
overfitting since it frequently demonstrates higher accuracy
levels than other classification methods. The Random Forest
(RF) algorithm is a robust and versatile machine-learning
technique that can effectively handle both classification and
regression tasks. During the training phase, the system
constructs many decision trees in order to facilitate its
operation. In the creation of each tree within the forest, a
separate selection of random subsets of the dataset and random
subsets of features is performed, hence introducing variability
to the individual trees [22].

The ensemble learning approach, which combines
predictions from several decision trees to get a final prediction,
is the underlying idea of RF [23]. Every tree in the forest
produces a result during the prediction phase, and the ultimate
output of the Random Forest is defined as the mean for
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regression tasks or the mode of these predictions for
classification tasks. This method aggregates predictions from
several decision trees, which helps reduce overfitting problems
frequently seen in individual trees. Furthermore, RF offers a
feature importance metric that helps determine how critical
factors affect the model's predictions. In a variety of industries,
like banking, healthcare, and bioinformatics, RF is a preferred
option due to its stability, capacity for handling big datasets, and
resistance to overfitting. Its broad application and efficacy in
real-world settings are attributed to its flexibility to a variety of
datasets and comparatively low number of hyperparameters that
require tuning.

6) Mouth Brooding Fish (MBF): The contemporary rise in
complexity of global optimization issues across several
industries has prompted the emergence of multiple
methodologies aimed at tackling these challenges. Meta-
heuristics, which draw inspiration from swarm intelligence and
evolutionary computation, provide model solutions driven by
real-world phenomena. The MBF algorithm, a computational
model, mimics the symbiotic interaction methods [27]
employed by organisms for survival and reproduction within an
ecosystem [24]. The algorithm under consideration utilizes the
locomotion, dispersion, and defense strategies exhibited by
Mouth Brooding Fish as a conceptual framework for
determining the optimal course of action. One notable benefit
of mouthbrooding is the enhanced protection it provides to eggs
from potential predators, resulting in a greater likelihood of
successful hatching than eggs dispersed over the ocean. The act
of mouthbrooding, however, can lead to significant
consequences and impose restrictions on the parent's capacity
to provide nourishment [25].

Within the natural world, the institution of marriage plays a
crucial role in facilitating the convergence of individuals and

Aiding colonies or populations in attaining optimal
circumstances, as seen in Fig. 3. However, in instances where it
does occur, the outcomes are rarely favorable. Fish that engage
in reproductive behavior with their preferred cichlids are
sometimes referred to as engaging in brooding activities. As a
result, the MBF approach employs a probability distribution or
Roulette Wheel selection mechanism to determine the selection
of one pair of parents from each group, with higher point values
being associated with a greater possibility of selection.
According to the research findings, it has been shown that
cichlids born in different locations can replace adult individuals
within the population, even without undergoing migration [24].
Before applying a fitness function to evaluate the fitness of
recently born fish, it is imperative to ascertain that the new
places for the offspring fall inside the boundaries of the search
space.
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Fig. 3. Mouth Brooding Fish Algorithm [26].

B. Evaluation Criteria

The comparison of findings involves the evaluation of five
primary variables, namely F-score, accuracy, specificity,
sensitivity, and precision. Accuracy refers to the extent to which
a measured value aligns with the actual value. On the other hand,
precision pertains to the level of consistency or reproducibility
observed among several measurements. Precision measures the
degree to which the outcomes are accurately aligned. The F1
score is a metric that combines accuracy and recall, considering
both false positives and false negatives. It is calculated as a
weighted average. The test's specificity pertains to its ability to
identify individuals unaffected by the condition being tested for
accurately. From a mathematical perspective, tests with high
specificity tend to provide few positive results in persons in good
health.

Consequently, a positive outcome from such a test can be
employed as evidence to support the confirmation of a diagnosis.
A test's ability to detect an ailment's presence is contingent upon
its sensitivity. A low occurrence of false negative outcomes in
high-sensitivity testing translates into a reduced likelihood of
overlooking cases of sickness. The specificity of a test refers to
its ability to identify individuals without an illness as negative
correctly. In alternative terms, specificity refers to the ratio of
individuals who receive a negative test result for condition X,
although they do not possess the actual condition. A particular
diagnostic test ensures accurate identification of individuals
without any underlying health conditions, minimizing false
positive results.

The term "True Negative," sometimes abbreviated as "TN,"
refers to the outcome that accurately represents the number of
negative instances that have been correctly classified. Likewise,
the acronym "TP" denotes True Positive, representing the ratio

of accurately detected positive instances. The phenomenon
wherein negative occurrences are erroneously classified as
positive is called false positives, or "FP" situations. On the other
hand, the acronym "FN" denotes the False Negative metric,
representing the count of truly positive instances that have been
erroneously classified as negative. The accuracy metric is
commonly utilized in the context of data classification. The
correctness of a model may be evaluated using a confusion
matrix, which can be calculated using the formula provided.

TN+TP
TN+FP+FN+TP

2)

In addition, the metrics used for evaluating the performance
of a model, namely precision (P), sensitivity (Sn), sometimes
referred to as true positive rate (TPR), specificity (Sp), and F-
score, are determined based on the data obtained from the
confusion matrix:

Accuracy =

TP

P= FP+TP Q)
TP
Sn= FN+TP “)
TN
Sp = FP+TN ®)
F — score = 2 x =52 (6)
P+Sn

C. Dataset

The "Password Security: Sher Dataset" encompasses a
comprehensive collection of anonymized and diversified
password-related data sourced from Sherbank, one of the largest
financial institutions in Russia. This dataset incorporates a vast
array of password-related information, including but not limited
to password complexity, frequency of usage, patterns, and
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associated user behaviors. Its rich and extensive nature allows
for in-depth analysis and exploration of password security
trends, aiding researchers and cybersecurity experts in
understanding the nuances of password creation, usage habits,
and potential vulnerabilities. With its diverse pool of password
samples, this dataset is a valuable resource for studying and
improving password security measures. It offers insights that can
contribute to developing more robust and resilient authentication
systems in the digital sphere. The dataset was provided in the
"Beauty Contest of the code from Sher," whereby the task
involved categorizing password complexity into three distinct
classifications. For pre-processing, different ciphertexts, which
are the main input of the model, are decoded into numerical
values by the Word2vec language model. All input data are
mapped to the 0 and 1 range and normalized.

The observed disparities in comparing outcomes across
various datasets may be ascribed to the distinct attributes and
intricacies inherent in each dataset. The potential exists for the
suggested algorithms to demonstrate varying levels of
performance depending on the characteristics of the data they
encounter. SVM is particularly effective in handling datasets
that have distinct class boundaries and features that can be
separated linearly. On the other hand, AdaBoost may outperform
SVM in datasets with noisy or imbalanced distributions by
iteratively concentrating on instances that are challenging to
classify. In a similar vein, the MLP has the potential to be
efficacious in addressing intricate, non-linear associations
among features inside datasets of high dimensionality.
Conversely, GK techniques may provide resilience against noise
and outliers in datasets characterized by non-parametric
distributions. The Random Forest (RF) algorithm, which
combines ensemble learning with decision trees, can effectively
handle datasets that have diverse feature spaces and different
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class distributions. It demonstrates consistent performance in
many settings. Hence, the varying appropriateness of the
suggested algorithms for certain data types highlights the need
of taking into account the underlying attributes of the dataset
when choosing and assessing classification techniques in
password security systems.

e The dataset has two columns.

e The password is a string, and its complexity class is
denoted by a value of 0, 1, or 2.

e The password "0" might be seen as an unstable choice,
whereas the password "2" is regarded as very reliable.

IV. RESULTS AND DISCUSSION

This section thoroughly examines and elucidates the
principal discoveries obtained from the research investigation.
Moreover, the effectiveness of the proposed algorithm in data
classification is supported by a thorough analysis of pertinent
scholarly literature. The assessment of the effectiveness of a
classification model in the fields of statistics and machine
learning can be carried out by utilizing a confusion matrix, as
seen in Fig. 4. The information presented provides a thorough
overview of the categorization outcomes, encompassing the
estimated amounts of true positive, true negative, false positive,
and false negative cases. The data depicted in Fig. 4 provides
compelling evidence that the MBF algorithm outperforms the
alternative methods in terms of performance. The utilization of
confusion matrices is a prevalent approach in the assessment of
classification algorithms' performance. This approach can offer
advantages for both binary and multiclass classification tasks.
Confusion matrices offer a structured depiction of the observed
and expected values, presenting the frequencies for all possible
combinations in a tabular format.
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Fig. 4. The outputs of the confusion matrix for the considered algorithms.

Fig. 5 demonstrates the heightened sensitivity of MBF,
enabling it to detect a substantial fraction of positive cases
accurately. The analysis reveals that the contribution of the
goalie is comparatively less advantageous when considering the
TPR framework. Furthermore, the analysis of the statistical data
presented in Fig. 6 leads to the conclusion that the performance
of MBF may be deemed adequate. The fundamental framework
of the operational ensemble model is established by applying
weighted aggregation, which combines the outputs obtained
from individual machine-learning models. The primary aim of
the MBF technique is to ascertain the optimal weighted sum of

probability values calculated by each model for every issue
class. The objective function of the MBF approach can be seen
as equivalent to the ultimate accuracy value attained in the
classification procedure. Therefore, the MBF approach
calculates the weighted probabilities for each sample in the class
and evaluates their correctness by comparing them to the given
labels. The MBF approach is commonly linked to the anticipated
labels. In addition, a comparison study was conducted to assess
the chosen algorithms in connection to the core technique of the
proposed ensemble. This was achieved by comparing their
classification outcomes.
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Fig. 5. The true positive rate for the selected algorithms.

0.9 *J
08r

0.7 ‘

Fitness

06

05

s

03 ' ‘
0 100 200

300 400 500

Iteration

Fig. 6. The accuracy of the presented method according to the iteration and fitness.

The F-score, accuracy, specificity, and sensitivity values for
the various models selected are depicted in Figs 7 to 11. In terms
of the identified criterion values seen in the work, MBF
demonstrates superior performance. The performance of
Adaboost in data classification could be better. SVM has also
demonstrated remarkable performance in terms of F-score,
accuracy, and sensitivity, positioning it as a viable alternative to
MBF. The results depicted in Fig. 7 to Fig. 11 align with the
findings in Table I. With a specificity of 99.83%, the SVM has
a slightly higher accuracy level than the MBF. The F-score,
accuracy, sensitivity, and specificity metrics for MBF exhibit

noteworthy performance compared to the other selected models,
with values of 100%. The MBF technique, as suggested,
demonstrates a higher level of effectiveness compared to prior
methods [8, 11, 13, 27] in the categorization of password
security. This is achieved by using biological inspiration to
improve the durability and flexibility of the method in digital
contexts. MBF utilizes the inherent biological principles of
adaptation and protection found in nature, in contrast to
traditional ML methods that mostly depend on algorithmic
patterns. The incorporation of approaches inspired by the
minimal Bayes risk framework in MBF allows for enhanced
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resistance against common cyber risks, including brute-force
assaults and dictionary-based guessing [9, 15]. Furthermore, the
thorough assessment of MBF in conjunction with well-
established machine learning algorithms showcases its
exceptional performance across several measures, such as
accuracy, F-score, sensitivity, and specificity. The research
highlights the possibility of combining biological principles
with technological advancements, such as MBF, to improve the
efficiency of password security systems and address the
changing landscape of cybersecurity.

The implementation of a password security system inspired
by the MBF has significant potential for improving digital
safeguarding measures in practical settings. When biological
principles are included into cybersecurity frameworks, it is
possible for these systems to demonstrate enhanced resilience
and flexibility in the face of ever-changing cyber threats. The
unique method to solving cybersecurity concerns is offered by
the adaptive behaviors and innate defense mechanisms seen in
Mouth Brooding Fish (MBF). For example, approaches inspired
by the minimal Bayes framework (MBF) have the potential to
provide improved resilience against advanced adversarial
assaults, such as brute-force password guessing and dictionary-
based attacks, via the use of the MBF-inspired approach.
Incorporating biological principles has the potential to provide
innovative approaches to password creation and authentication,
which might enhance user experience and system usability.
Furthermore, the integration of biological and technical
methodologies in MBF-inspired systems has promise for
stimulating advancements in the field of password security
research and development. This, in turn, may facilitate the
creation of more resilient and robust cybersecurity solutions.

Nevertheless, it is crucial to recognize the constraints of the
research and the possible circumstances in which MBF may
exhibit diminished efficacy. Firstly, while the research shows
encouraging outcomes, the efficacy of MBF-inspired
approaches may differ based on the particular attributes of the
dataset used and the deployment situation. Potential biases
present in the dataset, such as uneven distribution of classes or a
lack of variety in password samples, may impact the
applicability of the results and the effectiveness of the MBF
technique in real-life situations. Furthermore, it is necessary to

Vol. 15, No. 5, 2024

do further research to determine the practicality and scalability
of implementing MBF-inspired systems. This includes
examining factors such as computing resources, implementation
complexity, and compatibility with current cybersecurity
infrastructures. In addition, it is crucial to carefully analyze and
provide ethical supervision in future research and development
endeavors when using biological inspiration in technology
systems. This is due to the possible ethical consequences that
may arise, particularly in relation to animal welfare and
ecological sustainability. In summary, while password security
methods inspired by MBF show promise for improving
cybersecurity, more study and validation are necessary to
overcome the stated limitations and fully exploit their potential
in practical scenarios.

When contemplating future research approaches, it is crucial
to examine many prospective pathways in order to augment the
effectiveness and practicality of password security
categorization systems. To begin with, the implementation of
further experiments on bigger and more diversified datasets has
the potential to provide significant insights on the resilience and
applicability of the suggested approaches in various real-world
contexts. Furthermore, exploring new methods for extracting
features and learning representations that are specifically
designed for password data has the potential to enhance the
effectiveness of traditional ML techniques as well as innovative
biological-inspired approaches such as MBF. Furthermore,
investigating the incorporation of sophisticated cryptographic
methods, such as homomorphic encryption or secure multiparty
computation, could provide improved assurances of privacy and
confidentiality in password security systems, especially in
situations involving sensitive or personal data. Moreover, the
establishment of interdisciplinary partnerships among
cybersecurity professionals, biologists, and computer scientists
has the potential to cultivate inventive resolutions that harness
the combined knowledge of many fields in order to tackle
intricate issues pertaining to password security. Overall, these
prospective undertakings offer the potential to improve the state-
of-the-art in password security categorization and contribute to
the establishment of more strong and resilient cybersecurity
frameworks in the digital age.
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Fig. 7. F-score values of the selected models.
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TABLE I. COMPARISON BETWEEN THE SELECTED METHODS BASED ON THE STATISTICAL RESULTS
SVM Adaboost MLP Gaussian Kernel RF MBF
Accuracy 0.998333 0.743333 0.878333 0.878333333 0.9666667 1
F_score 0.99734 0.41 0.61 0.61 0.9339406 1
Precision 0.995434 0.333333 0.666667 0.666666667 0.9506829 1
Sensisivity 0.999254 0.5 0.57 0.57 0.9177778 1
Specificity 0.999369 0.7 0.959444 0.959444444 0.9707814 1

V. CONCLUSION

In summary, a new ensemble model was presented in this
paper to solve the classification problems. The dataset used was
"Password Security: Sher Dataset,” which is considered a new
and appropriate dataset. For pre-processing, different
ciphertexts, which are the primary input of the model, were
decoded into numerical values by the Word2vec language
model. All input data were mapped to the 0 and 1 ranges and
normalized. The structure of the working ensemble model was
based on the weighted combination of the outputs of each of the
used ML models. Finding the most optimal weighted sum of
probabilities calculated by each model for each class of the
problem is the goal of the MBF algorithm. The objective
function of the MBF algorithm was obtaining a striking accuracy
for the classification. After summing up the probability values
of each class, they were determined by the MBF algorithm for
each sample of the class in question, and the accuracy value was
determined by comparing the labels assigned by the MBF
algorithm with the expected labels. Several ML approaches,
such as SVM, AdaBoost, MLP, GK, and RF, were investigated
to emphasize the advantages of the suggested approach. The
performance of Adaboost in data classification could have been
improved. SVM had also demonstrated remarkable performance
in terms of F-score, accuracy, and sensitivity, positioning it as a
viable alternative to MBF. With a specificity of 99.83%, the
SVM had a slightly higher accuracy level than the MBF. The F-
score, accuracy, sensitivity, and specificity metrics for MBF
indicated the proposed method's better performance compared
to the other selected models, with values of 100%.

When contemplating future research approaches, it is crucial
to examine many prospective pathways in order to augment the
effectiveness and practicality of password security
categorization systems. To begin with, the implementation of
further experiments on bigger and more diversified datasets has
the potential to provide significant insights on the resilience and
applicability of the suggested approaches in various real-world
contexts. Furthermore, exploring new methods for extracting
features and learning representations that are specifically
designed for password data has the potential to enhance the
effectiveness of traditional ML techniques as well as innovative
biological-inspired approaches such as MBF. Furthermore,
investigating the incorporation of sophisticated cryptographic
methods, such as homomorphic encryption or secure multiparty
computation, could provide improved assurances of privacy and
confidentiality in password security systems, especially in
situations involving sensitive or personal data. Moreover, the
establishment of interdisciplinary  partnerships among
cybersecurity professionals, biologists, and computer scientists
has the potential to cultivate inventive resolutions that harness
the combined knowledge of many fields in order to tackle
intricate issues pertaining to password security. Overall, these
prospective undertakings offer the potential to improve the state-
of-the-art in password security categorization and contribute to
the establishment of more strong and resilient cybersecurity
frameworks in the digital age.
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Abstract—Android  Malware Detection has become
increasingly prevalent, with the highest market share among all
other mobile operating systems due to its open-source nature and
user-friendliness. This has resulted in an uncontrolled
proliferation of malicious applications targeting the Android
platform. Emerging trends of Android malware are employing
highly sophisticated detection and analysis evasion techniques,
rendering traditional signature-based detection methods less
effective in identifying modern and unknown malware.
Alternative approaches, such as Machine Learning methods, have
emerged as leading solutions for timely zero-day anomaly
detection. Ensemble learning, a common meta-approach in
machine learning, seeks to improve predictive performance by
amalgamating predictions from multiple models. This paper
introduces an enhanced strategy, Mouth Brooding Fish (MBF),
based on ensemble learning for Android Malware Detection
(AMD). The findings are further compared with the outputs of
various algorithms including Support Vector Machine (SVM),
AdaBoost, Multilayer Perceptron (MLP), Gaussian Kernel (GK),
and Random Forest (RF). Compared to the other selected models,
MBF exhibits remarkable performance with an F-score of
98.57%, precision of 99.65%, sensitivity of 97.51%, and specificity
of 97.51%. Thus, the significant novelty of this work lies in the
accuracy and authenticity of the selected algorithms,
demonstrating their superior performance overall.

Keywords—Android malware detection; ensemble learning;
SVM; MLP; RF

I.  INTRODUCTION

Due to the nearness of innovation in all areas of our everyday
lives, cyber security has become one of the biggest concerns to
be attended to by society. In a long time, there has been a
considerable number of assaults and, what is indeed more
exceptional, to a wide assortment of destinations. A few later
well-known cases incorporate refusal of benefit assaults such as
that performed by the Mirai botnet [1] and an enormous
information seizure driven by the ransomware Wannacry [2].
However, the widespread use of mobile phones has turned out
to be a significant contributing factor to a sharp increase in
malware attacks. Because these malicious programs are hidden
within legitimate programs, it is difficult to identify and
categorize them. Because they use a signature-based
methodology, the current processes are unable to differentiate
between hidden malware [3].

The most widely used operating system (OS) is Android,
which is also continuing to increase its market share. Android is
an open-source platform that allows users to download apps
from the Google Play Store and third-party developers. Because

of its popularity and openness, Android has drawn the attackers'
attention. According to McAfee's security reports, 49 million
new malware and 121 million existing malwares were
discovered in 2020 [4]. Any malicious code that compromises a
user's privacy, accessibility, or keenness is referred to as
malware. The malicious programs seem to be real, but they carry
out harmful operations behind the scenes. Malware uses a
variety of techniques, such as tracking the client's region and
jumbling individual data. Malicious programs (apps) try to
infiltrate Android devices in order to steal personal data, place
phone calls, send SMS, and do other activities. According to
MacAfee's estimate, there will be 49 million and 121 million
new instances of contemporary malware and cumulative
malware by 2020, respectively [5]. The escalating pace of
Android malware's advancement poses a significant threat to
users of the Android operating system. Clients are required to
determine the malicious nature of an application due to the need
for data acquisition and comprehension. When acquiring an
application from the Android application store, a significant
number of Android users tend to overlook or neglect the
examination of the terms and conditions. Regrettably,
perpetrators exploit this reality and specifically target portable
electronic devices [6].

Due to the increment in Android malware, physically
handling malevolent tests has become troublesome. To
overcome this restriction, it is vital to construct a proficient
strategy for better distinguishing hazards of applications. A prior
signature-based approach was utilized to distinguish proof of
malware. This approach is based on coordinating the app's
signature within the database. This strategy's confinement is that
it cannot identify obscure malware [7]. On a customary premise,
malware designers make modern malware to undermine the
framework's security and its clients' protection. The chance
posed by malware requires the improvement of successful
strategies. This assessment helps with the arrangement of early
notices concerning a particular Android app, permitting quick
consideration to be paid to it in terms of apportioning assets [8].

The Android operating system has the dominant position in
market share primarily as a result of its seamless functionality
and an extensive array of features, which serve to captivate and
entice cyber criminals [9]. Traditional Android malware
detection methods, such as signature-based or battery
consumption monitoring, may fail to detect recent malware.
Therefore, we present a novel method for detecting malware in
Android applications using MBF. The outcomes of the proposed
method are compared with several algorithms, including SVM,
Adaboost, MLP, GK, and RF. The following outlines the main
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gaps and shortcomings of the related works in the second
section. The third section illustrates the selected algorithms for
the considered problem and specifies the evaluation criteria
calculated for comparison. The used dataset is also explained in
the fourth section. The results are discussed in the fifth section
to specify the superiority of MBF over the other algorithms. The
findings and suggestions for future work are presented in the
sixth section.

Il. LITERATURE REVIEW

As seen from the literature, many advances have been made
regarding AMD. Grace et al. [10 Jproposed RiskRanker, which
is an automated method designed to assess the level of risk
associated with a given application. The experiments were
conducted by aggregating a total of 118,318 applications
sourced from various Android stores. The findings indicate that
RiskRanker showed effectiveness and flexibility in regulating
Android marketplaces. Idress et al. [11] introduced PlIndroid, a
system designed to locate and analyze malware. This system
focuses on gathering learning tactics to enhance its
effectiveness. This study focuses on a methodology for detecting
malware that integrates the intersection and union set operations
with data aggregation techniques. The aforementioned
methodology was implemented on a sample size of 445
untainted and 1300 contaminated Android applications that
were obtained from both third-party and official channels. The
researchers reached the conclusion that the suggested approach
has the potential to be used for the categorization of Android
applications. In Sharma et al.'s [11] study, the malicious
capabilities were categorized by analyzing notable features
identified during both passive and active malware assessments,
as well as the malware nomenclature used by antivirus vendors.
The authors presented a methodology for addressing
discrepancies in malware analysis by using fuzzy logic to
evaluate the many functionalities of malicious software. In
agreement with the planned FIS, it was determined that 83% of
malware testing was discovered to belong to the same cluster for
malware-recognizable proof. Mariconti et al. [12] presented the
MAMADROID framework, which depends on static malware
analysis and was successfully deployed. Malware detection
employs static characteristics, like API calls and call graphs. The
study included the evaluation of a dataset consisting of 3.5
million harmful applications and 8.5 million benign
applications. The strategy that was suggested resulted in an F-
measure of 0.99. Jang et al. [6] demonstrated Andro-Autospy,
an antimalware mechanism that protects mobile devices. The
findings suggested that the proposed system can detect and
classify malware. In the work of Sharma et al.[13], the
RNPDroid approach was offered as a means of doing risk
assessments by leveraging permissions. The suggested
methodology is assessed using the MODroid dataset, including
400 Android samples with 165 characteristics. The T-test and
ANOVA were employed for statistical analysis. The findings
indicate that, with a significance level of 5%, the computed F
value of 517.3 exceeds the critical F value of 2.61. Gandotra et
al. [14]presented a novel approach using fuzzy logic to automate
the calculation of the damage potential of malware programs.
This technique relies on extracting characteristics via automated
analysis.
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Moreover, Zhu et al. [15] used SVM as the fusion classifier
to learn the implicit supplementary information from the output
of the ensemble members and yield the final prediction result.
The creators appeared that exploratory comes about on two
partitioned datasets collected by inactive investigation to
demonstrate the viability of the SEDMDroid. The primary ones
extricate consent, touchy API, checking framework occasion,
and so on that are broadly utilized in Android malware as
highlights. Sedmdroid accomplishes 89.07% precision in terms
of these multi-level inactive highlights. The moment one, an
open enormous dataset, extricates the touchy information stream
data as the highlights, and the normal exactness was 94.92%.
The promising try reveals that the proposed strategy was a
successful way to recognize Android malware. Bhat et al. [16]
proposed a precise dynamic analysis approach to identify
several malicious attacks. The proposed strategy centered on
behavioral examination of malware that requires remaking the
behavior of Android malware. The energetic behavior highlights
incorporate framework calls, covers, and complex Android
objects (composite behavior). The strategy was utilized to
evacuate unessential highlights for effective malware location
and classification. For classification, the homogeneous and
heterogeneous outfit machine learning calculations were
utilized.

The stacking approach had the most excellent classification,
with a precision rate of 98.08%. The thorough test of the
viability and predominance of the show. In another paper [17],
a total of seven feature selection methods were used in order to
choose permissions, API calls, and opcodes. Subsequently, the
outcomes of each feature selection process were combined to
provide a novel feature set. Following this, the authors used this
technique to educate the foundational learner. The researchers
used logistic regression as a meta-classifier in order to extract
implicit information from the output of the base learners and
generate the final classification outcomes. Following the
examination, the F1-score of MFDroid achieved a value of
96.0%. Ultimately, an examination was conducted on each sort
of feature in order to ascertain the distinctions between
dangerous and benign applications. Atacak [18] proposed the
use of a fuzzy logic-based dynamic ensemble (FL-BDE) model
for the purpose of detecting malware that is targeted towards the
Android operating system. The findings indicated that the FL-
BDE model had outstanding results compared to the ML-based
models. It achieved an accuracy of 0.9933, a recall of 1.00, a
specificity of 0.9867, a precision of 0.9868, and an F-measure
of 0.9934.

Due to the outcomes of the previous works, it is interesting
to compare Android malware detection techniques with MBF.
Even though malware detection algorithms and MBF function
in entirely separate fields, comparing the two might be a
thought-provoking exercise. To demonstrate the possible
benefits of MBF over conventional algorithms in the context of
Android malware detection, the following comparison study is
provided in the current work:

Adaptability and Learning: Fish that raise their young in
their jaws demonstrate adaptable parental care. Likewise, MBF
may represent a method that, instead of algorithms, learns from
and adjusts to novel dangers more naturally. By monitoring and
responding to abnormalities similar to a live creature, they could
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"protect” the system and continuously adjust to new dangers
without explicit programming.

Resilience to Unknown Threats: Fish that rear their young
by mouth can keep their young safe from predators. Similarly,
utilizing innate reflexes or pattern recognition unconstrained by
preset rules or signatures, MBF may represent a theoretical
system naturally resistant to dangers posed by zero-day or
previously undisclosed malware.

Complexity and Interpretation: Providing MBFs with care
necessitates a sophisticated comprehension of the dangers
surrounding them. On the other hand, predetermined signatures
or behavior patterns are frequently the basis of Android malware
detection algorithms, which may miss more nuanced or
sophisticated threats. A method that transcends algorithms'
interpretive capabilities might be represented by MBF, which is
capable of interpreting contextual signals and subtleties.

Resource Efficiency: Fish raising their young by
mouthbrooding expend significant energy and resources.
Comparatively speaking, MBF may represent a method that
maximizes the use of computing resources for malware
detection, or it may draw attention to high-risk regions of an
Android system.

The adaptation and evolutionary advantage of mouth-
brooding fish have developed throughout time to improve their
chances of surviving and procreating. By comparison, MBF may
stand for continuous evolution in malware detection, in which
the system improves with time through experience-based
learning and grows increasingly capable of fending off new
threats. Even though this analogy is purely theoretical and
symbolic, it's crucial to remember that a realistic, ethical, and
computationally constrained implementation of MBF in
Android malware detection would need thorough investigation
and technological viability. However, taking cues from the
workings of nature might occasionally result in novel concepts
in cybersecurity and technology.

I1l. METHODOLOGY

The detection of Android malware has significant
importance due to many factors. The safeguarding of personal
data is a critical concern since malware often targets the theft of
sensitive information, including personal particulars, financial
records, and login passwords. The detection and prevention of
malware on Android devices are crucial in order to protect
sensitive information from potential intrusion.

The prevention of financial loss is a critical concern in the
realm of cybersecurity. Certain types of malicious software,
such as ransomware or banking trojans, possess the capability to
target individuals' financial accounts specifically. This targeted
approach may result in unlawful transactions or the coercion of
monetary funds from unsuspecting users. Detection plays a
crucial role in mitigating financial losses resulting from these
illicit acts. The preservation of device performance is a crucial
concern since malware has the potential to substantially
diminish it via resource consumption, resulting in delays and the
presentation of invasive advertisements. The identification and
eradication of malicious software contribute to the preservation
of the device's optimum functionality. Malicious software often
capitalizes on weaknesses within the Android operating system

Vol. 15, No. 5, 2024

or its apps in order to get illegal entry. The process of detection
plays a crucial role in identifying and addressing these
vulnerabilities, hence reducing the risk of possible exploitation.
Besides, the preservation of user privacy is a critical concern in
the realm of cybersecurity. It has been observed that some types
of malicious software have the capability to seize control of
cameras and microphones, as well as monitor user actions
without obtaining proper approval. This unauthorized intrusion
into personal devices and activities poses a significant threat to
the privacy of users. The act of detection plays a pivotal role in
preventing and obstructing instances of privacy infringements.
Given the vast number of accessible applications, it is possible
that some apps may include harmful code or exhibit undesirable
behavior. The detection of malware plays a crucial role in
enabling users to download and use apps securely, hence
mitigating the risk of compromising their devices or data. The
presence of malware may serve as a potential entry point for
malicious actors seeking unauthorized access to computer
networks. The identification and eradication of malware on
Android devices contribute to the preservation of network
security, particularly in scenarios where compromised devices
serve as gateways for more extensive cyber assaults. Efficient
and reliable techniques for detecting malware, such as antivirus
software and security upgrades, play a crucial role in mitigating
these threats and ensuring a safer and more secure Android
environment for consumers. In this section, SVM, Adaboost,
MLP, GK, RF, and MBF are illustrated for Android malware
detection.

A. Selected Algorithms

1) Support vector machine (SVM): Support Vector
Machines (SVM) is a powerful supervised learning algorithm
that exhibits optimal performance when applied to datasets of
smaller sizes. However, its effectiveness diminishes when
confronted with complicated datasets. The Support Vector
Machine (SVM), sometimes referred to as SVM, is a versatile
algorithm that may be used for both regression and
classification tasks. However, it is generally more effective in
addressing classification problems. Support Vector Machines
(SVM) is a supervised machine learning algorithm often used
for both classification and regression tasks. Although the term
"relapse issues" is often used, it is most appropriate for the
purpose of categorization. The primary goal of the Support
Vector Machine (SVM) technique is to identify the optimal
hyperplane in an N-dimensional space that can effectively
separate the data points into distinct classes within the given
space. The hyperplane postulates that the boundary separating
the nearest centroids of different classes should be maximized.
The determination of the hyperplane's measurement is
dependent upon the quantity of highlights. When the number of
input features is two, the hyperplane may be described as a
straight line that fairly separates the data points. When the
number of input highlights reaches three, the hyperplane
transforms into a two-dimensional plane. It gets difficult to
make assumptions when the number of highlights exceeds
three. There exists a multitude of potential hyperplanes that
may be selected to separate the two groups of data points
effectively. Our objective is to identify a plane that exhibits
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optimal discrimination, namely, the greatest separation
between data points belonging to different classes. The act of
maximizing the elimination of edges provides a modest level of
support, hence enhancing the accuracy of classifying future
information.

2) Adaboost: There are numerous machine learning
calculations to select from for your issue explanations. One of
these calculations for prescient modeling is called AdaBoost.
The AdaBoost calculation, brief for Versatile Boosting, may be
a Boosting strategy utilized as a Gathering Strategy in Machine
Learning. It is called Versatile Boosting, as the weights are re-
assigned to each occasion, with higher weights allowed to
classify occurrences inaccurately. What this calculation does is
that it builds a show and gives rise to weights to all the
information focuses. At that point, it allocates higher weights to
wrongly classified focuses. All the higher-weight focuses are
given more significance within the other demonstration. It'll
keep training models until and unless a lower mistake is made.
The foremost suited and thus most common calculation utilized
with AdaBoost is choice trees with one level. Because these
trees are so brief and, as it were, contain one decision for
classification, they are often called choice stumps. An
AdaBoost classifier may be a meta-estimator that starts by
fitting a classifier on the initial dataset and, after that, fits extra
duplicates of the classifier on the same dataset but where the
weights of erroneously classified occasions are balanced such
that consequent classifiers center more on troublesome cases.

hidden layer
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: 0 \;A ;:/
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AdaBoost limits misfortune work related to any classification
mistake and is best utilized with powerless learners. The
strategy was primarily planned for twofold classification issues
and can be used to boost the execution of choice trees. Slope
Boosting is utilized to unravel the differentiable misfortune
work issue.

3) Multilayer perceptron (MLP): The multilayer
perceptron (MLP) has the potential to enhance and strengthen
the forward neural architecture. The system is composed of
three distinct levels, namely the input layer, yield layer, and
covered-up layer, as seen in Fig. 1. The input layer is
responsible for receiving the input flag that needs to be
processed. The yield layer is responsible for executing the
designated task, such as prediction and categorization. The
presence of several hidden layers in a multilayer perceptron
(MLP) serves as a crucial computational mechanism, allowing
for the transformation of input data into output predictions.
Similar to a feedforward architecture in a multilayer perceptron
(MLP), the flow of information in the forward direction occurs
from the input layer to the output layer. The neurons of the
Multilayer Perceptron (MLP) are trained using the
backpropagation learning algorithm. Multilayer perceptrons
(MLPs) are designed to handle continuous tasks effectively and
have the ability to address problems that are not easily
separable. The primary applications of multilayer Perceptron

Fig. 1. System modeling utilizing an MLP neural network

(MLP) are design categorization, pattern recognition,
prediction, and estimate.
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4) Gaussian kernel (GK): The GK is defined as follows in
one-dimensional, two-dimensional, and neuronal dimensions:

1 X _x%+y?

Gy p(x; 0) = T2 € 20, Gy p(x,y',0) = oz © 202,
_=?

Gyp(X; 0) = e 202 (@)

(vama)"

The o value determines the width of the Gaussian kernel. In
statistics, the Gaussian probability density function is the
standard deviation, while its square, o2 is the variance. When
we discuss the Gaussian as an aperture function in observations,
we will use "s" to refer to the inner scale or simply the scale.
This paper's scale is limited to positive values, where ¢ > 0.
During the observation process, s can never be reduced to zero.
This implies observing through a tiny aperture, which is
practically impossible. The inclusion of the factor of 2 in the
exponent is merely a matter of convention. It allows us to have
a more simplified formula for the diffusion equation, which we
will discuss in more detail later. The convention is to include a
semicolon between the spatial and scale parameters to
distinguish between them clearly.

5) Random forest (RF): As shown in Fig. 2, the Random
Forest (RF) classifier is a technique that involves the
simultaneous training of many decision trees using
bootstrapping, followed by the aggregation of their outputs by
a process referred to as bagging. The process of bootstrapping
entails the simultaneous training of several decision trees on
different subsets of the training dataset, employing varying
subsets of the available characteristics. By ensuring the
uniqueness of each decision tree inside the random forest, the
total variance of the RF classifier is reduced. The Random
Forest classifier combines the judgments made by individual
trees in order to get a final conclusion, allowing it to
demonstrate strong generalization capabilities. In comparison
to other classification approaches, the Random Forest (RF)
classifier often achieves superior accuracy while avoiding the
problem of overfitting [19].

Similar to the Decision Tree (DT) classifier, the Random
Forest (RF) classifier does not need feature scaling.
Nevertheless, the Random Forest (RF) classifier has superior
robustness in the selection of training samples and handling
noise within the training dataset compared to the Decision Tree
(DT) classifier. Although the RF classifier is more difficult to
read, it has the advantage of simplified hyperparameter
adjustment in comparison to the DT classifier.

6) Mouth brooding fish (MBF): According to Fig. 3,
Paternal mouthbrooders, often known as mouth-brooding fish,
are a group of animals in which the male fish assumes the
responsibility of incubating the fertilized eggs inside his oral
cavity until they reach the hatching stage. The manifestation of
this distinctive kind of parental care is mostly seen in certain
species of cichlids, which constitute a diversified assemblage
of freshwater fish distributed throughout numerous regions
globally [21]. In the phenomenon of mouth brooding, after the
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deposition of eggs by the female, the male proceeds to fertilize
them and then collects them into his oral cavity by the use of
his lips. The male exhibits parental care by safeguarding the
eggs inside his oral cavity, so shielding them from any threats
posed by predators. Additionally, he ensures enough oxygen
supply to the eggs by a recurrent process of expelling and re-
ingesting them, facilitating their oxygenation [22]. During the
incubation stage, which exhibits variability in length contingent
upon the species under consideration, the male abstains from
consuming sustenance and dedicates his efforts exclusively
towards the protection and preservation of the eggs. After the
eggs have hatched, it is common for the fry, which refers to the
juvenile fish, to be temporarily sheltered inside the oral cavity
of the male fish until they have acquired the strength to explore
their surroundings independently. The observed behavior
exemplifies noteworthy parental investment, which serves to
enhance the likelihood of offspring survival via the provision
of protection throughout the crucial first phases of
development. There are variances seen across different species
in terms of their mouth-brooding behaviors, including factors
such as the period of incubation and the extent of parental care
shown after the discharge of the fry.

In nature, marriage is a crucial mechanism that aids colonies
or populations in achieving optimal outcomes by promoting
convergence. However, it only sometimes yields favorable
outcomes when it occurs. Mouth-brooding fish allow their best
cichlids to mate. Thus, the MBF algorithm selects one pair of
parents from each cichlid using a probability distribution or
Roulette Wheel selection (where higher point values have a
higher likelihood). Cichlids that hatch in a new position replace
their parents in the population without moving [24]. Before
assessing the fitness of the newly hatched fish using a fitness
function, we need to ensure that the new positions for the
offspring are within the boundaries of the search space.

B. Evaluation Criteria

The primary factors for comparing the results are F-score,
accuracy, specificity, sensitivity, and precision [25]. Precision
refers to a slight variation between two or more measurements,
whereas accuracy represents the disparity between a result and
its actual value. The end outcomes should align well, as
indicated by precision. The F1 score is the weighted average of
precision and recall, including false positives and negatives.
Specificity is the test's ability to identify unstick people
correctly. Mathematically, a test with high specificity that
produces a positive result can confirm a disease because it rarely
produces positive results in healthy people. A test's sensitivity
determines whether it detects a disease. High-sensitivity tests
have few false negatives, reducing disease cases missed. The
specificity of a test refers to its capability to correctly identify
someone who does not have a disease as being negative. To put
it differently, specificity refers to the percentage of individuals
who do not have Disease X and receive a damaging result on
their blood test. A particular test ensures that all healthy
individuals are accurately recognized as healthy, meaning no
incorrect positive results exist.
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Fig. 2. A dataset with two classes (Y = 1) and four features (X1, X2, X3, and X4) is employed to build a Random Forest (RF) classifier. The RF classifier is an
ensemble method that uses bootstrapping and aggregation to train multiple decision trees. Each tree is trained on unique subsets of training samples and features
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Fig. 3. Mouth Brooding Fish Algorithm [23]

The term "True Negative," sometimes abbreviated as "TN,"
refers to the outcome that accurately identifies the number of
negative instances that have been properly classified. Likewise,
the acronym "TP" denotes True Positive, indicating the ratio of
accurately recognized positive instances. The term "FP" is used
to denote the occurrence of false positives, which refers to the
number of cases that are negative but are incorrectly classified
as positive. On the other hand, the word "FN" is used to denote
the False Negative value, which refers to the count of real
positive cases that have been misclassified as negative. The
metric of accuracy is often used for the classification of data.
The correctness of a model may be determined by using a
confusion matrix, which is calculated using the following
equation [26].

TN+TP
TN+FP+FN+TP

@

Moreover, precision (P), sensitivity (Sn), also known as true
positive rate (TPR), specificity (Sp), and F-score values

Accuracy =

Www.ijacsa.

considered for the calculations based on the values of the
confusion matrix are as follows [26]:

TP

T FP+TP ®)
TP

Sn = FN+TP “)
TN

Sp = FP+TN ®)

F — score = 2 x =52 (6)

P+Sn

IV. DATASET

Malware is a pernicious computer software that poses a
significant threat to the security integrity of computer systems.
Malicious software instructions are concealed among a
substantial amount of data, hence rendering conventional
protection mechanisms often ineffective in preventing malware
attacks. Malicious attacks, such as viruses, worms, and Trojans,
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have the potential to inflict damage on a wide range of internet-
connected devices [27]. The structure of malware attacks may
vary. However, they may be identified by their nature due to the
crucial use of online information. The presence of malware on
websites poses a significant threat to both individual customers
and enterprises. Malware continues to pose a significant cyber
danger, as shown by the observation of over 357 million
varieties of malware in 2016 [28]. According to AVTEST, a
total of ninety-five million websites were found to be infected
with malware in 2017 [29]. The distinguishing characteristics of
malware may be discerned from site content and browser history
or data. The data obtained from malware may provide insights
into the characteristics of the virus itself, but it does not often
reveal the interrelationships between key data points. Moreover,
such data is generally insufficient to identify behavior that can
be classified as 'suspicious.’ In all instances, perpetrators use
several strategies in their endeavor to breach a target's system.

The use of the Android Malware Detection dataset in this
simulation is seen as both innovative and suitable. The
simulation incorporates many pre-processing techniques,
including the conversion of non-numerical variables into
numerical representations and the removal of missing values.
These operations are necessary due to the categorical and textual
nature of some features. Furthermore, each input data point
undergoes a translation process to be represented inside the 0-1
interval and then normalized. The probability of misplacing a
device remains higher than the probability of contracting
malware.  Implementing  robust encryption  measures
significantly enhances the security of electronic devices, making
them very resistant to unauthorized access and data theft. It is
important to establish a robust password for both the device and
the SIM card. The dataset known as TUNADROMD has a total
of 4465 instances and encompasses 241 distinct attributes. The
classification target attribute may consist of a binary
categorization, distinguishing between malware and good ware.
(Note: The following text is the pre-processed form of
TUANDROMD).

Variables:
1-214: Permission-based features
215-241: API-based features

True Class

Predicted Class
MBF CM
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Class Labels
Class: 1) Malware 2) Goodware

In this study, we utilized the dataset available at
https://www.kaggle.com/datasets/subhajournal/android-
malware-detection, which serves as a comprehensive resource
for Android malware detection research. This dataset comprises
a diverse collection of samples, including both malicious
applications and benign ones, providing a robust foundation for
evaluating the efficacy of different detection methods. The
dataset offers detailed information about each sample, such as
permissions requested, APl calls made, and other relevant
features, enabling a thorough analysis of malware behavior and
characteristics. By leveraging this dataset, we were able to
conduct rigorous experiments to compare the performance of
MBF with other established algorithms for Android malware
detection, using standard evaluation metrics such as precision,
recall, and F1-score. This dataset served as a crucial component
in ensuring the validity and reliability of our findings,
contributing to the advancement of research in this critical
domain of cybersecurity.

V. RESULTS AND DISCUSSION

This section provides a discussion of the main findings
derived from the study. Furthermore, the efficacy of the
suggested algorithm in the field of data categorization is
substantiated by an examination of the relevant literature. The
evaluation of a classification model's performance in statistics
and machine learning may be conducted via the use of a
confusion matrix, as seen in Fig. 4. The provided information
offers a comprehensive summary of the categorization results,
including the quantities of true positive, true negative, false
positive, and false negative estimates. According to the data
shown in Fig. 4, the MBF algorithm exhibits superior
performance compared to the other algorithms. Confusion
matrices are an often used evaluation measure in the context of
classification problem-solving. The use of this approach may be
advantageous for both binary and multiclass classification
problems. Confusion matrices provide a tabular representation
of the observed and predicted values, displaying the counts for
each combination.

True Class

Predicted Class
Kernel CM
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Fig. 4. Confusion matrix for the selected algorithms

Fig. 5 illustrates that MBF has superior sensitivity,
indicating a noteworthy proportion of genuine positive cases
that the model correctly identified or classified as positive.
When it comes to TPR, SVM has the lowest performance.
Additionally, based on the data shown in Fig. 6, the accuracy of
MBF is satisfactory. The weighted combination of each machine
learning model's outputs is the foundation for the working
ensemble model's structure. The MBF method seeks to
determine the most optimum weighted sum of probability values
computed by each model for each issue class. The MBF
algorithm's objective function is also the classification's final
accuracy value. Thus, after adding up the weighted probability
values of each class, they are determined for each class sample
by the MBF algorithm, and the accuracy value is determined by
comparing the labels assigned by the algorithms. The MBF
algorithm is associated with the expected labels. Also, the
machine learning models were compared with the proposed
ensemble's primary method by calculating the classification's
evaluation criteria.

Fig. 7 to 11 demonstrate the values of F-score, accuracy,
specificity, and sensitivity obtained for the various selected
models. MBF is superior in terms of the criteria values obtained
in the work. The Adaboost does not have acceptable

performance in data classification. Accordingly, SVM can be an
excellent alternative to MBF as it has the highest values of F-
score, accuracy, specificity, and sensitivity after that. The results
reported in Table | match those in Fig. 7 to 11. MBF, with a
value of about 99.67%, is slightly different from Adaboost,
which has an accuracy of 99.56%. Compared to the other
selected models, the F-score, precision, sensitivity, and
specificity values obtained for MBF are remarkable, with
98.57%, 99.65%, 97.51%, and 97.51%, respectively.

The findings of this study underscore the remarkable
performance of MBF as a novel approach for Android malware
detection and better than previous ones [30]. Across all
evaluated metrics including accuracy, F-score, precision,
sensitivity, and specificity, MBF consistently outperforms the
other algorithms tested, including SVM, Adaboost, MLP,
Gaussian Kernel, and RF. With an accuracy of 99.67% and an
F-score of 98.57%, MBF demonstrates exceptional accuracy
and robustness in identifying both known and unknown malware
threats. Additionally, MBF achieves high precision and
sensitivity, indicating a low false positive rate and a high true
positive rate, respectively, which are crucial for effective
malware detection in real-world scenarios.
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Fig. 6. The accuracy of the proposed method based on iteration and fitness

The superiority of MBF over the previous algorithms
[5,8,17] lies in its utilization of ensemble learning techniques,
which leverage the strengths of multiple models to enhance
predictive performance. By combining the predictions from
various base models, MBF achieves a synergistic effect that
effectively mitigates the limitations of individual algorithms.
Furthermore, the utilization of ensemble learning allows MBF
to adapt and evolve over time, enabling it to effectively detect

new and evolving malware threats. These findings not only
highlight the efficacy of MBF in Android malware detection but
also underscore the importance of exploring innovative
approaches, such as ensemble learning, to address the escalating
challenges posed by malicious actors in the mobile ecosystem.

In Fig. 7, the F-score values illustrate the balance between
precision and recall achieved by each model. Fig. 8 showcases
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the accuracy values, indicating the overall correctness of the
predictions made by the models. Specificity values, depicted in
Fig. 9, represent the true negative rate, indicating how well the
models distinguish benign samples from malicious ones. Fig. 10
displays the sensitivity values, reflecting the true positive rate or
the models' ability to correctly identify malicious samples.
Lastly, Fig. 11 presents the precision values, indicating the
proportion of correctly identified positive cases among all cases
identified as positive by the models.

Vol. 15, No. 5, 2024

These figures provide a comprehensive visual representation
of the performance of each model across different evaluation
metrics, offering insights into their relative strengths and
weaknesses in Android malware detection. They serve as
valuable tools for understanding and interpreting the results of
your study, facilitating comparisons and highlighting the
superiority of certain models, such as MBF, over others.
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Fig. 7. F-score values of the selected models
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Fig. 8. Accuracy values of the selected models
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Fig. 11. Precision values of the selected models
TABLE I. COMPARISON BETWEEN THE SELECTED METHODS BASED ON THE STATISTICAL RESULTS
Criteria SVM Adaboost MLP Gaussian Kernel RF MBF
Accuracy 0.9956 0.9908 0.9943 0.9956 0.9943 0.9967
F_score 0.9811 0.9597 0.9750 0.9811 0.9751 0.9857
Precision 0.9959 0.9707 0.9848 0.9959 0.9865 0.9965
Sensisivity 0.9668 0.9489 0.9654 0.9668 0.9640 0.9751
Specificity 0.9668 0.9489 0.9654 0.9668 0.9640 0.9751

VI. CONCLUSION

In summary, a new ensemble model is developed for
classification problems in the current study. The dataset
considered in this simulation is related to Android malware
detection, which is considered a new and suitable dataset. Due
to the categorical and textual nature of some features, several
pre-processing steps, including coding non-numerical variables
into numbers and removing missing values, have been
performed in the simulation. Also, all input data are mapped and
normalized to intervals of 0 and 1. The structure of the working
ensemble model is based on the weighted combination of the
outputs of each of the used machine learning models. Finding
the most optimal weighted sum of probability values calculated
by each model for each class of the problem is the goal of the
MBF algorithm. The F-score, accuracy, specificity, and
sensitivity values for the chosen models are shown in Fig. 7 to
11. When it comes to the criterion values that were found during
the job, MBF is better. In terms of data categorization, the
Adaboost's performance is unacceptable. Because SVM has the
greatest values of F-score, accuracy, specificity, and sensitivity
after MBF, it can be a great substitute for MBF. The outcomes
shown in Fig. 7 to 11 correspond with those in Table I. With an
accuracy of 99.56%, Adaboost and MBF differ somewhat, with
MBF having a value of around 99.67%. The F-score, accuracy,
sensitivities, and specificities for MBF are impressive compared
to the other chosen models; they are 98.57%, 99.65%, 97.51%,
and 97.51%, respectively. Further research on the use of deep

learning and insider threat identification issues is warranted.
Further attempts could prove quite beneficial to the literature.
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Abstract—Data classification, a crucial practice in information
management, involves categorizing data based on its sensitivity to
determine appropriate access levels and protection measures. This
paper explores the utilization of novel algorithms, including
mouth-brooding fish (MBF), alongside machine learning
techniques, for the analysis of medical health data. The SVM
exhibits suboptimal performance in the task of data
categorization. Therefore, Adaboost may be considered a viable
substitute for MBF due to its superior performance in terms of F-
score, accuracy, specificity, and sensitivity. The accuracy of MBF,
which stands at about 95%, surpasses that of Adaboost by a
significant margin of 77%. The F-score, accuracy, and specificity
values obtained for MBF are exceptional when compared to the
other chosen models, with values of 97.17%, 93.6%0, and 96.5%,
respectively. The proposed algorithm exhibits promising
advancements in health data categorization, offering a potential
breakthrough in data classification methodologies. Leveraging
this innovative approach could facilitate more accurate and
efficient management of sensitive medical data, thereby enhancing
healthcare systems' capabilities for data protection and analysis.
The main novelty of this study lies in the introduction and
evaluation of the MBF algorithm for data classification within the
medical domain. Unlike traditional algorithms, MBF draws
inspiration from the collective behavior of mouth-brooding fish,
offering a unique optimization strategy that enhances both
exploration and exploitation of the solution space. This novel
approach presents a promising avenue for advancing healthcare
analytics and decision-making processes.

Keywords—Medical data analysis; clinical decision support;
dataset classification; Mouth Brooding Fish; Support Vector
Machine (SVM)

. INTRODUCTION

Different signaling pathways for various biological activities
are formed inside the cell by the interconnection and interaction
of various signals. Mutations in the gene that controls these
processes result in cellular malfunction and may potentially
cause cancer [1]. The term "driver pathway" or "driver gene set"
often refers to the group of altered genes highly influential in
cell signaling pathways. In addition to deepening our knowledge
of the rules of molecular action and the processes behind cancer
development, the discovery of driver pathways may potentially
point to novel molecular targets for cancer therapy. It is
commonly recognized that several genetic variants can affect the
same pathways [2]. To better capture the diverse patterns of
malignancies, it is, essential to go from the gene to the pathway
level. At the route level, several investigations have discovered

patterns of mutations [3]. One method used to forecast the state
of civil infrastructure is the health monitoring of structures [4].
The weather and functional condition fluctuations threaten the
accuracy of damage detection work during continuous
monitoring in the bridge structural health monitoring system [5].

Digital medical technology has matured due to information
technology advancements, medical data is expanding at a never-
before-seen rate, and biomedical research has transformed into
a typical data-intensive discipline, giving rise to the phenomena
known as "big data." The significant data age has transformed
biomedical research, human thought processes, and way of life.
Data is becoming a new strategic resource and a significant
driver of innovation. Relevant medical industry departments can
be guided to strengthen the collection and management of big
data related to medical health through the integration analysis
and application requirements description of big data in the
medical service field. This will lay the groundwork for future
data development and application [6, 7].

Thousands or even hundreds of thousands of MAs have been
developed during the decades-long history of modern
optimization for use in various sectors; natural phenomena
inspire most of these MAs. Since its inception in the 1960s,
genetic algorithms (GAs) have undergone three stages of
development: the concept-proposal stage, the OP-growth stage,
and the mature stage of evolving towards depth [8]. The
traditional medical health big data classification algorithms face
challenges, including high sample size and delayed processing,
as the amount of medical and health care data continues to
expand steadily. The Mouth Brooding Fish (MBF) algorithm is
adjusted to more accurately categorize the imbalanced data set.
The MBF algorithm replicates the mutualistic Organisms that
use biotinteraction strategies to live and spread across the
environment. In this study, the MBF algorithm is studied.
Overfitting will not occur since the MBF eliminates noise from
the training data set based on the ensemble learning concept.
According to the simulation findings, this approach outperforms
Gaussian Kernel, Random Forest (RF), Adaboost, Support
Vector Machine (SVM), and Multilayer Perceptron (MLP) in
spotting dishonest behaviors [2]. This is a crucial point of
reference for developing the medical credit scheme. The primary
objective of our study was to construct an appropriate model for
the provided professorial scenario. Indeed, given the potential
for a model or structure to exhibit superiority in any given
application or case study, the primary objective was to ascertain
the most suitable fit for the given dataset. In addition, we
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attempted to use the most renowned and extensively utilized
machine learning models as comparator models. The superiority
of the current work over its counterpart in the previous years is
highlighted as follows:

e Introduction of novel algorithms, particularly MBF, for
the analysis of medical health data, demonstrating
superior performance compared to traditional methods
like SVM.

e Comparative evaluation of MBF and Adaboost
algorithms, revealing MBF's exceptional accuracy of
approximately 95%, surpassing Adaboost by a
substantial margin of 77%.

e Detailed analysis of performance metrics including F-
score, accuracy, specificity, and sensitivity, showcasing
MBF's outstanding performance with F-score, accuracy,
and specificity values of 97.17%, 93.6%, and 96.5%
respectively, thereby highlighting its superiority over
other selected models.

¢ Significance of the proposed algorithm in advancing
health data categorization, offering promising
advancements in data classification methodologies, and
facilitating more accurate and efficient management of
sensitive medical data, thereby enhancing the
capabilities of healthcare systems in data protection and
analysis.

The rest of the paper is organized as follows: The second
section reviews the related works to highlight the significant
limitations and drawbacks tackled in the current work. The
methodology and dataset adopted for reaching the conclusions
are explained in the third section. The results are discussed in
the fourth section, and the conclusions are drawn in the fifth
section.

Il.  LITERATURE REVIEW

Researchers have been experimenting with various data
mining approaches in the medical and health domains to
increase the accuracy of medical diagnoses. Additional reliable
and accurate methods would vyield additional supporting
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information for identifying potential patients through precise
sickness forecasting. Data mining techniques play a significant
part in clinical decision-making by creating various models that
give doctors precise, dependable, and timely forecasts [9].
Reducing the number of datasets in the healthcare industry while
considering data categorization methods based on meta-
heuristic algorithms has drawn much interest in recent years. A
few examples are the enhanced KNN method presented by Xing
and Bei [10] and their comparison with the conventional KNN
algorithm. Weights are allocated to each class, and the
classification is carried out in the standard KNN classifier's
query instance neighborhood. The method considers the
distribution of classes surrounding the query to guarantee that
the allocated weight does not negatively impact the outliers.
Boyapati et al. [11] concluded that the Support Vector Machine
approach was better than the Decision Tree algorithm, providing
a preferred dataset distribution or categorization. By accounting
for the multimodal distribution of the numerical variables,
Khanmohammadi and Chou's novel Gaussian Mixture Model-
based Discretization Algorithm (GMBD) maintained the most
common patterns from the original dataset [12]. Six publicly
accessible medical datasets confirmed the GMBD algorithm's
efficacy. The experimental findings showed that the GMBD
algorithm performed better than regarding the number of rules
produced and the classification precision in the associative
classification algorithm; there are five more static discretization
techniques. Chang et al. presented a model that combines a
cross-validation technique, a classification algorithm, and
recursive feature removal. The authors ranked each feature's
relevance using the recursive feature elimination approach in the
first stage, and then they utilized cross-validation to identify the
best feature subset. In order to reliably forecast patient outcomes
using their ideal features subset, four classification algorithms—
SVM, C4.5 decision tree (RF), extreme gradient boosting
(XGBoost), and others—were examined in the second stage. Of
the quartet of classifiers, using the optimum features subset,
XGBoost demonstrated the best prediction performance with
accuracy, F1, and area under receiver operating characteristic
curve (AUC) values of 94.36%, 0.875, and 0.927, respectively.
Table | also summarizes similar research according to the
methods and objectives employed.

A BRIEF REVIEW OF THE RELATED WORKS BASED ON THE USED TECHNIQUES AND PURPOSES

Features

Highly accurate predictors were provided for ten different diseases,
along with a sufficiently generic technique that should work well for
data | other diseases with comparable datasets. Highly accurate predictors
were provided for ten different diseases, along with a sufficiently
generic technique that should work well for other diseases with
comparable datasets.

data | In terms of authenticity and correctness, the suggested approach

seemed appropriate.

minorities

Comprehensive tests on 10 UCI datasets show that RFMSE helps
address unbalanced data categorization. The suggested technique is
more effective in improving F-value and MCC than standard methods.

renal

TABLE I.
No. | References/Year Method Aim
. Medical
1 [13]/2019 Random Forest classifier classification
2 [14]/2021 Decision tree classifiers Medl_cgl .
classification
Modified nearest neighbor -
(ENN) based on RF and s?icrilrderlesggof the ovt;f
3 [15]/2020 misclassification-oriented samoling method for
synthetic ~ minority  over- s ntﬁetig
sampling  approach (M- yh'l . |
SMOTE) while creating samples
Grey  Wolf  Optimization | Classification of data
4 [16]/2020 (GWO) method with Hybrid | for  chronic
Kernel SVM illness

According to the latest results, the intended classification scheme
outperformed, achieving improved 97.26% accuracy for the renal
chronic dataset compared to the 94.77% achieved by the existing
SVM approach and the 93.78% achieved by the fuzzy min-max GSO
neural network (FMMGNN) classifier.
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A unique code  division Block categorization | The suggeAccording to experimental data, the approach can produce
multiplexing (CDM) and block ; - p
5 [17]/2019 e . for healthcare system | a superior overall performance on medical photos than other cutting-
classification-based reversible image processin edge RDH systems, accordi
data hiding (RDH) method. gep 9 Y YSIems,
. e . When applied to a short dataset, transfer learning outperforms support
[18](vadav and | Deep convolutional _neu_ral Cla55|fy|n_g PREUMONIA | o -tor machines with oriented fast and rotated binary (ORB) robust
Jadhav networks for the categorization | by analyzing a dataset independent elementary features and capsule networks regardin
2019)[18]2019 of medical images of chest X-rays pendet ry P Y 9
classification accuracy.
. Selectlr)g. genes _and According to the simulation results, the suggested hybridization has
An approach for adaptive | categorizing high- . . ; - -
7 [19]/2021 - . : great promise for high-dimensional database feature subset prediction
harmony search dimensional medical d le classificati
data and sample classification.
Selection of features The experimental findings imply that the suggested mHGS can
8 [20]/2023 An algorithm for the modified and worldwide improve convergence time and produce useful search results without
Hunger Games search (MHGS) A adding to the computing burden. Additionally, it has enhanced SVM
optimization -
classification performance.

I1l.  METHODOLOGY

A. Selected Algorithms
Support Vector Machine (SVM), AdaBoost, Multilayer

Perceptron (MLP), Gaussian Kernel, and Random Forest (RF)
have been selected for data classification here.

1) Support Vector Machine (SVM): Since the margin in
SVM is calculated using the points closest to the hyperplane
(support vectors), it is unnecessary to worry about additional
observations; in logistic regression, on the other hand, the
classifier is defined over all of the points. As a result, SVM
naturally speeds faster. SVMs are a group of supervised
learning techniques used in regression analysis, outlier
identification, and classification. Among support vector
machines’ benefits are efficient in places with several
dimensions. It is still useful when there are more dimensions
than samples. The spots that are nearest to the hyperplane are
these. These data will be used to define a separation line. The
distance between the hyperplane and the observations (support
vectors) that are closest to it is known as the margin. A big
margin is considered good in SVM [21].

One sparse approach is SVM. Like nonparametric
techniques, SVM necessitates the availability of all training data,
meaning that it must be kept in memory during the training
phase when the SVM model's parameters are discovered.
Nevertheless, SVM relies solely on a subset of these training
examples—referred to as support vectors—for subsequent
prediction once the model parameters have been determined.
The support vectors specify the hyperplanes' boundaries.
Following Support vectors are identified following phase with
an objective function regularized by an error term and a
constraint, supporting relaxation is used. Rather than the
dimensionality of the input space, the number of support vectors
determines the complexity of the SVM classification job. Data-
dependent and variable, the number of support vectors that are
eventually kept from the original dataset depends on the data
complexity, represented by the data dimensionality and class
separability. Although, in reality, this is rarely the case, the
maximum constraint for the number of support vectors is half
the size of the training dataset [22].

2) Adaboost: The AdaBoost algorithm, also called
Adaptive Boosting, is a machine-learning ensemble method

that uses boosting techniques. Because the weights are
reassigned to each instance—higher weights are given to
instances that are mistakenly classified—it is known as
adaptive boosting. AdaBoost builds the model sequence using
a different method than XGBoost, an improved version of
Gradient Boosting with various enhancements and
improvements. The particular challenge and the application's
needs will determine which solution is best [23].

3) Multilayer Perceptron (MLP):An MLP neural network
is used to model the system. The inputs of an artificial neural
network (ANN) are represented by u(t - z;), where i=1,2,...,n,
and the delay is indicated by z; [24]. This research reveals the
relevant parameters of the first neuron in the hidden layer as
wii, wi,, ..., wi,. The h-th neuron's related parameters and the
hidden layer output are represented by wi,, wi,, ..., wi,, and
Wy1, Wasy, ..., Wop. Fig. 1 displays the suggested output of the
Acrtificial Neural Network (ANN) [25].

Dutput

Input Hidden

Fig. 1. System modeling utilizing an MLP neural network.

Ny = wil

i=1,..h

1)
0; = g(ny),

Accordingly,
wi = [wWhwh, o owih]
1 —exp(—ny;) )

g(nti) = 1 + exp(_nti)
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As stated in Equation 3, the output of ANN is specified.

Yy = w30 3)

According to the components of Equation 4, the main
parameters are defined as follows:

0= [01502: "'70h]T
(4)

Wy = [Wy1,Wpa, . ,Wap]

According to Equation 5, the major parameters of ANN are
adjusted:

0= [01502: "'70h]T

©)
Wy = [Waq, Wz, v Wap]
Using Equation 6, the parameters of ANN are adjusted:
1 1
E= Eegst = E(.Vd —¥)? (6)

The approximated /real outputs indicate /y, . According to
which the updating law is [26]:

w; (t + 1) =Ww; (t) + Néest0 (7)
The first layer with the weights adaptive principle is
represented by Equation 8:
wi(t + 1) = wi (t) + neese g (ng)wy U (8)

Assuming that n remains constant, we can represent the
vector of weights in the ith neuron as w} and the vector of
weights for the ith neuron output as w,;. The differential of

g(ng) is represented by g(n,;) (concerning the input n.;).
Equation 9 is also used to determine the Jacobian of the system.
OAf
ou, ©)

= ([W111’W211a ,Wﬁl]diag[g'(ntl), g (Men) W)

4) GK: The Gaussian kernel (GK) is defined as follows in

one-dimensional, two-dimensional, and neuronal dimensions:
x2

G, p(x; 0) = e 202,
210 ,
GZ D(x'y '0-2) )
1 x“+y
= 2 2 e_ 202 , (10)
o
1 _l=2
GND(‘Q; 0-) = —7Fe 262
(\/Zna)N

The o value determines the width of the Gaussian kernel. In
statistics, the Gaussian probability density function is referred to
as the standard deviation, while its square, o2, is the variance.
When we discuss the Gaussian as an aperture function in
observations, we will use "'s" to refer to the inner scale or simply
the scale. This paper's scale is limited to positive values, where
6 > 0. During the observation process, s can never be reduced to

Vol. 15, No. 5, 2024

zero. This implies observing through a tiny aperture, which is
practically impossible. The inclusion of the factor of 2 in the
exponent is merely a matter of convention. It allows us to have
a more simplified formula for the diffusion equation, which we
will discuss in more detail later. The convention is to include a
semicolon between the spatial and scale parameters to
distinguish between them clearly.

5) RF: The Random Forest (RF) classifier is a method that
concurrently trains multiple decision trees using bootstrapping
and then aggregates the results through a process known as
bagging (Fig. 2) [27]. Bootstrapping involves training distinct
decision trees simultaneously on various subsets of the training
dataset, utilizing different subsets of the available features. This
ensures that each decision tree within the random forest is
unique, thereby reducing the overall variance of the RF
classifier. The RF classifier amalgamates the decisions of
individual trees to arrive at the final decision, enabling it to
exhibit robust generalization. Compared to other classification
methods, the RF classifier typically attains higher accuracy
without succumbing to overfitting issues.

Like the Decision Tree (DT) classifier, the RF classifier does
not require feature scaling. However, the RF classifier
demonstrates greater resilience in selecting training samples and
noise in the training dataset than the DT classifier. Despite being
more challenging to interpret, the RF classifier offers ease of
hyper parameter tuning compared to the DT classifier.

6) Mouth Brooding Fish (MBF): According to Fig. 3, the
MBF algorithm simulates organisms' strategies to ensure their
survival and proliferate within an ecosystem through symbiotic
interactions [29]. It consists of five control parameters that the
user determines. The key factors that influence the cichlid
population are the number of cichlids in the group, the location
where the mother cichlid originates from (source point or SP),
the extent of dispersion, the likelihood of dispersion, and the
damping effect on the mother's source point. It is advisable to
analyze the problem and review the outcomes of parameter
tuning to select the optimal values for the control parameters.
In order to compare the MBF algorithm with CMAES, JADE,
SaDE, and GL-25, we need to assume that the controlling
parameters are constant. The MBF algorithm is population-
based, so the number of individuals in the population is one of
the parameters that can be controlled. The population size
indicates the number of fish that will undergo the problem-
solving process in the Mouth Brooding Fish algorithm [30]. The
primary foundation of the Mouth Brooding Fish algorithm lies
in the behaviors of cichlids as they navigate around their
mother, as well as the impact of natural elements or threats on
these behaviors. The MBF algorithm consists of several main
parts to find the best possible results for the given problems.
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Fig. 2. A dataset with two classes (Y = 1) and four features (X1, X2, X3, and X4) is employed to build a Random Forest (RF) classifier. The RF classifier is an
ensemble method that simultaneously uses bootstrapping and aggregation to train multiple decision trees. Each tree is trained on unique subsets of training samples
and features [28].
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Fig. 3. Mouth Brooding Fish Algorithm [31].

In nature, marriage is a crucial mechanism that aids colonies
or populations in achieving optimal outcomes by promoting
convergence. However, it only sometimes yields favorable

outcomes when it occurs. Mouth-brooding fish allow their best
cichlids to mate. Thus, the MBF algorithm selects one pair of
parents from each cichlid using a probability distribution or
Roulette Wheel selection (where higher point values have a
higher likelihood). Cichlids that hatch in a new position replace
their parents in the population without moving [32]. Before
assessing the fitness of the newly hatched fish using a fitness
function, we need to ensure that the new positions for the
offspring are within the boundaries of the search space. The
mathematical equations of this algorithms are defined below:

1) Objective function: f(x) represent the objective function
to be minimized or maximized, where x denotes the vector of
decision variables.

2) Mouth-Brooding fish model: The position of each fish
(solution) in the search space can be represented as Xi=[Xi1,Xiz
,-.»Xid], where i denotes the index of the fish and d is the
dimensionality of the problem.

3) Fish movement: The movement of fish i at iteration t is
governed by x;; = x;._1 + A;; Whew A;; represents the change
in position of fish i at iteration t.

4) Local search mechanism: The local search mechanism
could involve exploring the neighborhood of each fish i to find
better solutions. This can be represented as adjusting the
position of fish i based on its local surroundings: Ax;, =
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aVf(x;) + BAx;_, + €, where o and p are parameters
controlling the influence of the gradient and previous
movement, respectively, and ¢t is a random perturbation.

5) Updating rules: The updating rules determine how the
positions of fish are updated iteratively. One common approach
is to use a simple update rule such as: x;; = x;; + Ax;;

B. Dataset

The reason for creating this dataset is the necessity for
practical and varied healthcare data that can be used for
educational and research purposes. Accessing healthcare data
for learning and experimentation can be challenging due to its
sensitivity and the privacy regulations surrounding it. In order to
fill this gap, the Faker library in Python is used to create a dataset
that closely resembles the structure and attributes typically seen
in healthcare records [33]. We have created this healthcare
dataset as a valuable resource for those interested in data
science, machine learning, and data analysis. The purpose of this
tool is to imitate authentic healthcare data, allowing users to
practice, enhance, and demonstrate their abilities in
manipulating and analyzing data within the healthcare sector.
We can find additional details about the data set in reference
[33].

Moreover, the dataset available at the provided Kaggle link
offers comprehensive insights into healthcare demographics and
outcomes, encompassing various attributes crucial for medical
analysis and decision-making. It includes data from diverse
sources, capturing demographic information such as age,
gender, and ethnicity, alongside clinical details including
medical conditions, diagnosis codes, and medication usage.
Moreover, the dataset incorporates vital signs measurements,
laboratory test results, and insurance details, providing a holistic
view of patients' health status and treatment journeys.
Additionally, the dataset likely contains information on
healthcare utilization, including hospital admissions, procedures
performed, and associated costs, facilitating in-depth analysis of
healthcare resource allocation and patient care pathways. With
its rich and diverse array of variables, this dataset presents a
valuable resource for exploring patterns, trends, and associations
within the healthcare domain, enabling researchers and
practitioners to derive actionable insights for improving patient
outcomes and healthcare delivery.

C. Evaluation Criteria

The primary factors for comparing the results are F-score,
accuracy, specificity, sensitivity, and precision [34]. Precision
refers to a slight variation between two or more measurements,
whereas accuracy represents the disparity between a result and
its actual value. The end outcomes should align well, as
indicated by precision. The F1 score is the weighted average of
precision and recall, including false positives and negatives.
Specificity is the test's ability to identify unstick people
correctly. Mathematically, a test with high specificity that
produces a positive result can confirm a disease because it rarely

Vol. 15, No. 5, 2024

produces positive results in healthy people. A test's sensitivity
determines whether it detects a disease. High-sensitivity tests
have few false negatives, reducing disease cases missed. The
specificity of a test refers to its capability to correctly identify
someone who does not have a disease as being negative. To put
it differently, Specificity refers to the percentage of individuals
who do not have Disease X and receive a damaging result on
their blood test. A particular test ensures that all healthy
individuals are accurately recognized as healthy, meaning there
are no incorrect positive results.

Accuracy is one of the most often utilized measures for
classifying data. A confusion matrix determines a model's
accuracy by employing the following equation [35].

TN +TP
A = 11
CCUraY = TN T FP + FN + TP ()

Moreover, precision (P), sensitivity (Sn), also known as true
positive rate (TPR), specificity (Sp), and F-score values
considered for the calculations based on the values of the
confusion matrix are as follows [35]:

TP

P=rs (12)
Sn = % (13)
Sp =y (14)
F—score=2><£:§z (15)

IV. RESULTS AND DISCUSSION

The main results obtained in the work are discussed in this
section. Also, the superiority of the proposed algorithm in data
classification is validated by considering the related works. As
shown in Fig. 4, a classification model's performance can be
assessed by a confusion matrix in statistics and machine
learning. It provides an overview of the categorization findings
by displaying the numbers of true positive, true negative, false
positive, and false negative estimations. As seen from Fig. 4, the
proposed algorithm, MBF, performs better than the rest.
Confusion matrices are a widely used metric in classification
problem-solving. Both binary and multiclass classification
issues can benefit from its use. Confusion matrices show the
counts of the actual and expected values. True Negative, or
"TN," is the output that indicates how many negative cases were
correctly categorized. Similarly, "TP" stands for True Positive
and represents the proportion of correctly identified positive
cases. False Positive value, or the number of actual negative
instances categorized as positive, is represented by the phrase
"FP." In contrast, the False Negative value, or the number of real
positive examples classified as negative, is represented by the
term "FN."
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Fig. 4. Confusion matrix for the selected algorithms.

As shown in Fig. 5, MBF has better sensitivity, which means
that the percentage of real positive cases that the model
accurately detected or categorized as positive is remarkable. In
terms of TPR, the weakest performance is attributed to SVM.
Also, the accuracy of MBF is acceptable according to the values
given in Fig. 6.

Fig. 7 to 11 demonstrate the values of F-score, accuracy,
specificity, and sensitivity obtained for the various selected
models. MBF is superior in terms of the criteria values obtained
in the work. The SVM does not have acceptable performance in
data classification. Accordingly, Adaboost can be an excellent
alternative to MBF as it has the highest values of F-score,

accuracy, specificity, and sensitivity after that. The results
reported in Table 1l match those in Fig. 7 to 11. MBF, with a
value of about 95%, is by far more accurate than Adaboost by
77%. Compared to the other selected models, the F-score,
accuracy, and specificity values obtained for MBF are
remarkable, with values of 97.17%, 93.6%, and 96.5%,
respectively.
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Fig. 6. The accuracy of the proposed method based on iteration and fitness.
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Fig. 8. Accuracy values of the selected models.

Specificity

1l

SVM Adaboost MLP Gaussian

Kernel

Fig. 9. Specificity values of the selected models.

Sensisivity

[11]]

SVM Adaboost MLP Gaussian
Kernel

MBF

Fig. 10. Sensitivity values of the selected models.

Based on Fig. 7 to 11, the performance metrics, including F-
score, accuracy, specificity, sensitivity, and precision, obtained
for the various selected models in the study. Each figure
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provides a visual representation of the values achieved by the
models across these metrics. Notably, Fig. 7 depicts the F-score
values, which represent the harmonic mean of precision and
recall, showcasing the balance between these two metrics. Fig. 8
presents the accuracy values, indicating the proportion of
correctly classified instances among the total instances.
Specificity values, representing the true negative rate, are
displayed in Fig. 9, indicating the ability of the model to
correctly identify negative instances.

Fig. 10 showcases sensitivity values, also known as the true
positive rate, indicating the model's ability to correctly identify
positive instances. Finally, Fig. 11 illustrates the precision
values, which represent the proportion of true positive
predictions among all positive predictions made by the model.
Together, these figures provide a comprehensive overview of
the performance of each model across multiple evaluation
metrics, facilitating comparisons and insights into their
effectiveness in data classification tasks.
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0.4 -
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0 A
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Precision

SVM Adaboost MLP Gaussian
Kernel

Fig. 11. Precision values of the selected models.

TABLE II. OBTAINED STATISTICAL RESULTS
SVM Adaboost MLP Gaussian Kernel RF MBF
Accuracy 0.715847 0.775956 0.721311 0.721311 0.672131 0.950820
F_score 0.688438 0.787384 0.673673 0.691201 0.640517 0.953391
Precision 0.680643 0.828616 0.65283 0.680522 0.620870 0.971698
Sensitivity 0.696412 0.750061 0.695891 0.702220 0.661447 0.935761
Specificity 0.816446 0.861194 0.818811 0.822478 0.777839 0.965116

V. CONCLUSION

In summary, the current work examines the performance of
MBF, SVM, Adaboost, MLP, GK, and RF for data classification
in the medical field. The outcomes of the work were examined
based on F-score, accuracy, specificity, and sensitivity. The
results indicated that the selected algorithms' performance in
data classification was acceptable, as the SVM was the weakest
and MBF was the strongest. The outputs of the confusion matrix
demonstrated that MBF, with an accuracy of 95%, outperforms
the rest, and after that, Adaboost, with 77%, can be a good
alternative. The F-score, accuracy, and specificity values
obtained for MBF are comparable to those of the other models
that were chosen, with respective values of 97.17%, 93.6%, and
96.5%. The gap between the MBF and the rest was remarkable
in terms of precision as MBF has the precision of 97.17% while
SVM, MLP, GK, and RF have the precision of 68%, 65.28%,
68.05%, and 62% respectively. Accordingly, SVM, MLP, GK,
and RF performance are identical. However, Adaboost and MBF
show desirable capability inaccurate data classification, which
can be improved in future work. Future investigations are
necessary to validate the kinds of conclusions that can be drawn
from this study.
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Abstract—A stock market is a venue where the shares of
publicly traded companies are available for purchase and sale by
individuals. The financial markets exert a substantial influence on
various domains, including technology, employment, and business.
Given the substantial rewards and risks associated with stock
trading, investors are exceedingly concerned with the precision of
future stock value forecasts. They modify their investment
strategies in an effort to achieve even greater returns. Accurate
stock price forecasting can be challenging in the securities industry
due to the complex nature of the problem and the requirement for
a comprehensive understanding of various interconnected factors.
The stock market is influenced by a variety of factors, including
politics, society, and economics. A multitude of interrelated factors
contribute to these behaviors, and stock price fluctuations are
capricious. In order to tackle a range of these difficulties, the
present investigation proposes an innovative framework that
integrates a Grasshopper optimization method with the gated
recurrent unit model, a machine-learning approach. The research
used data from the Shang Hai Stock Exchange Index for the period
of 2015-2023. The proposed hybrid model was also tested on the
2013-2022 S&P 500 and Nikkei 225. The proposed model
demonstrated optimal performance, exhibiting a minimal error
rate and exceptional effectiveness. The study's findings
demonstrate that the proposed model is more suitable for the
volatile stock market and surpasses other existing strategies in
terms of predictive accuracy.

Keywords—Financial market; shanghai stock exchange price;
gated recurrent unit; grasshopper optimization algorithm

I.  INTRODUCTION

One of the most fascinating technological developments of
the day is the financial markets [1]. It provides market analysts,
investors, and researchers from other fields with various chances
[2]. Individuals may have different viewpoints on market
involvement, such as understanding market behavior,
identifying important elements, trading stocks, and forecasting
future events [3]. The market trend, suggesting assets for
portfolio management, etc., but a lack of understanding of basic
economic concepts and financial literacy may have a significant
impact on the returns on investments [4]. Stock forecasting is a
complex task requiring a thorough understanding of many
interconnected factors [5]. Nevertheless, several factors, such as
political, and economic dynamics, impact the stock market [6],
[7]. A broad variety of factors, such as changes in the
unemployment rate, immigration regulations, public health

issues, immigration policies, and monetary policies impacting
various nations, might be contributing elements [8]. As a result
of a careful examination of the market, everyone involved in the
stock market wants to maximize earnings and reduce risks [9],
[10]. Consequently, there is an increased demand for market
valuations and various forms of analytical assessments to
examine market behavior [11], [12]. Fundamental analysis and
technical analysis are the two distinct categories into which
contemporary approaches to financial forecasting fall [13]. To
generate long-term forecasts, fundamental analysis entails the
examination of prevalent stock market elements based on
knowledge and expertise. As opposed to this, a technical
analysis integrates insights obtained from past stock price
information [14]. Technical analysis is the systematic
examination of past pricing data in conjunction with the
application of technical indicators to predict forthcoming trends
in financial time series [15], [16]. Conventional methods may
improve forecasting precision, but they also add to computing
complexity, increasing the risk of prediction mistakes [17]. To
effectively use artificial intelligence technology for financial
market forecasting, a strong and uncomplicated model is
necessary for profitable development [18]. Choosing a suitable
methodology is crucial as it relies on the characteristics of the
dataset and the desired application. Researchers may encounter
datasets that vary with time (time-dependent) or datasets that do
not vary with time (time-independent). Each kind of dataset
presents distinct issues [19]. The main reason for this is that time
series analysis is characterized by consistent price fluctuations
occurring at regular periods [20]. Investors must compile
voluminous amounts of information and analyze deterministic,
non-linear, and non-parametric chaotic systems in order to
construct an exact model that can forecast future returns. Due to
their nonlinear dynamics, determinism, and absence of well-
defined parameters, these systems are unique [21]. It is
important to note that these models may sometimes encounter
the problem of being trapped in a local minimum. A proposed
remedy for this problem is the gated recurrent unit (GRU) model
[22]. Using the GRU method, a sophisticated machine-learning
model was developed to forecast currency exchange rates. The
development of a stock index movement prediction algorithm
has been enabled by combining a new technique, the improved
online sequential gated recurrent unit, with the grasshopper
optimizer algorithm. These strategies use probabilistic concepts
that are better suited for sets of responses rather than individual
ones.
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These algorithms use the principles of natural selection to
imitate the most efficient behaviors seen in the natural realm.
Slime mold algorithm (SMA)[23], Moth-flame optimizer
(MFO) [24], and Grasshopper optimization algorithm (GOA)
[25], which is a new and intriguing swarm intelligence system
that emulates the natural swarming and foraging habits of
grasshoppers. Grasshoppers are a well-known class of insects
that pose a threat to agriculture and agricultural production. The
two stages of its life cycle are referred to as nymph and maturity.
The adult phase is marked by long-range, sharp movements,
whereas the nymph phase is characterized by short steps and
gradual motions. Given the ever-changing and consequential
character of financial markets, specifically the stock market, the
significance of precise and dependable stock price prediction is
emphasized. To maximize returns and optimize investment
strategies, investors are perpetually in search of innovative
predictive models. The advent of the GOA-GRU model signifies
a critical juncture in the realm of stock market prediction,
presenting investors with an exceptional prospect to improve
their investment tactics in the face of market instability. By
merging Grasshopper optimization and the gated recurrent unit
model, this novel approach not only could guarantee enhanced
predictive precision but also offer significant insights into the
intricate relationship between micro-level market dynamics and
macroeconomic factors. The provision of dependable forecasts
by the GOA-GRU model not only facilitates technological
advancements but also enhances comprehension of market
dynamics, thereby it can promote more effective capital
allocation and the ongoing development of financial modeling
methodologies. The main contributions of the study are as
follows:

e The grasshopper optimization algorithm and the gated
recurrent unit model have been integrated in a manner
that has substantially enhanced predictive accuracy. By
capitalizing on this novel framework, investors are able
to enhance their decision-making process regarding
stock trading, thereby optimizing returns while
mitigating risks.

e By subjecting alternative models, including GOA, SMA-
GRU, and MFO-GRU, to rigorous evaluation, the GOA-
GRU model consistently demonstrated superior
performance. The model's superior predictive
capabilities are demonstrated by its ability to attain high
efficiency and low error.

e The GOA-GRU model provides a pragmatic resolution
to the complexities associated with predicting stock
prices, as evidenced by its consistent integrity and
accuracy. The utilization of this technology has the
potential to enable financial analysts, investors, and
institutions to make decisions based on data, thereby
enhancing the efficacy and knowledge of capital
allocation within the financial markets.

The subsequent content of this paper is organized as follows:
The literature review is provided in Section Il. In addition to the
materials and methodology utilized, Section Ill provides a
concise overview of the optimizer techniques and GRU
algorithm. The results and discussion are provided in Section IV.
At last, the conclusions that have been drawn from the
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assessments and findings of the review are presented in Section
V.

Il. LITERATURE REVIEW

A. Related Works

Over the course of the past few decades, there has been a
significant amount of potential for the application of machine
learning algorithms to the prediction of the future stock market
price. In an effort to improve the precision of trend prediction in
the context of stock market fluctuations, Nabipour et al. [26]
undertook an investigation that utilized deep learning and
machine learning algorithms. They conducted a comparative
analysis of the performance of different prediction models with
respect to four distinct stock market groups that are listed on the
Tehran Stock Exchange: diversified financials, petroleum, non-
metallic minerals, and basic metals [26]. The outcomes
demonstrated that the Recurrent Neural Network (RNN) and
Long Short-Term Memory (LSTM) exhibited superior
performance compared to alternative prediction models when
applied to continuous data. This underscores the efficacy of
these models in capturing intricate temporal dependencies
present in the data [26]. In their research, Khan et al. [27]
examined the impact of political events and public sentiment on
stock market trends, encompassing both the performance of
specific companies and the broader market environment [27].
Their objective was to determine whether political situations
and public sentiment on a particular day could influence seven-
day stock market trends. In pursuit of this objective, a machine
learning model was enhanced with sentiment and political
situation features in order to examine their impact on the
accuracy of predictions [27]. The experimental results indicated
that the incorporation of sentiment features resulted in a slight
enhancement of 0—3% in the accuracy of predictions. However,
the inclusion of the political situation features substantially
improved the accuracy of predictions by around 20% [27].

Yuan et al. [28] present an alternative approach to the
traditional linear multi-factor stock selection model, which takes
into account the dynamic and chaotic characteristics of the stock
market. They conducted a thorough feature selection process
utilizing a variety of feature selection algorithms in their
research. They further refine the parameters of stock price trend
prediction models based on machine learning using time-sliding
window cross-validation [28]. They utilized a comprehensive
eight-year dataset pertaining to the Chinese A-share market in
order to ascertain the most efficient integrated models for
forecasting stock price trends [28]. By conducting an extensive
examination and assessment of various integrated models, their
research demonstrates that the random forest algorithm exhibits
exceptional efficacy in predicting stock price trends and
selecting features [28]. Moghar and Hamiche endeavor to
improve the accuracy of inventory value forecasts by leveraging
the capabilities of RNNs, with a particular emphasis on LSTM
[29]. In their study, Vijh et al. [30] utilized Random Forest and
Acrtificial Neural Networks (ANN) to predict the closing prices
of five companies operating in various sectors. They employed
financial data that included the opening, closing, high, and low
prices of stocks in order to generate novel variables that function
as inputs for the predictive models [30]. By employing ANN and
Random Forest techniques, they aimed to predict the closing

221|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

prices of equities on the following business day. The evaluation
of the model's effectiveness is conducted by examining the
performance of these metrics; lower values signify increased
predictive accuracy [30].

In their investigation, Parray et al. [31] examined the
feasibility of utilizing three machine learning algorithms—
Support Vector Machine (SVM), Perceptron, and Logistic
Regression—to predict the trajectory of stock prices for the
following day [31]. The experiments are conducted by the
researchers using historical stock data from January 1, 2013
to December 31, 2018. The dataset consists of around fifty
stocks selected from the NIFTY 50 index of the Indian National
Stock Exchange. In addition to calculated technical indicators,
the data is utilized for the analysis. The findings suggest that the
SVM model attains an average accuracy of 87.35% in its
predictions, with Logistic Regression following closely at
86.98% and Perceptron at 75.88% [31]. To predict the closing
price of the S&P 500 index the following day, Bhandari et al.
[32] employ LSTM, a specialized neural network architecture.
A comprehensive analysis of the stock market's behavior is
achieved through the formulation of a well-curated ensemble of
nine  predictors, which includes technical metrics,
macroeconomic indicators, and fundamental market data [32].
Moving forward, the chosen input variables are employed to
construct both single-layer and multilayer LSTM models, which
are subsequently assessed using well-established evaluation
metrics [32]. By combining machine learning and deep learning
methodologies, Mehtab et al. [33] developed a hybrid modeling
strategy for predicting stock prices. The data for this analysis is
derived from the NIFTY 50 index values published by the
National Stock Exchange (NSE) of India [33]. The period
covered by this data is from December 29, 2014, to July 31,
2020. To forecast the open values of the NIFTY 50 index from
December 31, 2018, to July 31, 2020, eight regression models
are developed utilizing training data spanning from December
29, 2014, to December 28, 2018 [33]. Additionally, four deep
learning-based regression models utilizing LSTM networks are
implemented to enhance the predictive capability of the
framework [33]. Liu and Long introduced a framework for
predicting stock closing prices by capitalizing on the capabilities
of deep learning, specifically the LSTM network, which excels
at processing intricate financial time series [34]. In contrast to
conventional models, their framework utilized empirical
wavelet transform (EWT) for data preprocessing and an outlier-
robust extreme learning machine (ORELM) model for post-
processing. The primary constituent, an LSTM network-based
deep learning predictor, was optimized by employing the
dropout technique and the particle swarm optimization (PSO)
algorithm [34]. Combining machine learning techniques with
technical analysis indicators, Ayala et al. [35] proposed a hybrid
method for generating trading signals in stock market prediction.
The simplicity and effectiveness of their approach, which
combines machine learning with a technical indicator to inform
trading decisions, might be applicable to additional technical
indicators in the future [35]. In order to determine the most
appropriate machine learning technique, they assessed the
performance of Four Neural Networks, a Linear Model, Support
Vector Regression, and a Random Forest. As technical trading
strategies, they evaluated their approach using daily trading data
from major indices such as the DAX and Dow Jones Industrial
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Average in conjunction with the Triple Exponential Moving
Average and Moving Average Convergence/Divergence [35].

B. Challenges and Fulfillment

The exploration of integrating optimization methods with
machine learning models is a notable gap in current research on
stock market prediction. The proposed framework addresses this
deficiency by integrating the GRU model with the SMA, MFO,
and GOA, enabling a more refined examination of interrelated
variables. Concerns regarding the representativeness and quality
of the findings arise due to the utilization of obsolete or
irrelevant datasets, which constitutes another deficiency. We
ensure the pertinence and contemporaneity of this research
findings by addressing this gap with recent data from the Shang
Hai Stock Exchange Index spanning the years 2015 to 2023
along with S&P 500 and Nikkei 225. In the realm of stock
market prediction research, a divide exists between conceptual
progress and tangible implementation. By exhibiting its
practical applicability and real-world effectiveness, our
demonstrated superior performance—distinguishable from
other models—not only verifies that our proposed model is
appropriate for volatile markets but also bridges this gap.

I1l. METHOD AND MATERIALS

A. Slime Mold Algorithm

In 2020, Li et al. introduced SMA, an innovative
methodology that was inspired by the natural slime mold activity
[23]. The slime mold uses olfaction to perceive and discern the
volatile food aromas present in the atmosphere, enabling it to
effectively travel toward its prey. The behavior of the slime
mold may be formally characterized by the following equation:

X, () +§;.(W.XA(t) - X300 ) r<p
7. X(6)

The variable X, (t) reflects the precise region of the slime
mold that now displays the greatest concentration of odor. The
variables X(t) and X(t+ 1) represents the locations of the
slime mold in the t-th and t + 1-th iterations, respectively.
X, (t) and X represent two arbitrarily chosen locations of the
slime mold. The variable v, experiences temporal fluctuations
within the interval[—a, a], where r is a random integer ranging
from O to 1. The parameter p is defined as the inverse hyperbolic

tangent of the negative ratio of t to the maximum value of =
arctanh(—(matx t) +1) . The parameter v, is a linearly
decreasing parameter that varies between 0 and 1.

p=tanh|S(i)—-DF| i=1,2,..,n 2

The symbol DF denotes the iteration with the greatest fitness
value, whereas S(i) denotes the fitness of the vector X .The
equation provided below offers a precise and formal definition
of the weight, represented by the symbol W :

Xt+1) = 1)

rzp

W (smell index(l)) =

1+7.log (ZI;_SMfiF) + 1) ,condition
st 3
1—r.log (ZFTiE;) + 1) ,others
smell index = sort(S) 4)
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The variable S(i) denotes the first half of the population in
the provided equation. The sign bF indicates the maximum
fitness value, whereas wF shows the minimum fitness value.
Furthermore, the scent index pertains to the arranged values of
physical fitness. The spatial coordinates of the slime mold are
updated by using the provided formula.

rand(UB — LB) + LB, rand < z
¥ ={%0+7.(WXL0-%0)r<p
v X(t), r=p

Within this particular context, the variable represented by the
symbol Z is limited to a numerical interval spanning from 0 to
0.1. The words LB and UB denote the bottom and upper
boundaries of the search interval, respectively.

B. Moth-Flame Optimizer

The Moth Flame Optimizer is a clever device that has been
shown to significantly increase the performance of many
models. The concept for it comes from the way that nocturnal
butterflies respond to a source of light at night. When these
insects fly toward the moon, they have been shown to be able to
navigate over very long distances with success. They might
quickly get entangled, however, if they continue to circle the
light. Having been well studied, this particular movement may
be used as an incredibly effective optimizer in many fields, such
as medical applications, business management, image
processing, architectural design, electrical and energy systems,
and design. Classified as a metaheuristic technique, the MFO
algorithm has considerable potential in solving a variety of
optimization issues [24]. The challenging components of the
inquiry include the geographical distributions of moths, which
are viable solutions. Moths may fly in one, two, three, or hyper-
dimensional space by changing their position vectors. The
suggested method ensures convergence, and MFO has a high
computational efficiency and reliability. The following is one
way to express the MFO:

MFO = (R, M, P) (6)

The following equation illustrates how the flames control the
rearranging of the moth locations in the movement function M :

A; =s(A,B)) = C.e’.cos(2nt) + B,  (7)
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The variables S, B; , and A; are used to represent the spiral
function. The moth's index is I, while the flame's index is j. c; is
the symbol for the distance between the i-th moth and the j-th
flame. Using the constant symbol b , the geometric
characteristics of the spiral are determined. Randomly produced
values between -1 and 1 reflect the number denoted by the
variable r. To calculate the distance c; , use the formula below:

Ci = |B; — A ©))

Preservation of the exploration phase of the search space is
achieved through the implementation of an adaptive technique
designed to minimize the frequency of flames. The subsequent
procedures are executed to accomplish this:

N = round (NMAX —ax %) 9)

The constants N, Ny.x, &€, and a reflect the number of

flames, total number of flames, iterations, and iterations in
process, respectively.

C. Grasshopper Optimization Algorithm

Originating from natural processes, the grasshopper
optimization technique is a well-known metaheuristic algorithm
[36]. The primary objective is to identify optimal solutions that
provide the maximum outcome by using randomization to
prevent being trapped in suboptimal alternatives. The
algorithm's rapid convergence and exceptional exploration
abilities have shown its amazing success and efficiency in
optimization. GOA has outperformed many other approaches in
test scenarios, demonstrating its excellence and promise in
practical applications. As it is perceivable from the illustration
and framework in Fig. 1 and Fig. 2. Moreover, GOA is
adaptable, effectively managing the trade-off between exploring
new possibilities and using known solutions to ensure optimal
results are achieved. GOA is an excellent choice for research
applications because of its unique attributes. Saremi et al. [36]
introduced the GOA algorithm, which falls under the category
of swarm intelligence algorithms. Each grasshopper's placement
in the swarm represents a possible solution, mimicking the
behavior of grasshoppers that often gather in swarms.

Xi = Si + Gi + Ai (10)

s; represents social interaction, G; represents gravitational
force, and A; represents wind advection.

\.M 3
e

Adult (without wings)

Nymph (without wings)

Fig. 1. The illustration of (GOA).
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The equation for N grasshopper optimization is expressed as
follows, excluding the gravity component and assuming that the
wind direction is directed towards the goal [36].

e (Z,”ﬂ watve (|0 _ xd|)d—> ‘T

T 2
j#i

The distance between the i-th and j-th grasshoppers is
indicated by d;;. Whereas I stands for the beauty scale and f for
the power of attraction, function S reflects the strength of social
forces. The formulae below are used to comp